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Chapter 1

Introduction

1.1 Interference management in mobile radio cellu-

lar networks

Modern mobile radio communication systems provide data and multimedia transmis-

sion services to mobile terminal subscribers. The industry of mobile communications is

significantly changing everyday life all over the world, while the increasing demand of

better quality of service (QoS) is accelerating its research and development [YCCG05].

During the development of third generation (3G) mobile radio communication sys-

tems, research on beyond 3G (B3G) or 4G mobile communications has already begun.

In next generation mobile radio communication systems, a rapidly increasing num-

ber of subscribers requiring a wider variety of multimedia services with higher data

rate will share the limited radio spectrum. Since the scarce resource of bandwidth is

quite expensive, the suitable solution is to increase the spectral efficiency. In order to

increase the spectral efficiency by reusing the radio channels in different areas, most

modern mobile radio networks are designed as cellular networks which are made up of

geographically separate areas called cells. The communication service for the mobile

terminal subscribers, i.e., mobile stations (MSs), in each cell is controlled by a base

station (BS) [Sch05]. The main factors that could limit the system performance of

mobile radio cellular networks are noise, fading, and interference. The effects of noise

can be combated by increasing the transmit power. The effects of fading can be com-

bated by applying diversity techniques which increase the reliability of communications

by transmitting the same information through independently fading channels [TV05].

In today’s interference-limited cellular systems, interference management has already

become the central task to achieve spectrally efficient communications. This thesis will

focus on the interference management in mobile radio cellular networks.

The remarkable capacity potential of multiple-input multiple-output (MIMO) com-

munication systems has been theoretically indicated by some pioneering work [FG98,

Tel99]. Encouraged by these theoretical discoveries, the MIMO technique applying

multiple antennas at the transmitter side and at the receiver side has been widely con-

sidered in mobile radio cellular networks. For example, in the IEEE 802.16e standard,

the IEEE 802.11n standard, the recent standards of both the 3G partnership project

(3GPP) and the 3G partnership project 2 (3GPP2), MIMO techniques are taken into
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MS(1, 1)
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Figure 1.1. Communication in the UL of a mobile radio cellular system. A: ISI; B:
intracell multiuser interference; C: intercell interference.

consideration. Considering all the antennas of the MSs on one side and all the an-

tennas of the BSs on the other side, the mobile radio cellular networks which will be

investigated in this thesis can be considered as multiuser MIMO systems.

In mobile radio cellular networks, the wireless link over which signals are transmitted

from MSs to BSs is called uplink (UL), while the wireless link over which signals are

transmitted from BSs to MSs is called downlink (DL). Assuming that the investigated

cellular system consists of K cells, the simplified setup of data communication in the

UL and in the DL of the mobile radio cellular system is generally shown in Figure 1.1

and Figure 1.2, respectively. In each cell, one BS equipped with multiple antennas and

N MSs equipped with a single antenna each are considered. The multiple MSs in cell

k with k = 1 . . .K are indicated by MS(k, n) with n = 1 . . .N . In conventional cellular

systems, it is expected that data transmissions are performed in each cell between the

MSs and their own BS in the same cell. In Figure 1.1 and Figure 1.2, three types of

interference are described:

• In most realistic cellular systems, there are multiple propagation paths between

one BS antenna and one MS antenna. Due to different delays in different propa-

gation paths, intersymbol interference (ISI) is caused by the overlap of received
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Figure 1.2. Communication in the DL of a mobile radio cellular system. A: ISI; B:
intracell multiuser interference; C: intercell interference.

signals of adjacent data symbols of one user. An example of ISI for MS(1, 1) in

cell 1 is indicated as the type “A” interference in Figure 1.1 and Figure 1.2, re-

spectively. On one side, ISI in frequency selective channels can be combatted with

equalization. Linear equalizers such as the zero forcing (ZF) equalizer are con-

ventional equalizers fighting against ISI. In order to avoid the noise enhancement

problem inherent to linear equalizers, decision feedback equalizers (DFEs) with

higher implementation complexity are better choices [Lin05]. On the other side,

applying multicarrier transmission techniques such as the orthogonal frequency

division multiplexing (OFDM) technique with sufficient long guard interval, all

ISI can be avoided. However, the guard interval reduces the data rate of the

system. Therefore, a good compromise between data rate and ISI cancellation

should be considered.

• With multiple MSs in each cell, signals from different MSs arrive at the BS re-

ceiver antennas simultaneously in the UL, and the transmitted signals from the

BS transmitter antennas for any MS will also go to other MSs in the DL. This

kind of interference among different MSs in one cell can be named as intracell

multiuser interference, and an example of it for MS(1, 1) in cell 1 is indicated as

the type “B” interference in Figure 1.1 and Figure 1.2, respectively. An intu-
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itive idea to manage the intracell multiuser interference is to separate different

users in different orthogonal resources to avoid interference among them [TV05].

Following this idea, intracell multiuser interference can be avoided by schedul-

ing transmissions of any two users in one cell in different time and frequency

resources without any overlap. In the GSM system, e.g., individual orthogo-

nal narrowband channels are allocated to individual users in the same time slot

while each narrowband channel in a certain frequency band is shared by users in

a time-division manner. However, in future mobile radio cellular systems, higher

data rate and better QoS need to be offered to an increasing number of users in

the limited orthogonal resources [YCCG05,Tac03]. In other words, the orthog-

onal channels in the narrowband GSM system are not sufficient to be assigned

exclusively to the users. In contrast to the poor frequency diversity in a nar-

rowband system, in wideband OFDM systems the orthogonal frequency division

multiple access (OFDMA) scheme for eliminating intracell multiuser interference

is combined with the frequency/time hopping techniques for averaging intercell

interference [TV05]. In wideband CDMA systems, other strategies for intracell

multiuser interference management need to be applied. For example, in the UL of

a CDMA system, the near-far problem which is caused by the intracell multiuser

interference could exist. Due to the path loss of radio channels, the receiver at

the BS can have much less received power of the MSs being far away from the

BS than the MSs close to the BS if the MSs use the same transmit power. The

intracell multiuser interference from the MSs close to the BS can even make the

data detection of the MSs being far away from the BS impossible. Power control

strategies are applied to solve the near-far problem. The minimum received power

for every MS corresponding to its signal-to-interference-plus-noise ratio (SINR)

threshold for data detection is maintained by carefully controlling the transmit

powers. Furthermore, since intracell multiuser interference is a limiting factor in

CDMA systems, intracell multiuser detection techniques are usually applied in

the receivers.

• In the UL, the signals are expected to be transmitted from each MS to its corre-

sponding BS in the same cell. However, these signals will also reach other BSs and

interfere with each other. In the DL, the signals are transmitted not only from

each BS to its corresponding MS in the same cell but will also cause interference

to the MSs in other cells. This kind of interference is named intercell interference,

and an example of it for MS(1, 1) in cell 1 is indicated as the type “C” interference

in Figure 1.1 and Figure 1.2, respectively. In most cellular systems, the intercell

interference is simply treated as noise. In order to make this treatment more

reasonable, different interference averaging strategies can be applied to make the

sum of intercell interference for one MS look like white Gaussian noise and to
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reduce the fluctuation of the total interference. However, the averaging method

can only alleviate the influence of intercell interference in scenarios with many

users in random positions of adjacent cells. Another simple idea is to increase

the cluster size which is defined as the number of cells which collectively use the

complete set of available frequencies [Rap01]. In this way, we can geographically

separate the users sharing the same frequency channel far away from each other

to reduce the intercell interference between co-channel cells. However, this is not

a practical solution in realistic systems where the scarce frequency resource is

quite expensive. In order to achieve the required system performance in future

mobile radio cellular system, further intercell interference management to im-

prove the spectral efficiency is inevitable in the long term. Multiuser detection in

the UL and multiuser transmission in the DL for dealing with interference from

the signal processing point of view could be promising solutions.

As mentioned above, in mobile radio cellular networks there are mainly three types of

interference, i.e., ISI caused by the same user, intracell multiuser interference caused

by different users in the same cell, and intercell interference caused by different users

in different cells. In order to deal with the above interference which limits the system

performance of mobile radio cellular networks, interference management becomes an

essential task to improve the system performance. Some mobile radio communication

strategies for interference management such as resource allocation, power control, in-

terference averaging techniques, and interference cancellation/presubstraction signal

processing techniques have been separately discussed concerning different types of in-

terference. From a system point of view, various mobile radio communication strategies

for interference management as mentioned above can be combined with each other to

jointly deal with the interference. For example, in [Yen01] interference management

is performed through power control, multiuser detection and beamforming for CDMA

systems. In [B+07], intercell interference is managed by dynamic channel allocation,

scheduling and smart antennas. In [GKGØ07], adaptive transmission and resource

allocation are considered simultaneously for interference management.

In the present thesis, the OFDM transmission technique is applied to eliminate all

the intracell interference with respect to ISI and intracell multiuser interference in the

investigated mobile radio cellular networks. Therefore, it is sufficient to assume that

one active MS is contained in each cell in the considered subcarrier and time slot. The

remaining interference that limits the system performance is the intercell interference.

This thesis mainly contributes to the intercell interference management through coop-

erative communication schemes where multiuser detection and transmission techniques

are applied.
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1.2 Concept of cooperative communication

Based on the statement in the above section, this thesis will focus on intercell inter-

ference management in cellular networks where the OFDM transmission technique is

applied. As one promising candidate for the interference management to achieve spec-

trally efficient communications in future mobile radio cellular networks, the cooperative

communication scheme will be introduced in this section. In order to explain different

communication schemes in cellular networks in a simple way, firstly a 3-cell cellular

system with one BS and one MS in each cell as shown in Figure 1.3 is taken as an

exemplary scenario.

In conventional cellular systems with a cluster size of r = 1 as shown in Figure 1.3

(a), data detection and transmission are designed considering only intracell communi-

cations. Each BS acts as a central unit (CU) to detect the data symbols from the MS

in the same cell in the UL and to design the transmitted signals intended for the MS in

the same cell in the DL. It is found that the capacity in such a point-to-point link grows

linearly with the minimum number of the transmit and receiver antennas [FG98,Tel99].

Therefore, the MIMO technique applying multiple antennas at both the transmitter

side and the receiver side can significantly improve the system throughput. For exam-

ple, the single user MIMO technique has already been proposed in the current 3GPP

long-term evolution (LTE) Release 8 for cellular networks [IMW+09]. However, in con-

ventional cellular networks without cooperation between different cells, the intercell

interference caused by the signals from the MSs in other cells to the considered BS

in the UL and the transmitted signals from the considered BS to the MSs in other

cells in the DL can strongly limit the system performance [CDG00,Blu03,DMP04]. In

order to obtain a better system performance, one simple idea is to spatially separate

the co-channel users to be far away from each other by increasing the cluster size of

the cellular system. For example, the cellular system in Figure 1.3 (b) has a cluster

size of r = 3. However, on one side the cluster size can not be increased without

considering the cost for the scarce frequency resource, and in realistic cellular systems

with a small cluster size the remaining intercell interference still limits the system per-

formance. On the other side, in future mobile radio cellular systems with more and

more users, higher data rate and better QoS need to be offered in the limited orthogo-

nal resources [YCCG05,Tac03]. Therefore, it is necessary to apply better interference

management strategies with small cluster sizes.

The cooperative communication scheme where BSs cooperate with each other to per-

form a cooperative signal processing for MSs in different cells is considered as a promis-

ing candidate for the interference management in multicell cellular systems. The co-
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(a) conventional cellular system,

r = 1

(b) conventional cellular system,

r = 3

(c) cooperative cellular system based

on a centralized implementation, r = 1

(d) cooperative cellular system based on

a decentralized implementation, r = 1

: MS

: BS as AP

: BS as CU

: CU

Figure 1.3. Conventional cellular system versus cooperative cellular system.

operation of BSs in a mobile radio network can be implemented either in a centralized

way or in a decentralized way. In Figure 1.3 (c), a centralized cooperative commu-

nication scheme is shown in the exemplary 3-cell cellular system. It is assumed that

the BSs are connected to the CU via high speed backhaul links with high capacity.

Individual BSs play the role as access points (APs) which receive signals from MSs

in the UL and transmit signals to the MSs in the DL. The cooperation of the BSs is

realized with the help of a CU. The CU coordinates all the BSs and performs a joint

signal processing of the whole system to detect the data symbols of the MSs in the

UL and to design the transmitted signals to the MSs in the DL. In Figure 1.3 (d), a

decentralized cooperative communication scheme based on coordinated BSs without a

CU is shown in the exemplary 3-cell cellular system. Distributed BSs not only receive

and transmit signals but also act as CUs to perform a multi-cell cooperative signal

processing together. The BSs are connected to each other via high speed backhaul

links with high capacity, and they exchange information, e.g., channel-state informa-

tion (CSI) and intermediate calculation results, between each other for the cooperative

signal processing. As discussed in the following, both the information-theoretic works
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and the practical considerations of the realistic system performance potentials show

that the cooperative communication scheme is a very promising candidate for future

mobile radio cellular networks.

Theoretically, the main effect of cooperative communication is to extend the single-

user MIMO concept in a single cell with remarkable capacity potential as shown in

[FG98,Tel99] to multiuser cellular systems. With perfect BS cooperation, a multicell

system can be considered as a MIMO multiple access channel (MAC) in the UL and a

MIMO broadcast channel (BC) in the DL [GJJV03]. The capacity region of the MAC

has already been well studied by researchers [CV93,CT06,TH98,Tel99,VJG01,VTA01,

YRBC04], and has been summarized in [GJJV03] for both the constant channels and

the fading channels with different levels of knowledge of CSI. However, it has been

a challenging task for quite a long time to find the capacity region of a general BC.

Recently, it has been suggested in [CS03] that the dirty-paper coding (DPC) strategy

in [Cos83] could be applied for transmitting signals in BC. The achievable rate region

for a BC applying the DPC strategy could be named as the DPC rate region. The DPC

rate region for a Gaussian MIMO BC with multiple transmitter antennas and a single

antenna at each receiver was found in [CS03]. The DPC rate region for a Gaussian

MIMO BC with an arbitrary number of antennas at each receiver was found in [YC04],

which has also shown that the DPC rate region achieves the sum capacity of this BC.

The duality of the capacity region of the Gaussian MIMO MAC and the DPC rate

region of the Gaussian MIMO BC has been investigated in [VJG03]. Similar to the

signal-user MIMO system with a great capacity potential in proportion to the number

of antennas, the above work about the MIMO MAC and the MIMO BC has shown

that the sum capacity of a multiuser system increases linearly with the increment

of the number of transmitter antennas or receiver antennas [GJJV03]. Performance

improvements of a cellular network applying the cooperative communication scheme

as compared to that applying the single-user communication scheme have been shown

with respect to the achievable rate region [SZ01,ZD04,KFV06,J+08,KFVY06].

In practice, the multiuser MIMO system applying cooperative communication is not

only a simple shift of the MIMO paradigm from a single-user point-to-point system to a

multiuser cellular system. The multiuser MIMO system has some inherent advantages

over the single-user MIMO system [GKH+07]:

• The theoretically promised capacity of the MIMO system increases with the min-

imum of the number of the transmit and receiver antennas, i.e., the number of

spatial degrees of freedom [TV05,FG98,Tel99]. However, in realistic systems we

can’t equip as many antennas as we want at the MSs or at the BSs without con-

sidering the space constraints and the cost limitations. Especially, the MSs, e.g.,
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mobile phones of customers, are always required to have low complexity, low cost

and small size from a practical point of view. Therefore, the system performance

of the single-user MIMO scheme is limited by the small number of antennas at

the MS in reality. In contrast, the multiuser MIMO system inherently has much

more spatial degrees of freedom than the single-user MIMO system. For example,

in a K-cell cellular system with one BS and one MS in each cell, even though

each MS is equipped with only a single antenna, at least the system with full co-

operation of all the BSs has K spatial degrees of freedom thanks to the multiuser

diversity.

• Many previous information-theoretic works that exploit the capacity of the

MIMO system are under the assumption of independent and identically dis-

tributed (i.i.d.) fading channels connecting pairs of transmitter and receiver

antennas [FG98]. However, in realistic single-user MIMO systems, due to the

poor scattering environment and the insufficient spacing between the antennas,

the fading channels are correlated and the achievable capacity is significantly

reduced [SFGK00, IUN03]. Fortunately, in cellular networks which can be con-

sidered as multiuser MIMO systems, distributed coordinated BSs in different cells

form a distributed antenna array which can offer rich scattering and large an-

tenna spacing. Even though the single-user diversity is limited by the correlated

fading, the great capacity potential of the MIMO system still can be achieved by

exploiting the multiuser spatial multiplexing.

• As indicated in [FG98,Tel99], the input signal-to-noise ratio (SNR) has a great

influence on the capacity of MIMO channels. In realistic cellular networks, the

single-user MIMO communication is performed treating all the multiuser inter-

ference as noise. Therefore, the low input SNR can strongly limit the system per-

formance. However, in the multiuser cooperative MIMO system exploiting the

multiuser interference, the interference is converted from barriers to opportuni-

ties to improve the system performance. For every user, its multiuser interference

will not be accounted as noise, and hence the input SNR only depends on the

background Gaussian noise. Therefore, the multiuser MIMO system with a high

input SNR can fully enjoy the benefit of the MIMO techniques.

Generally, cooperative communication can be described as cooperative reception in the

UL and cooperative transmission in the DL through a cooperative signal processing for

the MSs in different cells based on coordinated BSs. The cooperative signal processing

algorithm for joint detection (JD) in the UL [KKB96,Ver98,Poo04,LDYT05] and joint

transmission (JT) in the DL [MBW+00,Fis02] is considered as the core technology in

the concept of cooperative communication.
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In the UL, various multiuser detection strategies to detect data symbols from multiple

users in a communication network considered as a multiuser MIMO MAC can be used

as candidates for JD [Ver98,Poo04]. In order to minimize the probability of erroneous

detection, the optimum multiuser detectors choose the most likely transmitted data

vector following the maximum-a-posteriori (MAP) criterion or the maximum likeli-

hood (ML) criterion, where the received vector and a priori information of the data

vector are known. However, such a multiuser sequence detection considering all the

possible data vectors has very high complexity, and is not suitable for practical appli-

cations in cellular networks. Therefore, suboptimum multiuser data detection which

makes a tradeoff between complexity and performance is of more interest. Following

strategies such as ZF or minimum mean squared error (MMSE), one class of the sub-

optimum detectors named as conventional linear multiuser detectors have been well

investigated in [KB93, MH94, Kle96, KKB96, Mos96, Ver98]. Aiming at the multiuser

interference cancellation, the ZF detector, i.e., the so-called decorrelator, turns out to

be a promising solution in interference-limited systems with weak noise. However, noise

enhancement is considered as the main drawback of the ZF detector. The MMSE de-

tector, i.e., the so-called Wiener filter, which approaches the performance of a matched

filtering (MF) receiver in systems with strong noise, makes a good compromise be-

tween interference cancellation and SNR improvement. Although the complexity of

linear multiuser detectors is much smaller than that of optimum multiuser detectors,

a pseudo inversion of the system matrix typically required in the computation can still

cause great computational complexity. Fortunately, linear algebra indicates that the

linear system of equations requiring matrix inversion can be solved in an iterative way

following methods such as the Jacobi method or the Gauss-Seidel method [HJ85]. Fol-

lowing this idea, linear iterative multiuser detectors which have lower complexity but

generally comparable performance as compared to the conventional linear multiuser

detectors have been proposed [Mos96, Poo04, Küh06]. Improved performance can be

obtained by the nonlinear iterative multiuser detectors which follow the same ideas as

the linear iterative multiuser detectors but additionally make intermediate soft or hard

decisions by exploiting the discrete data alphabet in each iteration to obtain refined

data estimates [VA90, DSR98, Ver98, Poo04, Küh06]. Among the iterative multiuser

detectors known as interference cancellers, the parallel interference cancellation (PIC)

detector and the successive interference cancellation (SIC) detector have gained most

attention [Ver98, WBR+, WRB+02, Poo04, Küh06, AWWD07]. Furthermore, alterna-

tive nonlinear multiuser detectors named as turbo multiuser detectors, which exploit

the knowledge concerning the forward error correcting (FEC) coding and follow the

turbo principle [Hag97] to achieve optimum data estimate refinement, have received a

considerable attention [Moh98,WP99,Poo00,Poo04].
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In the DL, with the help of the coordinated BSs or the CU connected to the BSs, a

multiuser MIMO BC is formed. The cooperative signal processing task is shifted to the

transmitter side to make the MSs as simple as possible. With the knowledge of the re-

ceiver structure and the CSI of the system, the process to generate transmitted signals

at the transmitters is called precoding [VJ98, Fis02]. From an information-theoretic

point of view, DPC is considered as the optimum precoding strategy [CS00, YC04].

However, its high computational complexity limits its application in realistic networks.

From a practical point of view, precoding techniques with less computational com-

plexity are of more interest for the realistic cooperative communication scheme. As

the counterparts of the conventional linear multiuser detectors, ZF multiuser trans-

mitters [VJ98, MBW+00, KM00] and MMSE multiuser transmitters [JKG+02, NB02]

have been proposed. Their corresponding iterative versions, e.g., iterative ZF JT,

are of great interest for practical applications in the DL of cellular networks to pre-

dict and presubtract interference [WWAD07,WWA07]. As one representative nonlin-

ear successive interference canceller in the DL, the Tomlinson-Harashima precoding

(THP) transmitter which was initially proposed for the equalization of ISI in single-

input single-output (SISO) channels [Tom71,HM72] has been extended to MIMO chan-

nels [FWLH02,Fis02]. The basic idea of THP is to shift the decision-feedback equalizer

(DFE) from the receiver side to the transmitter side, and a modulo device is considered

to limit the transmit power.

1.3 State of the art and open questions

In recent years the concept of cooperative communication has received consid-

erable attention from researchers all over the world because of its potential to

achieve high spectral efficiency with affordable implementation complexity in real-

istic systems [WMSL02, ZD04, ZTZ+05, TXX+05, WSM06, KFV06, KFVY06, AEH06,

WWAD07, KM07, MF07b, J+08, SSSP08, MF08, NEHA08, KF08, KRF08, WWC08,

HZW08, PBGH08, PGH08, XZ09, ZCA+09, MF09b, MF09a, TPK09, ZHG09, PHG09,

WJLY09, JTW+09, IMW+09, WHG+10]. The scheme of the joint transmission and

detection integrated network (JOINT) was initially proposed for beyond 3G systems

in [WMSL02], and as a generic proposal many degrees of freedom concerning the imple-

mentation of JOINT exist. Assuming that full perfect CSI is available, a cooperative

processing scheme at BSs in a small size cellular system was proposed in [ZD04]. The

study in [KFV06] has shown the theoretical performance gains of cooperative com-

munication to encourage further studies striving toward these gains in practice. The

same concept of cooperative communication has been intensively investigated under
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various names such as “cooperative base stations” in [NEHA08], “multicell coopera-

tive processing” in [PBGH08,PGH08, PHG09], “distributed base station processing”

in [AEH06], “joint multi-cell processing” in [SSSP08], “distributed beamforming co-

ordination” in [ZHG09], “networked MIMO” in [ZCA+09], and “coordinated multi-

point transmission (CoMP)” in [XZ09,TPK09,WJLY09,WHG+10]. In some national

projects for next generation communication systems, schemes based on this concept

have already been applied. In China, a scheme under the name “group cell” has al-

ready been applied under the framework of the FuTURE (Future Technologies for

Universal Radio Environment) project for beyond 3G mobile communication systems

in the TDD Special Work Group [ZTZ+05, TXX+05]. In Germany, a similar con-

cept about cooperative communication under the name of CoMP has been considered

in the project Enablers for Ambient Services and Systems-Part C wide area cover-

age (EASY-C) [MF09b, IMW+09]. In this project, the first real-time trial test of the

CoMP scheme in the largest testbed worldwide for LTE-Advanced systems has been

performed recently [JTW+09]. In the 3GPP standards for LTE-Advanced, the concept

of cooperative communication under the name of CoMP is considered as a promising

candidate for the physical layer [TR309].

The key point of current research on cooperative communication is how to apply this

concept in realistic mobile radio cellular networks under practical constraints such

as the implementation complexity and the ability to track the CSI. The theoretical

predicted excellent system performance obtained through cooperative communication

with perfect CSI of the whole cellular system is limited in reality. In realistic cel-

lular systems with a large area containing a huge number of cells, on one hand the

joint signal processing based on full CSI of the whole system is almost infeasible with

respect to the computational load. On the other hand, the speed and the capacity

of the backhaul links interconnecting all the BSs in the decentralized scheme or con-

necting all the BSs to the CU in the centralized scheme can not increase without

limit. Taking these practical constraints into consideration, research on cooperative

communication is going on. A topological architecture allowing only links between

adjacent BSs was proposed in [AEH06] to limit the backhaul network traffic. Mixed

local and central signal processing was proposed in [SSSP08] to distribute the compu-

tational load to BSs and the CU with limited-capacity backhaul network. However,

the above proposals are inadequate in large networks since high speed communica-

tion links between BSs and the CU are still required and full CSI is still required for

every MS. One promising concept is to perform cooperative communication with par-

tial CSI, i.e., part of the available full CSI, in separate subsystems, i.e., cooperative

clusters. In this way, the computational load can be reduced as only a part of the

full CSI is required for every MS, and the communication load of the backhaul links
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is also reduced as only the local information needs to be exchanged in each subsys-

tem. Following this idea, on one side, with respect to the geographical structure of

the cellular system, the concept of service areas (SAs) containing several APs and a

CU applying joint signal processing of the users in each small group of cells has been

proposed in [WMSL02]. Similar concepts under the names “group cell” and “coop-

erative cluster” have been proposed in [ZTZ+05, TXX+05, ZCA+09]. On the other

side, with respect to the strongly constrained backhaul, schemes for selecting users or

channels considered in subsystems to reduce the backhaul communication load of the

cooperative communication scheme have been proposed in [MF08,KF08,KRF08]. Last

but not the least concerning the practical constraints, the limited ability to track the

CSI has to be considered. The influence of imperfect CSI on the multiuser MIMO

systems applying cooperative communication has been paid more attention in recent

years [WSM06,WWC08,HZW08,PHG09].

Nevertheless there are still a number of roadblocks on the way to the implementation

of the cooperative communication concept in realistic cellular systems. Some open

questions concerning this interesting concept discussed in this thesis are listed in the

following.

Firstly, the information-theoretic performance of the coordinated cellular networks

applying cooperative communication with full perfect CSI has been studied in

[ZD04,KFV06,SZ01,KFVY06,GJJV03,J+08]. Researchers have also paid attention to

the achievable rates of the cellular systems applying cooperative communication with

limited backhaul capacity or imperfect knowledge of CSI [GJJV03, SSSP08, SSPS09,

MF09b,MF09a]. However, the basic information-theoretic background of the coopera-

tive communication with partial CSI has not yet been well studied. The capacity loss

due to partial CSI instead of full perfect CSI considered in the cooperative communi-

cation scheme is not precisely known.

Secondly, in order to implement the theoretical concept of cooperative communication

in realistic systems, a good tradeoff between system performance and implementation

complexity has to be made. As mentioned above, a practical cooperative communica-

tion scheme is based on an efficient cooperative signal processing technique considering

partial CSI for every MS. Some issues concerning the practical cooperative communi-

cation scheme will be discussed in this thesis:

• In most of the state of the art techniques on cooperative communication with

partial CSI, significant channels for each MS considered in JD/JT are selected

according to the static geographical structure. Taking a 12 cell cellular system as
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: BS as AP

: MS

: CU

Figure 1.4. SA architecture with SA size 3 in a cellular system with cluster size 1.

an exemplary scenario, the SA scheme considering 3 cells in each SA is shown in

Figure 1.4. Selecting all the channels inside every SA as significant channels for

all the MSs inside this SA, the CU in this SA preforms intra-SA JD in the UL and

intra-SA JT in the DL. In this scheme, MSs close to the boundary of a SA can

strongly suffer from the inter-SA interference. With the static structure-oriented

significant channel selection strategies, the computation complexity is signifi-

cantly reduced at the price of severe performance degradation. In the opposite

direction aiming at good system performance, recently various dynamic signif-

icant channel selection strategies have been proposed. In [PGH08], significant

channels are selected to form disjoint graphs which maximize the sum-capacity.

In [MF07b], significant channel selection in the form of user grouping is con-

sidered with respect to the overall optimization of capacity under a constrained

backhaul traffic. In [KM07], significant channel selection corresponding to BS

selection is performed by applying SNR sorting and exhaustive search. With

these dynamic performance-oriented significant channel selection strategies, the

computation complexity is very high, and this is not a practical solution to realize

cooperative communication. Therefore, a practical significant channel selection

strategy which can make a good compromise between system performance and

implementation complexity needs to be developed. As shown in Figure 1.5, based

on the high speed and high capacity backhaul links connecting the BSs, the sig-

nificant CSI considered for each MS could correspond to certain channels from

a dynamic area. A practical decentralized cooperative communication scheme

which can make full use of the significant CSI corresponding to the dynamically



1.3 State of the art and open questions 15

: BS as CU

: MS

MS1

a dynamic area including
significant channels for MS 1

backhaul communication links in one
dynamic cooperative subsystem for MS 1

Figure 1.5. Decentralized cooperative communication scheme in a cellular system with
cluster size 1.

selected significant channels is needed.

• Although various multiuser detection and multiuser transmission strategies for

multiuser MIMO systems have already been proposed, a practical JD/JT algo-

rithm which is good at dealing with interference based on the selected significant

CSI has to be developed. A practical implementation of the cooperative sig-

nal processing for JD/JT needs to be designed based on the infrastructure of

coordinated BSs in realistic cellular networks. System performance of the co-

operative communication scheme with interference cancellation/presubstraction

considering significant CSI for each MS needs to be assessed. The implementa-

tion complexity of the cooperative communication scheme with respect to the

computational load and the backhaul communication load needs to be evaluated.

• It is interesting to investigate the influence of the BS-antenna-layout on the per-

formance of cooperative communication applying various signal processing tech-

niques. A suitable BS-antenna-layout for the cooperative communication scheme

with partial CSI needs to be found. Whether the performance gain from the in-

telligent signal processing technique and that from the smart BS-antenna-layout

can be added up in the cooperative communication scheme is an open question

to be answered.

Thirdly, although a lot of research work has been done to investigate the influence

of imperfect CSI on multiuser MIMO systems considering full CSI [WSM06,PHG09],
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the impact of imperfect CSI on multiuser MIMO systems considering only significant

CSI has rarely been mentioned in the literature. Since in realistic cellular systems due

to channel estimation errors or CSI feedback errors only imperfect CSI is available,

it is quite necessary to investigate whether the proposed cooperative communication

scheme with significant CSI is robust in realistic systems considering the imperfectness

of CSI [WWKK09]. Especially, in the practical cooperative communication scheme the

question about how much significant CSI should be considered in JD/JT to achieve op-

timum system performance under different levels of the imperfectness of CSI is another

interesting open question.

1.4 Thesis outline

In the present thesis, time division duplexing (TDD) multiuser cellular systems ap-

plying the OFDM transmission technique are investigated [vNP00]. As a promising

candidate for interference management in future mobile radio cellular networks, coop-

erative communication is investigated as the main topic of this thesis. Generally, the

aim of this thesis is to contribute to the cooperative communication concept consider-

ing practical constraints in realistic cellular systems, e.g., implementation complexity,

backhaul communication load and the limited ability to track the CSI. In this thesis,

the concept of cooperative communication is reconsidered from a point of view of par-

tial CSI, i.e., significant CSI for each MS in contrast to full CSI of the whole system

and imperfect CSI in realistic systems in contrast to perfect CSI. The main content of

this thesis is outlined in this section.

In Chapter 2, a brief description of the considered mobile radio channel model is given.

The principle of the OFDM transmission technique and the alternative BS-antenna-

layouts, based on which the proposed cooperative communication scheme is established,

are introduced. Finally, the system model of a general multiuser MIMO cellular system

for the investigation of cooperative communication is described.

In Chapter 3, the information-theoretic background of multiuser MIMO systems is

investigated based on a two-user communication channel model [Sat77]. Four typical

multiuser communication schemes with no cooperation, cooperative reception, coop-

erative transmission, and full cooperative transmission and reception are investigated

with respect to the achievable rate region. Especially, from the information-theoretic

point of view, cooperative reception at the receiver side forms a MAC model, while

cooperative transmission at the transmitter side forms a BC model. With the help
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of some simplified information-theoretic models, the capacity gain thanks to coopera-

tion and the capacity loss due to partial knowledge of CSI are evaluated. The work

in Chapter 3 encourages practical work achieving the promising information-theoretic

performance gain of cooperative communication.

Cooperative reception in the UL is investigated in Chapter 4. In the first part of

Chapter 4, some multiuser detection strategies as theoretical candidates for the signal

processing algorithm in the cooperative reception scheme are discussed. The princi-

ples of optimum detection strategies, e.g., MAP and ML, and the linear multiuser

detection strategies, e.g., MF and ZF, are briefly introduced. Especially, the iterative

interference cancellation strategies, e.g., PIC and SIC, are discussed for the investigated

interference-limited cellular systems. The discussion of multiuser detection strategies

in the UL is completed by developing several advanced data detection schemes follow-

ing the ideas of statistical signal processing to achieve optimum system performance

based on the soft information. The second part of Chapter 4 starts with a discussion

of design guidelines for practical cooperative communication schemes. Based on the

design guidelines, a general framework of cooperative communication suitable for both

the cooperative reception scheme in the UL and the cooperative transmission scheme

in the DL is shown. The practical cooperative communication scheme is expected

to not only reduce the computational load and the backhaul communication load as

compared to the scheme with full CSI, but also to be beneficial to the system per-

formance. Then, a practical cooperative reception scheme as a promising solution to

intercell interference management in the UL of realistic cellular systems is proposed

step by step. Significant channel selection, interference cancellation, and decentralized

signal processing are discussed, respectively. In the proposed MS-oriented dynamic

significant channel selection scheme, the significant useful channels are distinguished

from the significant interfering channels for each MS according to the functionality of

the channels. An iterative ZF JD algorithm with significant CSI corresponding to the

MS-oriented significant channels is proposed for intercell interference cancellation. The

decentralized implementation of the cooperative signal processing is based on coordi-

nated BSs connected by high speed backhaul links. Without a CU, the cooperative

signal processing is efficiently performed at coordinated BSs. During the cooperative

signal processing considering the MS-oriented significant CSI, only a limited amount

of information is exchanged between neighbouring BSs through backhaul links.

Cooperative transmission in the DL is investigated in Chapter 5. From the theoretical

point of view, some multiuser transmission strategies as candidates for the precod-

ing algorithm in the cooperative transmission scheme are discussed in the first part

of Chapter 5. After a brief introduction of the principle of the capacity-achieving

DPC strategy, some multiuser transmitters following the linear precoding strategies,
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e.g., MF transmitter and ZF transmitter, are described. As promising precoding can-

didates for interference-limited cellular systems, iterative interference presubstraction

schemes, e.g., parallel interference presubstraction and THP as a nonlinear successive

precoding technique, are discussed. Then, in the second part of Chapter 5, a practical

cooperative transmission scheme for the DL of realistic cellular systems is proposed

as the counterpart of the cooperative reception scheme in the UL. Due to the chan-

nel reciprocity of the investigated TDD systems, significant channels in the DL are

selected following the same mathematical criterion as in the UL. An iterative ZF JT

algorithm with significant CSI is proposed for interference presubstraction at the BSs.

Similar to the case in the UL, the cooperative signal processing for JT in the DL is

also implemented in a decentralized way based on coordinated BSs.

Whether the proposed cooperative communication scheme can offer good system per-

formance with moderate implementation complexity is assessed in Chapter 6. The

implementation complexity is evaluated with respect to the computational load and

the backhaul communication load. Concerning the system performance, analytical cal-

culations and numerical simulations are performed. The limiting values of the data

estimates in the iterative JD/JT algorithm and the resulting output SINR are analyti-

cally calculated. Based on numerical simulations taking a 21-cell cellular system as the

reference scenario, the system performance is investigated with respect to the following

aspects for both the UL and the DL. Firstly, the system performances considering vari-

ous significant channel selection schemes with different numbers of significant channels

are compared. Then, the performance gains from alternative smart BS-antenna-layouts

in combination with different signal processing techniques are assessed. Finally, the

impact of the imperfectness of the CSI on the system performance is assessed. The

corresponding performance degradations due to the imperfectness of CSI used in the

significant channel selection and in JD/JT with partial CSI are evaluated. The question

about how much CSI should be considered as a function of the extent of the imper-

fectness of the CSI in order to achieve optimum system performance with moderate

complexity is answered based on numerical results.

The above chapters are summarized in Chapter 7.
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Chapter 2

System model

2.1 Mobile radio channel model

In communication systems, the channel is the medium used to convey information from

a transmitter to a receiver. A suitable channel model is essential for the design of a

system architecture, the optimization of system parameters, and the assessment of the

system performance. Therefore, before starting the discussion about the cooperative

communication concept, let’s first have a look at the mobile radio channel in which

wireless communications are performed. Generally, it is difficult to characterize the mo-

bile radio channels in cellular networks since the propagation of electromagnetic signals

in the mobile radio channels is influenced by the physical environment and suffers from

many effects such as reflection, diffraction, scattering and motion of the transmitter

or the receiver [Par92,Rap01, Sch05,Gol05]. Typically, the mobile radio channel can

be described in a statistical fashion by the average path gain corresponding to the

phenomenon of path loss, the slow fading corresponding to the phenomenon of shad-

owing and the fast fading corresponding to the phenomenon of multipath propagation.

Correspondingly, the propagation in a mobile radio channel is roughly described in

Figure 2.1 with respect to the logarithmic path gain G versus the logarithmic distance

between the transmitter and the receiver. The logarithmic path gain G is the path

gain g measured in dB as

G/dB = 10log10(g) , (2.1)

and the path gain g is the ratio of the receive power to the transmit power. As the most

representative characteristics of the mobile radio channel, the average path gain, the

slow fading and the fast fading will be discussed respectively in the following. Then,

the simplified mobile radio channel model considered in this thesis will be presented.

The average path gain is generally described as a function of the propagation distance

by various path loss models which are used to characterize the attenuation of signal

propagation between a transmitter and a receiver. The parameters in such path loss

models mainly depend on the physical environment, carrier frequency and antenna

characteristics. For example, the free-space path loss model is a simplified model

considering the line-of-sight (LOS) path without obstruction [Par92,Sch05,Gol05]. The

two-ray model considers a LOS ray and a single ground reflection ray [Par92, Sch05,

Gol05]. Empirical path loss models, e.g., the piecewise linear model [Sch05,Gol05], the

Okumura model [OOF68], the Hata model [Hat80] and the COST 231 model [COS91],
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path loss

path loss + slow fading

path loss + slow fading
+ fast fading
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0

Figure 2.1. The logarithmic path gain G versus the logarithmic distance between the
transmitter and the receiver considering path loss, slow fading and fast fading.

are developed based on measurements in a given physical environment over a certain

distance and in a certain frequency. In the following, the dual slope model described

in [Ste96] which is a special case of the piecewise linear model is taken as an example to

show the typical relation between the average path gain Ḡ and the propagation distance

d. With the wavelength λ, the transmit antenna gain gT and the receive antenna gain

gR, the dual slope model can be described by

Ḡ/dB=

{
−α110log10

(
4πd
λ

)
+ 10log10 (gTgR) for 0 ≤ d < dB

−α110log10

(
4πdB

λ

)
+ 10log10 (gTgR)− α210log10

(
d

dB

)
for d ≥ dB

.

(2.2)

Two different attenuation exponents α1 and α2 are used to characterize the decay of

receive power with respect to the propagation distance d considering a certain measured

breakpoint distance dB.

Due to the shadowing effect which is mainly caused by obstacles in the wireless chan-

nel between the transmitter and the receiver, the receive power could have random

variation even for a constant given propagation distance. A suitable statistical model

used to characterize the shadowing effect is known as the slow fading model which

can be described by a log-normal distribution of the path gain. More specifically, the

logarithmic path gain G follows a Gaussian distribution as

p(G) =
1√

2πσG

exp

{
(G− Ḡ)2

2σ2
G

}
(2.3)

with mean Ḡ and variance σ2
G.
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Both path loss and shadowing are usually referred to as the large-scale fading effect

since they occur over relatively large distances. However, multipath propagation will

cause fast fading which is often referred to as the small-scale fading effect characteriz-

ing the rapid signal variation over short distances in the order of a wave length. Due

to multipath propagation as a consequence of reflection, scattering and diffraction of

the transmitted waves, the constructive and destructive superposition of received signal

components at the receiver results in a rapid variation of the received signal. The delay

spread is used to describe the time difference between the arrival of the first received

signal component and the last received signal component resulting from a single trans-

mitted pulse [Gol05]. The larger the delay spread is, the more substantial the signal

distortion will be. Additionally, Doppler spreading as a consequence of moving objects,

e.g., the transmitter, the receiver and the scatters, in the propagation path leads to

the time variant nature of the multipath propagation. Assuming a large number of

wavefronts with i.i.d. Gaussian inphase and quadrature components contributing to

the received signal, the most common statistical model used to describe fast fading

without a LOS is the Rayleigh fading model. In this statistical model, it is assumed

that the channel transfer function H(f, t) ∼ CN
(
0, σ2

H

)
has a uniformly distributed

phase which is independent of its Rayleigh distributed magnitude A = |H(f, t)|. The

probability density function (PDF) of the magnitude A is

p(A) =
2A

σ2
H

e
− A2

σ2
H (2.4)

with E{A2} = 2σ2
H

and A ≥ 0. Additionally, it is worth pointing out that if multipath

propagation contains a LOS, the Rice fading model is a more suitable model to describe

fast fading [Par92,Sch05,Gol05].

Without resorting to complicated channel models, a simplified mobile radio channel

model which captures the most significant characteristics of signal propagation related

to the cooperative communication concept is applied in the present thesis. Ignoring

slow fading, the considered mobile radio channel model focuses on path loss and fast

fading. The average path gain in the path loss model is described by

ḡ(d) =

(
4πd

λ

)−α

gTgR . (2.5)

This simplified path loss model can be treated as a special case of the channel model of

(2.2) where a single slope model is considered with the relation Ḡ/dB = 10log10(ḡ). In

the present thesis, the wavelength λ = 0.0545 m is assumed corresponding to a carrier

frequency of 5.5 GHz. Unit transmit antenna gain gT = 1 and unit receive antenna

gain gR = 1 are assumed. The typical value of the attenuation exponent α = 3 is

used. Applying the OFDM transmission technique which will be introduced in the
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next section, flat fast fading is assumed in the considered subcarrier and time slot

in the channel model. Referring to the Rayleigh fading model of (2.4), the channel

transfer function is described as

H(f, t) =
√

ḡ
(
HI(f, t) + j ∗HQ(f, t)

)
, (2.6)

where HI(f, t) and HQ(f, t) are i.i.d. Gaussian variables with zero-mean and a variance

of 1/2 to keep the average value of the channel gain unmodified.

2.2 OFDM transmission technique

Multipath propagation in realistic mobile radio channels can cause ISI. In other words,

consecutive data symbols transmitted through the channel with multipath propaga-

tion may overlap with each other at the receiver. Especially in the frequency selective

fading channel where the bandwidth of the signal is larger than the coherence band-

width of the channel, data transmission could severely suffer from ISI due to the time

dispersion corresponding to the frequency selectivity. Instead of applying complicated

equalizers to eliminate ISI, multicarrier transmission is a very promising alternative ap-

proach to combat ISI [vNP00,FK03]. The wideband frequency selective fading channel

is converted into many flat fading subchannels, i.e., subcarriers, in which individual

narrowband data substreams are transmitted. In this way, the bandwidth of the sub-

stream is much smaller than the coherence bandwidth of the channel. Namely, the

symbol duration of each data substream is much larger than the channel delay spread.

Therefore, ISI for every data substream can be significantly reduced.

As a representative candidate for multicarrier transmission schemes, the OFDM trans-

mission technique can offer high spectral efficiency without causing any inter-channel

interference (ICI) or ISI thanks to the orthogonality between the signals in time as

well as in frequency domain. The fundamental ideas of the OFDM transmission tech-

nique using the discrete Fourier transform (DFT) were firstly proposed around 40 years

ago [Cha66,WE71]. With the development of digital signal processing techniques, the

multicarrier modulation and demodulation in an OFDM system with a large num-

ber of subcarriers can be efficiently implemented by using inverse DFT (IDFT) and

DFT which are computed by the inverse fast Fourier transform (IFFT) and fast Fourier

transform (FFT) algorithms with low computational complexity. Therefore, the OFDM

transmission technique became more and more popular and has gained a lot of atten-

tion in wideband wireless communication systems [Bin90, vNP00, FK03]. The first

OFDM-based standard, i.e., the digital audio broadcasting (DAB) standard, was set
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in Europe [ETS97b]. Then, the successful story of OFDM continues in the digital

subscriber line (DSL) technology in the USA [CTC91], in the terrestrial digital video

broadcasting (DVB-T) standard in Europe [ETS97a], in wireless metropolitan area

network (MAN) applications, e.g., WiMAX [Har06], and in many wireless local area

network (WLAN) standards such as the HIPERLAN/2, the IEEE 802.11a and the

IEEE 802.11g [ETS99, 80203, 80299]. In the recently published IEEE 802.11n stan-

dard for next generation WLAN, OFDM has also been considered. Nowadays, OFDM

is a promising candidate for the wireless personal area network (PAN) in the frame-

work of the IEEE 802.15.3a, and for the 4G air interface. As every coin has two sides,

OFDM also has its disadvantages such as the high peak-to-average power ratio (PAPR),

the high demands on time and frequency synchronization, and the high sensitivity to

Doppler spreading [vNP00,FK03].

For interference management in cellular networks, the cooperative communication

scheme proposed in Chapter 4 and Chapter 5 dealing with intercell interference is

based on the application of the OFDM transmission technique which can preliminar-

ily eliminate all the intracell interference. In the following, the basic principle of the

OFDM transmission technique will be briefly described based on Figure 2.2. The cor-

responding mechanism to eliminate intracell interference with respect to ISI and ICI in

a single cell with multiple users will be shown. It is assumed that the available band-

width in the investigated system is divided into NF subcarriers which are allocated to

Nus = NF users in a single cell. The original data symbols d(nus), nus = 0, . . . , Nus−1, in

one cell are transmitted in every OFDM symbol including NF transmitted data symbols

s(nF) = d(nus) in individual subcarriers nF, nF = 0, . . . , NF − 1. The mapping between

the indices nF and nus depends on the employed random or adaptive subcarrier alloca-

tion techniques [KH95,OR05,WCLM99,KK08b,KK08a], which are beyond the scope

of the present thesis. Let Td denote the original symbol duration in the serial data

stream. The OFDM symbol duration in every subcarrier is obtained as Ts = NF · Td.

The OFDM multicarrier modulation can be easily implemented using the IDFT which

can be computed by the IFFT algorithm. The input of the IDFT is the transmitted

vector s =
(
s(0), . . . , s(NF−1)

)T
including the transmitted data symbols s(nF) in individ-

ual subcarriers with frequency spacing of ∆f = 1/Ts. Transforming from the frequency

domain to the time domain with the sampling rate of NF/Ts, x =
(
x(0), . . . , x(NF−1)

)T

is obtained as the output of the IDFT with

x(µ) =
[
F−1(s)

]
µ

=
1√
NF

NF−1∑

nF=0

s(nF)ej2πµnF/NF , (2.7)

where [·]µ returns the µ-th element of its argument with µ = 0, . . . , NF−1. It is assumed

that the discrete length of the channel impulse response is Ng. In order to eliminate all
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Figure 2.2. Data transmission in a single-cell OFDM system.

ISI between OFDM symbols, a guard interval with a discrete length of Ng−1 could be

inserted between adjacent OFDM symbols. Noteworthy, a cyclic prefix (CP) which is

a copy of the last Ng−1 data symbols in each OFDM symbol is considered as its guard

interval. Namely, adding a CP in front of x, the channel input vector is obtained as

x̃ =
(
x̃(−Ng+1), . . . , x̃(−1), x̃(0), . . . , x̃(NF−1)

)T

=
(
x(NF−Ng+1), . . . , x(NF−1), x(0), . . . , x(NF−1)

)T
. (2.8)

The CP enables a circular convolution of the channel impulse response and the OFDM

symbol, and it helps to achieve the orthogonality between individual subcarriers. The

channel input vector x̃ is transmitted through the mobile radio channel considering

multipath propagation and additive noise. On the receiver side, the CP of length

Ng − 1 is removed from the channel output vector ỹ of length NF + Ng − 1, and one

can obtain the vector y of length NF. Considering the finite channel impulse response

vector h = (h(0), . . . , h(Ng−1))T and the noise vector w = (w(0), . . . , w(NF−1))T, every

discrete output symbol y(µ), µ = 0, . . . , NF − 1, included in y reads

y(µ) =

Ng−1∑

k=0

h(k) x̃(µ−k) + w(µ) = [h ⊛ x + w]µ = [h ⊛ x]µ + w(µ) , (2.9)

where ⊛ indicates the circular convolution. The corresponding OFDM multicarrier

demodulation is implemented through the DFT which can be computed by the FFT

algorithm. Transforming from the time domain to the frequency domain, the received
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signal in the nF-th subcarrier can be calculated as

e(nF) =
[
F
(
y
)]

nF

=
1√
NF

NF−1∑

µ=0

[h ⊛ x]µ e−j2πµnF/NF +
1√
NF

NF−1∑

µ=0

w(µ)e−j2πµnF/NF

=
√

NF · [F(h)]nF
· [F(x)]nF

+ [F(w)]nF

= H(nF) · s(nF) + n(nF) , (2.10)

where the circular convolution theorem is applied, and [·]nF
returns the nF-th element

of its argument with nF = 0, . . . , NF − 1. With H(nF) =
√

NF · [F(h)]nF
indicating

the channel transfer function in subcarrier nF scaled by
√

NF and n(nF) = [F(w)]nF

indicating the noise in subcarrier nF, the transmission of an OFDM symbol in NF

subcarriers is free of ISI and ICI. Based on Figure 2.2, the OFDM transmission in the

frequency domain can be described in the matrix-vector notation as

e =




e(0)

...
e(NF−1)


 =




H(0) 0 . . . 0

0 H(1) ... 0
...

. . .
...

0 0 . . . H(NF−1)


 ·




s(0)

...
s(NF−1)


+




n(0)

...
n(NF−1)




= H · s + n (2.11)

with the channel matrix H, the transmitted vector s, the received vector e, and the

noise vector n.

Obviously, all the original data symbols d(nus) of multiple users in a single cell which

are assigned to individual subcarriers as elements s(nF) of every OFDM symbol are

transmitted free of interference. In a word, all the intracell interference is eliminated

when applying the above OFDM transmission technique, and only intercell interference

is left to be dealt with.

2.3 Cellular networks with alternative BS-antenna-

layouts

The fundamental idea of cellular networks is to increase the system capacity by reusing

the channels in geographically distinct areas [Sch05]. These distinct areas named as

cells are controlled by BSs which provide access for MSs to the wired core network.

Therefore, cellular networks are infrastructure-based wireless networks, and they are

distinguished from ad-hoc wireless networks which have no core network infrastruc-

ture. In cellular networks with high SNR, the system performance is mainly limited by
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interference. Applying the OFDM transmission technique, it is assumed that all the

intracell interference is cancelled, and the only left interference is intercell interference.

Intuitively, the intercell interference can be reduced by increasing the cluster size in

cellular networks. However, the cluster size is limited by the scarce frequency resource

in future mobile radio networks. Therefore, it is quite necessary to consider how to

perform spectrally efficient communications in cellular networks with a small cluster

size. In the present thesis, universal frequency reuse with the cluster size r = 1 is

considered. In order to improve spectral efficiency in cellular networks, on one side

intelligent signal processing techniques can be applied in the cooperative communi-

cation scheme which will be investigated in detail in Chapter 4 and Chapter 5. On

the other side, smart BS-antenna-layouts can be utilized to inherently suppress some

part of the intercell interference and to fit in the cooperative communication scheme

with intelligent signal processing techniques. The BS-antenna-layouts refer to different

types of BS antennas at different positions in cells. Two types of antennas, i.e., om-

nidirectional antennas with uniform antenna pattern in all directions and directional

antennas, are distinguished from each other in cellular networks. The application of

smart antenna techniques which make use of directional antennas can enhance the

useful signal in an expected direction and reduce the interference in a given direc-

tion [Win98, LR99,God01,KBB+05]. The most commonly used directional antennas

are sectorized antennas which in the ideal case have uniform sectorized antenna pat-

tern [Gol05]. Additionally, multiple antennas in the cells form a distributed antenna

array in the whole cellular network, and therefore the system performance can bene-

fit from diversity and multiplexing. Generally, a mobile radio communication system

which is equipped with multiple antennas with a significant distance from each other

and applies a joint signal processing based on these antennas can be named as dis-

tributed antenna system (DAS).

In the present thesis, DASs with three types of BS-antenna-layouts named as omni-

DAS, sector-DAS I and sector-DAS II are investigated based on the reference scenario

of a 21-cell cellular system as shown in Figure 2.3. Different cell layouts with BS anten-

nas located in cell centers or at cell vertices are combined with two types of antennas,

i.e., omnidirectional antennas and 120 degree sectorized antennas. For simplicity, uni-

form antenna pattern is assumed in the investigated DASs. In order to make a fair

comparison of the system performances of different types of DASs, it is assumed that

each cell is served by the same number of BS antennas. For example, 3 BS antennas

per cell are assumed in the reference scenario.

In the omni-DAS, 3 omnidirectional BS antennas are located in the center of each

cell. In the sector-DAS I, 3 distributed 120 degree sectorized antennas are located in

3 vertices of each cell and point towards the cell center. The transformation between
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: omni BS antennas : sectorized BS antenna: MS

30◦

Figure 2.3. The reference scenario of a 21-cell cellular system with cluster size r = 1
applying different BS-antenna-layouts.
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the omni-DAS and the sector-DAS I is visualized using a 3-cell scenario in Figure 2.3.

Namely, the sector-DAS I can be easily obtained from the omni-DAS by shifting the cell

layout of the omni-DAS by a distance of the cell radius R in the direction of the arrow

and replacing the 3 omnidirectional antennas at each BS with 3 sectorized antennas

separately pointing towards the centers of 3 neighbouring cells in the original network.

Although after the above transformation the BS antennas for each cell are served by

3 BSs in different physical locations, the total number of BSs and the total number

of BS antennas are unmodified. In reverse, the omni-DAS can also be easily obtained

from the sector-DAS I. Under the assumption that antenna gains of sector antennas

are zero at the directions more than 60 degrees with respect to the boresight, for each

MS in the sector-DAS I there are many ineffective antennas which have no influence

on this MS. Therefore, less intercell interference inherently exists in the sector-DAS I

as compared to the omni-DAS due to the ineffective sectorized BS antennas in other

cells for every MS in the sector-DAS I. Obviously, the useful signals for the MSs close

to their own BS antennas could be very strong. Therefore, comparing the above two

BS-antenna-layouts, the omni-DAS is expected to offer a better system performance

for the MSs close to the cell centers, while the sector-DAS I is expected to offer a better

system performance for the MSs close to the cell vertices where sectorized BS antennas

could be located.

One more alternative sector-DAS, i.e., sector-DAS II, is also considered in the present

thesis for comparison with sector-DAS I. The transformation between the sector-DAS

I and the sector-DAS II is nothing else but a rotation of all the sectorized BS antennas.

Keeping the positions of the BS antennas unmodified, the sector-DAS II can be ob-

tained from the sector-DAS I by rotating of all the sectorized BS antennas by 30 degrees

counterclockwise. Similarly, the sector-DAS I can be obtained from the sector-DAS II

by rotating of all the sectorized BS antennas by 30 degrees clockwise. Obviously, every

sectorized BS antenna in the sector-DAS I points toward one of the other BSs at a

distance of 3R from it, while every sectorized BS antenna in the sector-DAS II points

toward one of its neighboring BSs at a distance of
√

3R from it. Every sectorized BS

antenna in the sector-DAS I serves one cell close to it and some other cells far away,

while every sectorized BS antenna in the sector-DAS II serves two cells close to it and

some other cells far away. Therefore, it could be expected that less intercell interference

inherently exists in the sector-DAS I as compared to the sector-DAS II. Additionally,

the transformation between sector-DAS II and omni-DAS which is similar to the trans-

formation between sector-DAS I and omni-DAS except the directions of the sectorized

BS antennas is also visualized using a 3-cell scenario in Figure 2.3.

In conventional cellular networks without multicell cooperation, the above-mentioned

three types of DASs with different BS-antenna-layouts have their inherent advantages
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and disadvantages for MSs in different positions in each cell with respect to the system

performance such as SNR and signal-to-interference ratio (SIR). It is expected that

the inherent characteristics of the different types of DASs will also play an important

role in the cooperative communication scheme for future cellular networks. In the

present thesis, cooperative reception in the UL and cooperative transmission in the

DL considering intelligent signal processing techniques based on various BS-antenna-

layouts, i.e., the above-mentioned three types of DASs, will be investigated.

Noteworthy, in DASs applying the state of the art remote radio head (RRH) optical

transmission technologies, the digital BSs containing the baseband processing func-

tions and RRHs containing the radio functions of traditional BSs are separated. The

controlling BSs and the RRHs, i.e., BS antennas, are connected by optical fiber links

through interfaces following specifications for open base station architectures such as

the open base station architecture initiative (OBSAI) [OBS09] and the common pub-

lic radio interface (CPRI) [CRP09]. Distances between MSs and BS antennas can be

shortened by distributing BS antennas which are traditionally attached at central BSs

in every cell throughout the whole cell area. BS antennas in the form of RRHs can be

deployed in a flexible and cost-effective manner.

2.4 Multiuser OFDM-MIMO cellular systems

The above introduced 21-cell cellular system with various BS-antenna-layouts, i.e.,

omni-DAS, sector-DAS I and sector-DAS II, as shown in Figure 2.3 is taken as the

reference scenario of the present thesis. The concept of cooperative communication

with cooperative reception in the UL and cooperative transmission in the DL will be

applied to the reference scenario. In this section, without limitation to any special BS-

antenna-layout or a certain number of cells, a general system model for the multiuser

cellular system applying the OFDM transmission technique under the cooperative com-

munication concept will be described.

Generally speaking, a realistic TDD cellular system including K cells with one BS per

cell is considered in the present thesis. Applying the OFDM transmission technique

introduced in Section 2.2, there is no interference between different subcarriers in the

data transmission as indicated by (2.11). In other words, the data transmissions in

different subcarriers can be considered as independently. Therefore, it is reasonable

to perform a subcarrierwise investigation of the cellular system with moderate com-

putational effort. Based on the above statements, it is sufficient to consider a single

active MS contained in each cell in the considered subcarrier and time slot since all
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Figure 2.4. An OFDM-based multiuser MIMO system model representing the consid-
ered cellular system.

the intracell interference can be eliminated by utilizing the OFDM transmission tech-

nique. Applying multiple antennas in the cellular network, the whole system can be

considered as a multiuser MIMO system with all the antennas of the MSs on the one

side and all the antennas of the BSs on the other side. Considering that low-cost and

low-power MSs are required in realistic mobile radio systems, each MS is equipped with

a single antenna, and each BS is equipped with multiple antennas to benefit from space

diversity. In the proposed cooperative communication scheme, all the computational

complexity is shifted to the BSs by assigning the cooperation task to the BSs, and

MSs are kept as simple as possible. However, without loss of generality, the following

system model considering a single antenna at each MS can be easily extended to the

case that each MS is equipped with multiple antennas.

In the system model of a K-cell cellular system as described above with one BS and

one MS per cell,

KB = K (2.12)

BSs with the indices kB = 1, . . . , KB and

KM = K (2.13)

MSs with the indices kM = 1, . . . , KM are considered. Assuming that each BS is

equipped with the same number NA of antennas with the indices nA = 1, . . . , NA, in

the whole system

KA = NA ·K (2.14)
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BS antennas with the indices kA = 1, . . . , KA are considered. The unique antenna

index kA in the whole system for the nA-th antenna at BS kB reads

kA = NA · (kB − 1) + nA . (2.15)

Since only a single antenna is available at each active MS in every cell, the whole

system has KM = K MS antennas. For the sake of simplicity, the index of each MS,

which is the index of this MS’s antenna, and the index of the cell where this MS is

located can be represented by the same index k, k = 1, . . . , K.

Thanks to the OFDM transmission technique based on which data transmission is

performed, a point-to-point transmission between one MS and one BS can be simply

expressed in a subcarrierwise way as described by (2.11). For the sake of simplicity

of the notation, the index nF of the investigated subcarrier will be omitted in the

following. Data transmission in an OFDM-based multiuser MIMO system is nothing

else but an extension of the point-to-point OFDM transmission to a multipoint-to-

multipoint OFDM transmission. As generally described in Figure 2.4, the signals are

transmitted between K points at the MS side and KA points at the BS side through

the OFDM-based multiuser MIMO channel with opposite transmission directions in

the UL and in the DL. In order to fairly assess the system performance in the UL and

in the DL, the same data vector

d = (d(1), . . . , d(K))T (2.16)

of dimension K is assumed in the UL and in the DL. The data vector contains i.i.d.

data symbols d(k) with zero-mean and variance Pd/2 of the real and the imaginary

parts. The noise signals n(kA) in the noise vector n of dimension KA in the UL and the

noise signals n(k) in the noise vector n of dimension K in the DL are assumed to be i.i.d.

Gaussian variables with zero-mean and the same variance σ2/2 of real and imaginary

parts. In the system model, the signals are described by their complex amplitudes and

the channels are described by their transfer functions.

In the UL, simple OFDM transmitters are applied at the MSs without any pre-

processing. If it is required, an adjustment of the transmit power can be considered

in the transmitters. For simplicity, a unit scaling factor is applied, and therefore the

transmitted signals s(k) contained in the transmitted vector s are equivalent to the data

symbols d(k). The transmitted vector can be written as

s = (s(1), . . . , s(K))T = d . (2.17)

Every signal s(k) is transmitted from the MS antenna k to the KA BS antennas. The

OFDM-based multiuser MIMO channel can be described by a channel matrix HUL of
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dimensions KA ×K as

HUL =




H
(1,1)
UL . . . H

(1,K)
UL

...
...

H
(KA,1)
UL . . . H

(KA,K)
UL


 . (2.18)

Any one entry H
(kA,k)
UL in the channel matrix HUL is the channel transfer function

corresponding to the channel between MS antenna k and BS antenna kA in the inves-

tigated subcarrier. The received vector e comprising the received signals e(kA) at the

corresponding BS antennas kA, kA = 1, . . . , KA, reads

e = (e(1), . . . , e(KA))T = HUL · s + n . (2.19)

In the UL of conventional cellular systems, the antennas of the BSs kB, kB = 1, . . . , KB,

are expected to receive only the signals from their corresponding MSs k = kB in the

same cell. However, in fact as indicated by (2.19) considering the channel matrix

HUL, any one received signal e(kA) contains the contributions from all the MSs k,

k = 1, . . . , K. In most of the existing cellular systems, it is suggested that data

detection for each MS is performed separately at its corresponding BS by treating the

interference from other MSs as noise. Therefore, the intercell interference could greatly

limit the system performance in conventional cellular systems. Fortunately, the concept

of cooperative communication in the UL has been proposed to jointly receive the useful

signals for every MS and to eliminate the interference among MSs [KFV06, MF07a,

KRF08,PHG09,WW10]. Thanks to the development of hardware techniques for the

backhaul infrastructure connecting the BSs, the concept of cooperative communication

becomes realizable to a certain extent in realistic cellular networks. In the UL, the

estimated data vector

d̂ =
(
d̂

(1)
, . . . , d̂

(K)
)T

(2.20)

comprising the data estimates d̂
(k)

is obtained through cooperative reception which is

implemented by JD in the proposed cooperative communication scheme. As mentioned

in Section 1.2, various multiuser detection strategies based on available CSI can be

applied in the JD. In Chapter 4, some commonly used multiuser detection strategies

and especially those for interference cancellation will be reviewed in more detail, some

advanced multiuser detection algorithms based on statistical signal processing will be

investigated, and a practical cooperative reception scheme with JD will be proposed.

In the DL, the transmitted signals s(kA) from BS antennas kA, kA = 1, . . . , KA, con-

tained in the transmitted vector

s =
(
s(1), . . . , s(KA)

)T
(2.21)
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are transmitted to the K MS antennas through the OFDM-based multiuser MIMO

channel which can be described by a channel matrix HDL of dimensions K ×KA as

HDL =




H
(1,1)
DL . . . H

(1,KA)
DL

...
...

H
(K,1)
DL . . . H

(K,KA)
DL


 . (2.22)

Any one entry H
(k,kA)
DL in the channel matrix HDL is the channel transfer function

corresponding to the channel between BS antenna kA and MS antenna k in the inves-

tigated subcarrier. The received vector e comprising the received signals e(k) at the

corresponding MS antennas k, k = 1, . . . , K, is described by

e = (e(1), . . . , e(K))T = HDL · s + n . (2.23)

In the DL of conventional cellular systems, the signals are expected to be transmitted

from BSs kB, kB=1, . . . , KB, to their corresponding MSs k with k=kB in the same cell.

However, in fact as indicated by (2.23) considering the channel matrix HDL, the signals

from BSs kB will also reach other MSs k′
M, k′

M 6=kB, and interfere with each other in

conventional multiuser cellular systems. Similar to the UL, the concept of cooperative

communication, which makes use of the advantages of the multiuser MIMO system such

as spatial diversity and avoids the disadvantages of the multiuser MIMO system such

as crosstalk, is considered in the DL as a promising candidate for intercell interference

management. From a practical point of view, it is much easier to implement the

cooperation among BSs connected by a fixed network backhaul infrastructure than to

implement the cooperation among moving MSs with changing positions. Therefore,

the concept of cooperative communication in the DL, i.e., cooperative transmission, is

applied at the coordinated BSs, and the cooperative transmission is implemented by JT

in the proposed cooperative communication scheme. Unlike in the UL, the transmitted

vector s in the DL is not simply equal to the data vector d, but is obtained from

the data vector d through JT considering the available CSI of the multiuser MIMO

system. JT at the BSs can be considered as a certain kind of precoding scheme for

the multiuser MIMO system. In Chapter 5, some commonly used linear and nonlinear

multiuser transmission strategies and especially those based on interference cancellation

as candidates for JT will be discussed, and a practical cooperative transmission scheme

with JT will be proposed. Since we have shifted the computational load of cooperative

communication to the BS side, simple OFDM receivers are applied at the MSs. A

scaling of the receive power can be applied to obtain the estimated data vector d̂ from

the received vector e described in (2.23).

Considering the channel reciprocity between the UL and the DL in the investigated

TDD system, the notations can be simplified in the present thesis. The channel matrix
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of the investigated multiuser MIMO system H is defined to be equivalent to the UL

channel matrix. The relationship between the UL channel matrix HUL and the DL

channel matrix HDL can be written as

HUL = HT
DL = H =




H(1,1) . . . H(1,K)

...
...

H(KA,1) . . . H(KA,K)


 (2.24)

with the entries

H(kA,k) = H
(kA,k)
UL = H

(k,kA)
DL (2.25)

denoting the channel transfer functions of the mobile radio channels between BS an-

tennas kA and MS antennas k in the investigated subcarrier.

The system model of cooperative communication in the investigated cellular network

based on coordinated BSs applying cooperative reception in the UL and cooperative

transmission in the DL is summarized in Figure 2.5. Different levels of knowledge of

CSI, which could be considered in JD/JT to implement the concept of cooperative

communication, are generally described as follows:

A) full perfect CSI: Under the ideal assumption that full perfect CSI of the whole

system is available to the BSs, JD/JT based on full perfect CSI which is described

by the full channel matrix H of the whole system could be performed. Although

this assumption without considering practical implementation limitations is un-

realistic, the system performance based on perfect full CSI can be theoretically

calculated and treated as the upper bound reference in the system performance

assessment.

B) significant CSI: As discussed in Section 1.3, most of the state of the art cooper-

ative communication schemes are performed based on only part of the full CSI in

order to reduce the implementation complexity and the backhaul communication

load. It has been suggested that for each MS the CSI in a certain subsystem

of the cellular system selected according to the static geographical architecture

could be considered in JD/JT [WMSL02, ZTZ+05, TXX+05, ZCA+09]. In the

present thesis, in order to improve the system performance the significant chan-

nels are dynamically selected from the point of view of each MS in the form

of significant useful channels and significant interfering channels with respect to

the functionality of the channels. Based on suitable significant channel selection

algorithms, significant CSI which is mathematically described by the significant

useful channel matrix HU corresponding to significant useful channels for all MSs

and the MS specific significant interfering channel matrices HI,k corresponding to
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Figure 2.5. System models of cooperative communication in the UL and in the DL of
cellular systems.

significant interfering channels for individual MSs is obtained from full CSI and

applied in JD/JT.

C) imperfect CSI: In realistic systems considering the limited ability to track the

CSI, only imperfect CSI is available to the BSs. Considering all the channels in

the whole system, JD/JT could be performed based on the imperfect full CSI of

the whole system described by the estimated channel matrix

Ĥ = H + ∆ (2.26)

with the channel-error matrix ∆. The elements of ∆ are assumed to be i.i.d.

Gaussian variables with zero-mean and the variance σ2
∆/2 of real and imaginary

parts.

D) imperfect significant CSI: In reality, practical issues such as implementation

complexity, backhaul load, and limited ability to track the CSI have to be consid-

ered in cellular systems. Therefore, in the proposed cooperative communication
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scheme JD/JT is performed based on the estimated significant CSI in the form

of the estimated significant useful channel matrix ĤU and the estimated MS spe-

cific significant interfering channel matrices ĤI,k. The estimated significant CSI

is obtained from the estimated channel matrix Ĥ based on suitable significant

channel selection algorithms.

In the present thesis, one key issue is that the concept of cooperative communication

is reconsidered from the point view of partial CSI with respect to significant CSI

and imperfect CSI. Details of cooperative communication based on different levels of

knowledge of CSI will be discussed in Chapter 4 and Chapter 5. It should be emphasized

that due to the channel reciprocity between the UL and the DL of the investigated TDD

system as described in (2.24), the same significant channels are selected according to

the same mathematical selection criteria in the UL and in the DL. Therefore, the same

CSI described by the channel matrices H, HU, HI,k, Ĥ, ĤU, and ĤI,k is considered in

both JD in the UL and JT in the DL.
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Chapter 3

Information-theoretic view on cooperative
communication

3.1 Preliminary remarks

In this chapter, the information-theoretic background of various multiuser communi-

cation schemes with no cooperation, cooperative reception, cooperative transmission,

and full cooperative transmission and reception is investigated. An exemplary two-user

communication channel is taken as the reference model. The system model of cellular

networks can be considered as a generalization of this reference model.

Interference is the performance limiting phenomenon in mobile radio communication

systems with several users sharing the same resource. Without any cooperation be-

tween the transmitters or between the receivers, the two-user communication channel

is a two-user interference channel (IC). The two-user IC is a representative model

to investigate the IC capacity region, and the characterization of its capacity region

is considered as the basic issue in the information theory for multiuser communica-

tions [Sat77,Car78,Kra06]. However, except some special cases, e.g., the two-user IC

with strong or very strong interference [Car75, Sat81], the fundamental information-

theoretic problem initiated by Shannon in [Sha61] about the capacity region of a gen-

eral two-user IC is still not fully characterized today. Fortunately, Han and Kobayashi

presented an achievable rate region as an inner bound for the capacity region of the

two-user IC in [HK81]. Recently, it has been shown that the Han-Kobayashi type

scheme can achieve rates within one bit/s/Hz of the capacity for all values of the chan-

nel parameters [ETW08]. As the up to now best known inner bound for the two-user

IC capacity region, the Han-Kobayashi achievable rate region is often used to describe

the information-theoretic performance of the two-user IC.

In order to achieve spectrally efficient communications in interference-limited multiuser

cellular systems, a cooperative communication scheme with partial CSI for interference

management is proposed in the present thesis. From the information-theoretic point of

view, in this chapter the Han-Kobayashi achievable rate region for the two-user IC is

taken as the performance reference for comparing different cooperative communication

strategies. Specifically, the achievable rate region for the two-user communication

channel applying different communication schemes from the following two aspects is

investigated:
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Figure 3.1. Two-user communication channels without cooperation and with coopera-
tive communication strategies.

A) Cooperative communication strategies: The two-user communication chan-

nels applying four basic communication schemes without cooperation and with

different cooperative communication strategies are briefly depicted in Figure 3.1.

In the case of no cooperation, the two-user Gaussian IC [Cos85] can be taken as

the information-theoretic model for this two-user communication channel. As in-

troduced in the system model in Chapter 2, cooperative reception in the UL and

cooperative transmission in the DL are applied in the proposed cooperative com-

munication scheme based on coordinated BSs. In the UL, the IC with cooperative

reception which is implemented by JD at BSs can be considered as a MAC with

multiple antennas at the common receiver. In the DL, the IC with cooperative

transmission which is implemented by JT at BSs can be considered as a BC with

multiple antennas at the common transmitter. Based on the knowledge about the

achievable rate regions for the multiuser MIMO MAC and the multiuser MIMO

BC [JVG04,VJG03,TV05], the achievable rate regions for the IC with cooper-

ative reception in the UL and the IC with cooperative transmission in the DL

can be derived, respectively. Theoretically, in the extreme case that cooperation

happens both in the transmitter side and in the receiver side, the sum-rate of

the multiuser system can be calculated by considering the whole system as a

single-user MIMO channel. As compared to the IC without cooperative commu-

nication, performance gains from different cooperative communication strategies

with respect to the achievable rate region are assessed.
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B) Levels of the knowledge of CSI: In conventional cellular systems without co-

operative communication, the intracell CSI instead of the full CSI of the whole

system is considered in data detection and transmission for every user. In realistic

cellular systems, cooperative communication based on significant CSI is consid-

ered as a practical solution to achieve good system performance with moderate

computational complexity. In a word, communication schemes with partial CSI

instead of full CSI are very common in realistic systems. Naturally, the question

about how much the performance loss is due to partial CSI instead of full CSI

considered in different communication schemes arises. In this chapter, this ques-

tion is answered from an information-theoretic point of view. The achievable rate

regions for the two-user communication channel applying different communica-

tion schemes with partial CSI are obtained with the help of some appropriately

simplified information-theoretic channel models.

3.2 Interference channel - without cooperation

3.2.1 Definitions of capacity and achievable rate region

The conventional cellular system without cooperation can be considered as a general

IC. The basic model for investigating the information-theoretic characteristics of the IC

is the two-user IC model in which two transmitter-receiver pairs share a common com-

munication channel. The communication between a transmitter and its corresponding

receiver interferes with the communication between the other pair of transmitter and

receiver. In the two-user IC model as shown in Figure 3.2, it is assumed that the ran-

dom variables W1 and W2 are two independent messages with values w1 and w2 which

are uniformly distributed on the two independent message sets W1 = {1, 2, · · · , M1}
and W2 = {1, 2, · · · , M2}, respectively. Let X n

i , i=1, 2, denote the finite input code-

word sets of the two-user IC. In the corresponding encoders i, i = 1, 2, applying the
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encoding functions

fi : Wi = {1, 2, · · · , Mi} → X n
i , i = 1, 2, (3.1)

Mi codewords xi∈X n
i with code length n for individual users i, i=1, 2, are obtained.

Random vector variables Xn
i , i = 1, 2, with vector values xi ∈ X n

i are transmitted as

the inputs of the IC from the corresponding transmitters i, i = 1, 2. Let Yn
i , i = 1, 2,

denote the finite output vector sets. The output random vector variables Y n
i with

vector values yi ∈ Yn
i are obtained at the corresponding receivers i, i = 1, 2, through

the IC with conditional probabilities Pr{y1,y2 | x1,x2}. Considering a memoryless

two-user IC,

Pr {y1,y2 | x1,x2} =
n∏

t=1

Pr
{
y

(t)
1 , y

(t)
2 | x(t)

1 , x
(t)
2

}
(3.2)

can be obtained with

xi =
(
x

(1)
i , x

(2)
i , · · · , x(n)

i

)
∈X n

i , yi =
(
y

(1)
i , y

(2)
i , · · · , y(n)

i

)
∈Yn

i , i = 1, 2. (3.3)

Therefore, a discrete memoryless two-user IC can be denoted by a quintuple

(X1,X2, P̃,Y1,Y2), where Xi, i = 1, 2, indicate the finite input signal sets, and Yi,

i=1, 2, indicate the finite output signal sets. P̃ is the set of conditional probabilities

Pr{y1, y2 |x1, x2} that yi ∈ Yi, i = 1, 2, as output signals are received when xi ∈ Xi,

i=1, 2, as input signals are transmitted.

The output random variables with vector values yi ∈Yn
i , i = 1, 2, are mapped to the

estimated message Ŵi with values ŵi ∈Wi, i = 1, 2, in the corresponding decoders i

applying the decoding functions

gi : Yn
i → Wi = {1, 2, · · · , Mi}, i = 1, 2 . (3.4)

Based on the above description, a code (M1, M2, n, ǫn) for this two-user IC can be

obtained with the error probability

ǫn =
ǫ1,n + ǫ2,n

2
, (3.5)

where the error probabilities for individual users i are

ǫi,n =
1

M1M2

∑

w1,w2

Pr
{
Ŵi = gn

i (yi) 6= wi |W1 = w1, W2 = w2

}
, i = 1, 2 . (3.6)

If the error probability ǫn of the code (⌈2nR1⌉, ⌈2nR2⌉, n, ǫn) with a rate pair (R1, R2)

goes to 0 as the code length n increases to infinity, the rate pair (R1, R2) is said to be

achievable. The capacity region of this two-user channel is defined as the closure of the

set of all achievable rate pairs. In case that the capacity region of the channel can not

be fully characterized, the achievable rate region which is the union of all the known

achievable rate pairs can be established as an inner bound for the capacity region.
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Figure 3.3. General two-user complex-valued Gaussian IC model.

3.2.2 Two-user Gaussian interference channel

As stated in [TV05], there is no conceptual difficulty to extend the framework of the

IC with discrete-valued inputs and outputs to the IC with continuous-valued inputs

and outputs. Even in analog memoryless channels, the communication process is still

digital. In the research on the achievable rate region for the memoryless IC, the two-

user real-valued Gaussian IC is frequently used as a reference model [Car75, Sat77,

Car78, Sat81,HK81,Kra06]. In this chapter, a more general model, i.e., the two-user

complex-valued Gaussian IC, is considered for a comparison between the performance

of this IC and that of other two-user complex-valued communication channels applying

different cooperative communication strategies. As depicted in Figure 3.3, this two-

user complex-valued Gaussian IC considers input random variables Xi with values

xi ∈ Xi, i = 1, 2, and output random variables Yi with values y
i
∈ Yi, i = 1, 2, where

X1 = X2 = Y1 = Y2 = C is the set of complex numbers. The channel inputs have to

satisfy the average power constraints on codewords xi with a given block length n as

1

n

n∑

t=1

∣∣∣x(t)
i

∣∣∣
2

≤ P ′
i i = 1, 2. (3.7)

In this memoryless channel, at every time slot the channel PDF p(y
1
, y

2
| x1, x2) can

be calculated using

y
1

= h11 x1 + h12 x2 + n′
1

y
2

= h21 x1 + h22 x2 + n′
2 (3.8)

with channel coefficients hij ∈C, i = 1, 2, j = 1, 2. The noise signals n′
1 ∼ CN (0, N1)

and n′
2 ∼ CN (0, N2) are assumed as i.i.d. Gaussian random variables.

Referring to [ETW08], although the capacity region of the two-user complex-valued

Gaussian IC may depend on the phases of the channel coefficients, the achievable rate
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Figure 3.4. The standard form of the two-user Gaussian IC model.

regions for this IC which have been found until now only depend on the magnitudes

of the channel coefficients. Therefore, the two-user IC with complex-valued channel

coefficients described by (3.8) has the same up to now best known achievable rate

region as the two-user IC with real-valued channel coefficients described by

y
1

= |h11| x1 + |h12| x2 + n′
1

y
2

= |h21| x1 + |h22| x2 + n′
2. (3.9)

Considering real-valued channel coefficients, each use of the two-user IC in complex

dimension can be considered as two uses of the two-user IC in real dimension [TV05].

Therefore, the achievable rate region for the two-user IC described by (3.9) can be

easily derived from the achievable rate region for the real-valued Gaussian IC. Similar

to the two-user real-valued Gaussian IC, through elementary scaling transformations

the two-user Gaussian IC described by (3.9) can be converted to its standard form as

shown in Figure 3.4. This standard form is described by

y
1

= x1 +
√

a12 x2 + n1

y
2

=
√

a21 x1 + x2 + n2 (3.10)

with the channel gains

a12 =
|h12|2 N2

|h22|2 N1

, a21 =
|h21|2 N1

|h11|2 N2

, (3.11)

the average power constraints of the input signals

P1 =
|h11|2
N1

P ′
1, P2 =

|h22|2
N2

P ′
2, (3.12)

and i.i.d. additive Gaussian noises n1 ∼ CN (0, 1) and n2 ∼ CN (0, 1) with a unit

variance. From the information-theoretic point of view, the standard form of the IC

has the same achievable rate region as the IC described by (3.9), and therefore it has
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the same best known achievable rate region as the general two-user complex-valued

Gaussian IC described by (3.8). In the present thesis, the IC described by (3.10) is

treated as the standard form for investigating the information-theoretic performance

of the two-user Gaussian IC without cooperation.

3.2.3 Capacity region of the interference channel in special

cases

The standard form of the two-user Gaussian IC in Figure 3.4 considers direct links with

unit channel gains and noise signals with unit variance at both receivers. The capacity

region of this IC depends on the power constraints P1, P2 and the channel gains a21,

a12 of the crosstalk links. According to different conditions of these parameters, several

classes of interference in the investigated two-user Gaussian IC are defined as follows.

• No interference:

a12 = a21 = 0. (3.13)
• Moderate or weak interference:

0 < a12 < 1, 0 < a21 < 1. (3.14)
• Strong interference:

a12 ≥ 1, a21 ≥ 1. (3.15)
• Very strong interference:

a12 ≥ 1 + P1, a21 ≥ 1 + P2. (3.16)

The above classification of the interference is determined with respect to the ratio of

the interfering channel gain of the crosstalk link to the useful channel gain of the direct

link. Since unit channel gains of the direct links are considered, the interfering channel

gains a12 and a21 can fully describe this ratio. The cases of no interference, strong

interference and very strong interference as the special cases where the capacity region

of the two-user IC is fully characterized are discussed in this section.

Capacity region of the interference channel with no interference

Obviously, the investigated two-user communication channel without crosstalk links

indicated by (3.13) can be considered as two independent complex-valued additive

white Gaussian noise (AWGN) channels.

Theorem 3.1. [TV05,Cos85] The capacity region of the two-user Gaussian IC in its

standard form for the case of no interference is the closure of all rate pairs (R1, R2)

satisfying:

0 ≤ R1 ≤ log2(1 + P1) , C1 (3.17)

0 ≤ R2 ≤ log2(1 + P2) , C2 . (3.18)
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Capacity region of the interference channel with strong interference

Intuitively, it would be expected that the stronger the interference is, the more harmful

effect on communications it has. However, this statement is true only when the inter-

ference is treated as additive noise without considering any interference cancellation

techniques. It should be emphasized that the harmfulness of interference is not so

much due to its power or intensity, but due to its uncertainty with respect to the en-

tropy from an information-theoretic point of view. If the interference is strong enough

to be distinguishable from the useful signal, with a suitable interference cancellation

technique it may be easier to eliminate strong interference than to eliminate weak inter-

ference. Therefore, a better quality of communications in the IC with strong enough

interference can be achieved as compared to that in the IC with weak interference.

This conjecture coincides with the knowledge about the capacity region of IC from the

information-theoretic point of view. Based on the work in [Sat81, HK81] about the

capacity region of the real-valued IC with strong interference, the capacity region of

the two-user complex-valued Gaussian IC in its standard form with strong interference

can be easily obtained.

Theorem 3.2. The capacity region of the two-user Gaussian IC in its standard form

under the strong interference conditions as defined by (3.15) is a closure of all rate

pairs (R1, R2) satisfying:

0 ≤ R1 ≤ log2(1 + P1) (3.19)

0 ≤ R2 ≤ log2(1 + P2) (3.20)

R1 + R2 ≤ min{log2(1 + P1 + a12P2), log2(1 + P2 + a21P1)} . (3.21)

(3.21) shows that the sum-capacity increases with the channel gains, i.e., a12 and a21,

until it reaches the maximum value log2(1 + P1) + log2(1 + P2) which is limited by

(3.19) and (3.20).

Theorem 3.2 shows that the capacity region of the investigated two-user IC is the

intersection of the capacity regions of the two MACs corresponding to the two equations

of (3.10), respectively. A simple argument for the above result is given in the following,

while details of the information-theoretic proofs can be found in [Sat81,HK81]. On one

side, the intersection of the capacity regions of the two MACs is the capacity region of

the two-user channel when both messages are required at both receivers [Ahl74], and

therefore it is an inner bound for the capacity region of the two-user IC where every

message is required at its own receiver. On the other side, it has been proven that the

intersection of the capacity regions of the two MACs is also an outer bound for the

capacity region of the two-user IC in the case of strong interference [Sat81]. The basic
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idea of this proof is as follows. It is assumed that in the two-user IC every receiver i

can reliably decode the message Wi from its corresponding transmitter i, i = 1, 2, with

a data rate pair (R1, R2) . At receiver 1 which can reliably decode W1 with the data

rate R1, the received signal can be artificially rewritten as

y′
1

=
√

a21 x1 + x2 +
n1√
a12

. (3.22)

Considering the condition of strong interference as defined by (3.15), y′
1

is equivalent to

the received signal y
2

at receiver 2 as described by (3.10) with a reduced noise variance.

Therefore, if the message W2 can be reliably decoded at receiver 2 with the data rate

R2, it can also be reliably decoded at receiver 1 with the data rate R2. Similarly,

receiver 2 can reliably decode message W1 with the data rate R1. Therefore, any rate

pair in the capacity region of the two-user IC is also achievable in both MACs in which

messages of both users have to be decoded at every receiver. Since the intersection of

the capacity regions of the two MACs is both an inner bound and an outer bound for

the capacity region of the two-user IC, it is the capacity region of the two-user IC.

Furthermore, in discrete memoryless IC the strong interference conditions can be ex-

pressed in terms of mutual information as

I(X1; Y1 | X2) ≤ I(X1; Y2 | X2)

I(X2; Y2 | X1) ≤ I(X2; Y1 | X1) (3.23)

with independent inputs X1 and X2 for all distributions of the probability Pr{x1} ·
Pr{x2}. Each inequality of (3.23) shows that for each user in the two-user IC with

strong interference the conditional mutual information in the direct link is smaller

than that in the crosstalk link. The capacity region of the Gaussian IC of Theorem 3.2

can be extended to the general discrete memoryless IC.

Theorem 3.3. [CG87] The capacity region of the discrete memoryless two-user IC

under the strong interference conditions as defined by (3.23) is the union of the rate

pairs (R1, R2) which satisfy

0 ≤ R1 ≤ I(X1; Y1 | X2, Q) (3.24)

0 ≤ R2 ≤ I(X2; Y2 | X1, Q) (3.25)

R1 + R2 ≤ min{I(X1, X2; Y1 | Q), I(X1, X2; Y2 | Q)} (3.26)

over all distributions of the probability Pr{q} ·Pr{x1 |q} ·Pr{x2 |q} ·Pr{y1, y2 |x1, x2},
where the variable Q with value q is a time-sharing parameter of cardinality 4. The

cardinality bound on the time-sharing random variable Q is a consequence of applying

Caratheodorys theorem on convex sets represented by (3.24)–(3.26) [Egg69].
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The proofs for the achievability and the converse of the above capacity region can be

found in [CG87]. In a word, the capacity region of the discrete memoryless two-user

IC with strong interference can be exactly characterized.

Capacity region of the interference channel with very strong interference

In the above case of strong interference as defined by (3.15), the stronger the in-

terference is, the larger the capacity region is until the interference becomes very

strong [Sat81,HK81,CG87]. As a special case of strong interference, very strong inter-

ference as defined by (3.16) can result in the same capacity region as that derived in

Theorem 3.1 for the case of no interference [Car75]. In the following, firstly let’s have a

look at the capacity region of the two-user Gaussian IC with very strong interference,

and then the result will be extended to the discrete memoryless two-user IC. Based

on the work in [Car75, Sat81] about the capacity region of the real-valued IC with

very strong interference, the capacity region of the complex-valued IC with very strong

interference can be easily obtained.

Theorem 3.4. The capacity region of the two-user Gaussian IC in its standard form

under the very strong interference conditions as defined by (3.16) is a closure of all the

rate pairs (R1, R2) satisfying:

0 ≤ R1 ≤ log2(1 + P1) (3.27)

0 ≤ R2 ≤ log2(1 + P2) . (3.28)

A simple argument for the above result is as follows. For every user, an upper bound

of the data rate with which its message can be reliably decoded at its own receiver

is obtained when the interference from the other user is totally cancelled. Under

the very strong interference conditions, the signal from every user in the crosstalk

link is so strong that its transmitted message at the maximum data rate still can be

reliably decoded at the other user’s receiver even if it treats its own intended signal

as noise. This means that the interfering signal from a user can always be totally

cancelled at the other user’s receiver. Therefore, the very strong interference will not

reduce the capacity region as compared to the two-user communication channel with

no interference.

From an information-theoretic point of view, in discrete memoryless IC the very strong

interference conditions can be expressed in terms of mutual information as

I(X1; Y1 | X2) ≤ I(X1; Y2)

I(X2; Y2 | X1) ≤ I(X2; Y1) (3.29)
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with independent inputs X1 and X2 for all distributions of the probability Pr{x1} ·
Pr{x2}. Each inequality of (3.29) shows that for the detection of a user in the two-

user IC with very strong interference the conditional mutual information flowing in the

direct link with the knowledge about the message of the other user is smaller than the

mutual information flowing in the crosstalk link with no knowledge about the message

of the other user. The conditions of (3.29) is obviously stronger than the conditions of

(3.23) due to the inequalities I(X1; Y2) ≤ I(X1; Y2 | X2) and I(X2; Y1) ≤ I(X2; Y1 | X1)

with independent X1 and X2. Based on the work in [CG87], the capacity region of the

discrete memoryless two-user IC with very strong interference as a special case of the

discrete memoryless IC with strong interference can be easily obtained.

Theorem 3.5. The capacity region of the discrete memoryless two-user IC under the

very strong interference conditions as defined by (3.29) is the union of the rate pairs

(R1, R2) which satisfy

0 ≤ R1 ≤ I(X1; Y1 | X2, Q) (3.30)

0 ≤ R2 ≤ I(X2; Y2 | X1, Q) (3.31)

over all distributions of the probability Pr{q}·Pr{x1|q}·Pr{x2|q}·Pr{y1, y2|x1, x2}, where

the variable Q with value q is a time-sharing parameter of cardinality 4.

In summary, the capacity region of the two-user IC with very strong interference can

be fully characterized. Since all the interference can be removed in the two-user IC

with very strong interference at all data rate pairs inside the capacity region of the

two-user communication channel with no interference, no capacity loss in the two-user

IC with very strong interference occurs as compared to the interference-free case.

3.2.4 Han-Kobayashi achievable rate region for the interfer-

ence channel

In this section, the achievable rate region for the general two-user IC will be investi-

gated. The intensity of interference is not limited by special conditions, e.g., strong

or very strong, as in the above section. In fact, in realistic cellular systems, interfer-

ence is usually weak. It is known that in the two-user IC when the interference is

not strong enough, reliable communications can not always be achieved with all data

rate pairs inside the capacity region of the two-user interference-free communication

channel. Namely, the interference will cause a capacity loss [Cos85]. However, un-

til today the exact capacity loss due to weak interference and the encoding-decoding
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Figure 3.5. Modified two-user IC model applying the Han-Kobayashi strategy.

scheme to achieve all data rate pairs for reliable communications with weak interfer-

ence are still unknown. Although the capacity region of the IC with weak interfer-

ence is still not fully characterized, several achievable rate regions have been estab-

lished [Sat77,Car78,HK81,Cos85]. The best known achievable rate region for the IC

with weak interference, i.e., the best inner bound for the capacity region, is obtained by

applying the strategy proposed by Han and Kobayashi in [HK81]. Recently, a simpli-

fied expression of the Han-Kobayshi rate region for the two-user IC has been presented

in [CMGEG08]. Based on the two-user IC model in Figure 3.2, the modified two-user

IC model applying the Han-Kobayashi strategy is shown in Figure 3.5. In this section,

the main principle and key features of the Han-Kobayashi strategy for the two-user IC

will be presented.

One key feature of the Han-Kobayashi strategy is the rate-splitting. The transmitted

message Wi for each user i in message set Wi = {1, 2, · · · , Mi} is split into two parts:

the private message Wii in the message set Wii = {1, 2, · · · , Mii} and the common

message Wij in the message set Wij = {1, 2, · · · , Mij}, i = 1, 2, j = 1, 2, i 6= j. The

private message Wii intended for user i is expected to be decoded at its intended receiver

i, while the common message Wij which is intended for user i can be decoded at both

receiver i and receiver j. In this way, at each user’s intended receiver some part of

the interference, i.e., the interference which corresponds to the common message of the

other user, can be cancelled out with the decoded common message. Let Cm denote the

modified two-user IC in Figure 3.5, and let C denote the general two-user IC in Figure

3.2. In [HK81], it has been shown that if there is a code (M11, M12, M22, M21, n, ǫn) for

Cm, then there is a code (M11·M12, M22·M21, n, ǫn) for Cm. If the error probability ǫn of

the above code (⌈2nS1⌉, ⌈2nT1⌉, ⌈2nS2⌉, ⌈2nT2⌉, n, ǫn) with a quadruple (S1, T1, S2, T2) for

Cm goes to 0 as the code length n increases to infinity, the quadruple (S1, T1, S2, T2) is
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said to be an achievable rate quadruple for Cm. Correspondingly, (R1 = S1 + T1, R2 =

S2 + T2) is an achievable rate pair for C.

Let Ui and Vi, i=1, 2, denote random variables defined on arbitrary finite sets Ui and

Vi. The variables Ui and Vi are used to carry the private message Wii and the common

message Wij for user i, i=1, 2, respectively. The encoding function fi : Wi → X n
i for

each user i, i=1, 2, is divided into three functions

fii : Wii → Un
i , i = 1, 2, (3.32)

fij : Wij → Vn
i , i = 1, 2; j = 1, 2; i 6= j, (3.33)

f ∗
i : Un

i × Vn
i → X n

i , i = 1, 2. (3.34)

In fact, the above rate-splitting scheme in the Han-Kobayashi strategy is a generaliza-

tion of superposition coding which was originally developed in [Cov72] by Cover and

firstly applied in Gaussian IC to split message in [Car78] by Carleial. A restricted

version of superposition coding with a sequential decoder is applied in [Car78] in the

way that each receiver i firstly decodes V1 or V2 corresponding to the common message

W12 or W21 and then decodes Ui corresponding to its private message Wii, i=1, 2. In

contrast to this, the Han-Kobayashi strategy performs a simultaneous superposition

coding in the multi-variable case applying a more powerful joint decoder in each re-

ceiver i to decode V1 and V2 corresponding the common messages W12 and W21, and

Ui corresponding to its private message Wii simultaneously.

Another key feature of the Han-Kobayashi strategy is the time-sharing scheme. Let Q

denote a random variable defined on an arbitrary finite set Q. The variable Q is used as

the time-sharing parameter which allows time-sharing between the arbitrary splits of

the transmitted message into private and common messages. For a given Q with value

q ∈ Q, one deterministic private message Wii and one deterministic common message

Wij can be generated from every transmitted message Wi for each user i, i = 1, 2,

j = 1, 2, i 6= j. Through the deterministic functions of (3.32)–(3.34) for deterministic

private and common messages, one Ui with value ui ∈ Ui, one Vi with value vi ∈ Vi,

and therefore one Xi with value xi ∈ Xi, i=1, 2, are obtained. Over all distributions

of the probability Pr{q} of the variable Q with value q ∈ Q, time-sharing between

multiple rate splitting schemes, i.e., between the corresponding multiple deterministic

encoding functions, can be performed. Considering all possible rate splitting schemes

and time-sharing strategies, all the rate pairs achieved by the Han-Kobayashi strategy

could form an achievable rate region [HK81]. However, the optimization among the

myriads of probability distributions of the time-sharing variable is still an open question

[CMGEG08, ETW08]. It is still prohibitively complex to characterize the full Han-

Kobayashi achievable rate region [MK09].
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Let P∗ denote the set of all distributions of the probability Z = Pr{q}·Pr{u1|q}·Pr{v1|
q}·Pr{u2|q}·Pr{v2|q}·Pr{x1|u1, v1, q}· Pr{x2|u2, v2, q}. For a fixed Z ∈ P∗, let G1(Z)

be the set of all quadruples (S1, T1, S2, T2) with nonnegative real values concerning

receiver 1 satisfying:

S1 ≤ I(Y1; U1 | V1V2Q) (3.35)

T1 ≤ I(Y1; V1 | U1V2Q) (3.36)

T2 ≤ I(Y1; V2 | U1V1Q) (3.37)

S1 + T1 ≤ I(Y1; U1V1 | V2Q) (3.38)

S1 + T2 ≤ I(Y1; U1V2 | V1Q) (3.39)

T1 + T2 ≤ I(Y1; V1V2 | U1Q) (3.40)

S1 + T1 + T2 ≤ I(Y1; U1V1V2 | Q) . (3.41)

The above formulas correspond to different conditional mutual information between

the output variable at receiver 1 and some input variables carrying private or common

messages with a given Q and with certain decoded private or common messages. Simi-

larly, let G2(Z) be the set of all quadruples (S1, T1, S2, T2) with nonnegative real values

concerning receiver 2 satisfying the above equations from (3.35) to (3.41) with indices

1 and 2 exchanged with each other everywhere. The Han-Kobayashi achievable rate

region RHK for the general two-user IC C is obtained with the help of the modified

two-user IC Cm.

Theorem 3.6. [HK81,CMGEG08] Any element of

G = closure of
⋃

Z∈P∗

(G1(Z) ∩ G2(Z)) (3.42)

is achievable for the modified two-user IC Cm. For any Z ∈ P∗, let R(Z) denote the

set of all (R1, R2) such that R1 = S1 + T1 and R2 = S2 + T2 for some (S1, T1, S2, T2) ∈
(G1(Z) ∩ G2(Z)). Any element of

RHK = closure of
⋃

Z∈P∗

R(Z) (3.43)

is achievable for the general two-user IC C.

Let RHK denote the Han-Kobayashi achievable rate region obtained by using the time-

sharing scheme considering all probability distributions of Q. Let RCH denote the

achievable rate region obtained by using the convex-hull operation of R(Z) without

applying time-sharing, i.e., considering a constant value of Q. In [HK81], numerical

results in an exemplary Gaussian IC suggest that RHK strictly extends RCH. As a

special case, the achievable rate region for the IC applying the TDM/FDM strategy
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which is not included in RCH is included in RHK. In [HK81], it has been shown that

the Han-Kobayashi strategy outperforms the scheme proposed by Sato in [Sat77] and

the scheme proposed by Carleial in [Car78] to achieve a larger rate region. Until today,

the Han-Kobayashi achievable rate region is still the best known inner bound for the

capacity region of the general two-user IC [CMGEG08,ETW08,MK09].

A simplified explicit expression to compute R(Z) is presented in Appendix A.1, and

then the shape of R(Z) can be determined by its extreme points. The Han-Kobayashi

strategy can be directly applied to the two-user Gaussian IC which is a basic represen-

tative IC model as introduced in Section 3.2.2. Due to the prohibitive computational

effort required to characterize the whole Han-Kobayashi achievable rate region, the fol-

lowing customary restriction could be put on the input signals to obtain a computable

achievable rate region. Let P(P1, P2) denote a subclass of P∗. P(P1, P2) is defined by

Z = Pr{q} ·Pr{u1|q} ·Pr{v1|q} ·Pr{u2|q} ·Pr{v2|q} ·Pr{x1|u1, v1, q} · Pr{x2|u2, v2, q} ∈
P(P1, P2) if and only if Z ∈ P∗, the time-sharing variable Q = φ has a constant value,

U1, V1, U2 and V2 are Gaussian variables, and the input signals X1 = U1 + V1 and

X2 = U2 + V2 have the average power constraints P1 and P2 defined as σ2(X1) ≤ P1

and σ2(X2) ≤ P2. Considering the standard form of the two-user Gaussian IC model

in Figure 3.4, its computable rate region

R′

HK = convex closure of
⋃

Z∈P(P1,P2)

R(Z), (3.44)

which is a subset of the full Han-Kobayashi achievable rate region can be numerically

computed by applying Theorem A.1 with Z ∈ P(P1, P2) as presented in Appendix A.1.

The numerical results of the achievable rate region for the IC with full CSI are put in

the next section in order to be compared with the achievable rate region for the IC

with partial CSI.

3.2.5 Achievable rate region for the interference channel with

partial CSI

As mentioned in Section 3.1, in reality it is quite common that data transmissions

and receptions are performed with partial CSI of the whole system. Corresponding to

conventional cellular systems in which only intracell CSI is considered for each user,

the achievable rate region for the two-user IC is obtained considering only the CSI of

the direct links at the related transmitters and receivers. If more knowledge of CSI

is available in the two-user IC, e.g., CSI of one crosstalk link is considered, a larger

achievable rate region can be expected. Corresponding to the cellular system with no
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cooperation but considering full CSI of the whole system for each user, the best known

achievable rate region for the two-user IC with full CSI is obtained by applying the

Han-Kobayashi strategy. The present section answers the question about how much

the performance loss is due to partial CSI instead of full CSI being considered at the

transmitters and the receivers in the two-user IC. In other words, the performance gain

thanks to more knowledge of CSI at the transmitters and the receivers in the two-user

IC can be revealed as well. Taking the standard form of the two-user Gaussian IC in

Figure 3.4 as the reference model, the unit channel gains a11 = a22 = 1 in the direct

links, the unit noise variance, and the average power constraints P1 and P2 of the

input signals are assumed to be known. The investigation concerning partial CSI is

performed in terms of different levels of the channel knowledge of the crosstalk links

with respect to a12 and a21. The information-theoretic performance of the two-user

IC with different levels of the channel knowledge is obtained with the help of some

simplified equivalent channel models. In the following, 4 different levels of the channel

knowledge of the crosstalk links are distinguished, and the corresponding simplified

equivalent channels are introduced. It is worth emphasizing that in the following

simplified equivalent channels the effect of the lack of channel knowledge of a crosstalk

link is simply modelled as enhanced noise at the related receiver. This simplified

modeling provides only an estimate of the achievable rate region for the two-user IC

with partial CSI. In realistic systems even though the exact instantaneous value of a

channel coefficient is unknown, the statistical knowledge of the CSI can be exploited.

Therefore, the simplified equivalent channel model which simply treats the signal from

the crosstalk link with unknown CSI as noise underestimates the capacity region of the

IC.

A) Full knowledge about a12 and a21: This channel is nothing else but the two-

user Gaussian IC in its standard form which has been described by (3.10). Let

“IC” denote this channel in the following investigations.

B) a12 is known, a21 is unknown: This channel is modelled by a simplified equiv-

alent channel, i.e., one-sided Gaussian IC with enhanced noise at receiver 2, as

shown in Figure 3.6. This channel can be described by

y
1

= x1 +
√

a12 x2 + n1

y
2

= x2 + n2 (3.45)

with i.i.d. Gaussian additive noises n1 ∼ CN (0, 1) and n2 ∼ CN (0, 1 + a21P1).

Let “Z1 channel” denote this channel in the following investigations.

C) a21 is known, a12 is unknown: Similar to the above case of Z1 channel, this

channel is modelled by a simplified equivalent channel, i.e., one-sided Gaussian
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Figure 3.6. Simplified equivalent channel for the two-user Gaussian IC without knowl-
edge about a21, denoted as “Z1 channel”.

X1

X2

Power: P1

Power: P2

Y1

Y2

n1 ∼ CN (0, 1 + a12P2)

n2 ∼ CN (0, 1)

1

1

√
a21

Figure 3.7. Simplified equivalent channel for the two-user Gaussian IC without knowl-
edge about a12, denoted as “Z2 channel”.
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Figure 3.8. Simplified equivalent channel for the two-user Gaussian IC without knowl-
edge about a12 and a21, denoted as “S channel”.

IC with enhanced noise at receiver 1, as shown in Figure 3.7. This channel can

be described by

y
1

= x1 + n1

y
2

=
√

a21 x1 + x2 + n2 (3.46)

with i.i.d. Gaussian additive noises n1 ∼ CN (0, 1 + a12P2) and n2 ∼ CN (0, 1).

Let “Z2 channel” denote this channel in the following investigations.
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D) No knowledge about a12 and a21: As a combination of the above two cases of

Z1 channel and Z2 channel, this channel can be modelled as two parallel Gaussian

SISO channels with enhanced noise at both receivers. Let “S channel” denote

this simplified equivalent channel in the following investigations. As shown in

Figure 3.8, this channel can be described by

y
1

= x1 + n1

y
2

= x2 + n2 (3.47)

with i.i.d. additive Gaussian noises n1 ∼ CN (0, 1 + a12P2) and n2 ∼

CN (0, 1 + a21P1).

Concerning the case where a12 and a21 are known, i.e., the two-user IC with full CSI, the

strategy to investigate its information-theoretic performance has already been discussed

in Section 3.2.3 and Section 3.2.4. Concerning the case where a12 and a21 are unknown,

the information-theoretic performance of this channel can be obtained with the help

of the S channel consisting of two SISO channels, whose capacity region can be easily

characterized. In the following, the case where the CSI of one crosstalk link is unknown

will be further investigated. Without loss of generality, the Z1 channel is considered

for this case. Then, numerical results of the achievable rate regions for the two-user IC

with the above 4 different levels of channel knowledge will be presented and compared.

Since in the two-user IC there is no cooperation between the two users and the message

for each user is decoded at its corresponding receiver, the functionality of the crosstalk

link can only be the one of an interfering channel. In the two-user Gaussian IC without

knowledge about a21, i.e., no knowledge about the CSI of one crosstalk channel, the

corresponding interference through this crosstalk link from transmitter 1 can not be

cancelled at receiver 2. Meanwhile, no information can be obtained from this crosstalk

link with unknown CSI. Therefore, the mixture of the interference and the noise at

receiver 2 is simply modelled as enhanced Gaussian noise with a variance of 1 + a21P1.

The Z1 channel in Figure 3.6 which is a one-sided two-user Gaussian IC with enhanced

noise at receiver 2 is treated as the equivalent channel in this case. The standard

form of the one-sided Gaussian IC with unit noise variance has been investigated by

Costa in [Cos85] and by Sason in [Sas04]. Maintaining the same capacity region, the

Z1 channel described by (3.45) can be rewritten in the standard form of the one-sided

Gaussian IC by applying (3.11) and (3.12) as

y
1

= x1 +
√

a12(1 + a21P1)x2 + n1

y
2

= x2 + n2 (3.48)
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with average power constraints P1 and P2/(1 + a21P1) for the input signals and i.i.d.

Gaussian noises n1 ∼CN (0, 1) and n2 ∼CN (0, 1). The results on the capacity region

of the IC with strong interference in Section 3.2.3 can be easily extended to the Z1

channel with the help of the standard form of the one-sided Gaussian IC of (3.48).

Theorem 3.7. The capacity region of the Z1 channel in Figure 3.6 under the condition

of a12(1 + a21P1) ≥ 1 is a closure of all the rate pairs (R1, R2) satisfying

0 ≤ R1 ≤ ϕ (P1) (3.49)

0 ≤ R2 ≤ ϕ

(
P2

1 + a21P1

)
(3.50)

R1 + R2 ≤ ϕ (P1 + a12P2) . (3.51)

ϕ(x) = log2(1 + x) is considered in the above expressions.

However, if a12(1 + a21P1) < 1, the capacity region of the Z1 channel is still not fully

characterized. Fortunately, with the help of a degraded Gaussian IC which has the

same capacity region as the Z1 channel, the sum-capacity of the Z1 channel in this case

is exactly known. Roughly speaking, a two-user IC is said to be degraded if one output

can be regarded as the output of a hypothetical channel whose input is the other output

of the IC [Sat78a]. In [Cos85], Costa has shown that for every one-sided Gaussian

IC with weak interference, there is a degraded Gaussian IC with the same capacity

region. In other words, these two channels are equivalent with respect to the capacity

region. Details of the proof has been presented in [Cos85]. Basically, the equivalence

between these two channels is established by proving that if a rate pair is achievable

for the first channel, it is also achievable for the second one, and vice versa. In the

proof, scaling of the output signals and the Fano’s inequality [CT06] are considered.

Referring to [Cos85], the degraded Gaussian IC which has the same capacity region as

the Z1 channel is depicted in Figure 3.9. Maintaining the same capacity region, the

degraded Gaussian IC in Figure 3.9 can be rewritten in the standard form of a two-user

IC as

y
1

= x1 +
√

a12(1 + a21P1)x2 + n1

y
2

=
1√

a12(1 + a21P1)
x1 + x2 + n2 (3.52)

with average power constraints P1 and P2/(1 + a21P1) for the input signals and i.i.d.

Gaussian noises n1 ∼CN (0, 1) and n2 ∼CN (0, 1). It has been stated that the standard

form of a two-user Gaussian IC is degraded if and only if the product of the channel

gains of two crosstalk links is 1 [Sas04]. Obviously, the two-user Gaussian IC described

by (3.52) fulfills this statement. According to the work in [Sas04,MK09] on the sum-

capacity of the degraded two-user Gaussian IC in its standard form, the sum-capacity of
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Figure 3.9. Equivalent channel for Z1 channel with a12(1 + a21P1) < 1.

the channel described by (3.52) is attained at the rate pair
(
ϕ
(

P1

1+a12P2

)
, ϕ
(

P2

1+a21P1

))
,

which is an extreme point in its capacity region. Since the standard form of the

degraded Gaussian IC of (3.52) has the same capacity region as the Z1 channel, the

sum-capacity of the Z1 channel under the condition that a12(1 + a21P1) < 1 is also

obtained. Consequently, considering different conditions of the weak interference, of the

strong interference and of the very strong interference with respect to the parameters

in the standard form of the degraded Gaussian IC of (3.52), the sum-capacity of the

Z1 channel in Figure 3.6 is

max(R1 + R2) =





ϕ
(

P1

1+a12P2

)
+ ϕ

(
P2

1+a21P1

)
for 0 ≤ a12(1 + a21P1) < 1

ϕ (P1 + a12P2) for 1 ≤ a12(1 + a21P1) < 1 + P1

ϕ(P1) + ϕ
(

P2

1+a21P1

)
for a12(1 + a21P1) ≥ 1 + P1

.

(3.53)

In the following, the achievable rate regions for the standard form of the two-user

complex-valued Gaussian IC in Figure 3.4 with different levels of knowledge of CSI are

numerically computed. In Figure 3.10 the two-user IC under the condition of strong

interference with parameters P1 = P2 = 2 and a12 = a21 = 1.5 is investigated, while in

Figure 3.11 the two-user IC under the condition of moderate/weak interference with

parameters P1 = P2 = 6 and a12 = a21 = 0.55 is investigated. Generally, the achievable

rate regions for the two-user IC with the above considered different levels of knowledge

of CSI can always be obtained by applying the Han-Kobayashi strategy. Even for

the two-user IC with partial knowledge of CSI, the corresponding simplified equivalent

channels can be considered as special cases of the two-user IC with some modified

parameters. The obtained different achievable rate regions for the IC with different
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Figure 3.10. Achievable rate region for the two-user Gaussian IC in the standard form
with P1 = P2 = 2 and a12 = a21 = 1.5 considering different levels of channel knowledge.
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Figure 3.11. Achievable rate region for the two-user Gaussian IC in the standard
form with P1 = P2 = 6 and a12 = a21 = 0.55 considering different levels of channel
knowledge.
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levels of knowledge of CSI are constrained by the following extreme points

A = (1.585, 0), B = (0, 1.585), C = (0.585, 0), D = (0, 0.585),

E = (1.585, 1), F = (1, 1.585), G = (0.585, 0.585), O = (0, 0) (3.54)

as shown in Figure 3.10, and

A = (2.807, 0), B = (0, 2.807), C = (1.26, 0), D = (0, 1.26),

E = (2.807, 0.557), F = (0.557, 2.807), G = (1.26, 1.26),

H = (2.104, 1.26), I = (1.26, 2.104), O = (0, 0) (3.55)

as shown in Figure 3.11.

Considering full CSI, in both Figure 3.10 and Figure 3.11, the achievable rate region

for the IC obtained by applying the Han-Kobayashi strategy is constrained by the

extreme points A, E, F, B and O. As mentioned in Section 3.2.3, the capacity region of

the IC with strong interference can be exactly characterized. It is shown that the Han-

Kobayashi achievable rate region for the IC in Figure 3.10 coincides with the capacity

region directly calculated by applying Theorem 3.2.

Considering partial knowledge of CSI in the two-user IC, the achievable rate region

for the two-user IC without knowledge about a21 is obtained by applying the Han-

Kobayashi strategy to its simplified equivalent channel, i.e., the Z1 channel. The achiev-

able rate region for the Z1 channel has a rectangular shape constrained by the extreme

points A, H, D and O in Figure 3.10, while it has a pentagonal shape constrained by the

extreme points A, E, H, D and O in Figure 3.11. The reason for the above difference

between the shapes of the achievable rate regions is as follows. Maintaining the same

capacity region, the Z1 channel can be converted to the standard form of a degraded

Gaussian IC described by (3.52). The parameters in the Z1 channel considered in Fig-

ure 3.10 fulfill the condition of very strong interference, i.e., a12(1+a21P1) ≥ 1+P1, for

its equivalent degraded Gaussian IC. The parameters in the Z1 channel considered in

Figure 3.11 fulfill the condition of strong interference, i.e., 1 ≤ a12(1+a21P1) ≤ 1+P1,

for its equivalent degraded Gaussian IC. The Han-Kobayashi achievable rate region for

the Z1 channel in Figure 3.10 coincides with the capacity region directly calculated by

applying Theorem 3.4 for the IC with very strong interference. The Han-Kobayashi

achievable rate region for the Z1 channel in Figure 3.11 coincides with the capacity

region directly calculated by applying Theorem 3.2 for the IC with strong interference.

Similarly, the achievable rate region for the Z2 channel as the simplified equivalent

channel for the two-user IC without knowledge about a12 is shown.

The achievable rate region for the S channel as the simplified equivalent channel for the

two-user IC without knowledge about a21 and a12 has a rectangular shape constrained
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by the extreme points C, G, D and O in both Figure 3.10 and Figure 3.11. The achiev-

able rate region is equal to the capacity region of the corresponding two parallel SISO

channels with enhanced noise.

Now we are in the position to compare the achievable rate regions for the IC with

different levels of knowledge of CSI. Taking the capacity region of the S channel cor-

responding to the IC with the least knowledge of CSI among the above 4 cases for

reference, the performance gain due to more knowledge of CSI is clearly shown by

numerical results in Figure 3.10 and Figure 3.11. The Zi channel, i=1, 2, has a greatly

enlarged achievable rate region with respect to the corresponding increased data rate

Ri as compared to the S channel. The IC with full CSI has a greatly enlarged achiev-

able rate region with respect to the corresponding increased data rate Rj as compared

to the Zi channel, i=1, 2, j =1, 2, i 6=j. Generally, it can be concluded that the lower

the data rate of one user is, the greater information-theoretic performance benefit to

the other user can be achieved when more knowledge about the CSI of the crosstalk

link is available. On the contrary, taking the achievable rate region for the IC with

full knowledge of CSI for reference, the performance loss due to partial knowledge of

CSI is also revealed from the information-theoretic point of view. Interestingly, it can

be seen that partial knowledge of CSI causes only a little performance loss at some

operating points of interest. From the engineering point of view, this interesting result

reveals that at some operating points of interest a good system performance can be

maintained considering appropriately selected significant CSI.

3.3 Multiple access channel - cooperation at re-

ceivers in the uplink

3.3.1 Equivalent channel for interference channel with coop-
erative receivers

As discussed above, the information-theoretic performance of the IC model correspond-

ing to conventional cellular systems without multi-cell cooperation is severely limited

by the multiuser interference. The cooperative communication concept is considered

as a promising candidate for interference management. The cooperative reception in

the UL is enabled by coordinated BSs which are connected by backhaul links. Taking

a two-cell mobile radio cellular system as an example, the information-theoretic model

for the cellular system with cooperative reception in the UL, i.e., the two-user IC with

cooperative receivers, is shown in Figure 3.12.
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Figure 3.12. Two-cell mobile radio system with cooperative reception in the UL and
its information-theoretic model: two-user IC with cooperative receivers or MAC with
two antennas at the receiver.

The functionalities of the communication links in the two-user IC without cooperation

and those in the two-user IC with cooperative receivers are compared as follows. In the

two-user IC without cooperation, the message of every user is expected to be decoded

at its corresponding receiver. The functionality of the direct link can only be the

useful channel, while the functionality of the crosstalk link can only be the interfering

channel. In the two-user IC with cooperative receivers, the messages of two users can be

decoded through a joint signal processing at both receivers. Every direct link behaves

not only as the useful channel for its corresponding user but also as the interfering

channel for the other user. Every crosstalk link between transmitter i and receiver j

behaves not only as the interfering channel for user j but also as the useful channel for

user i, i = 1, 2, j = 1, 2, i 6= j. The signals carrying the same message are transmitted

through two useful channels for every user. As compared to the IC without cooperative

reception, the IC with cooperative receivers has a higher diversity gain.

Furthermore, from the information-theoretic point of view, the two-user IC with coop-

erative receivers is equivalent to the MAC with two antennas at the common receiver

as shown in Figure 3.12. This equivalent channel reveals the fact that the cooperative

reception makes it possible to exploit the multiple antennas at the receiver side of the

IC. The application of multiple receiver antennas is often referred to as space division
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multiple access (SDMA), which is a technique to increase the multiplexing gain. Since

the MSs are geographically separated in two cells, distinctively different spatial signa-

tures can be obtained with every spatial signature corresponding to a channel vector

from an individual transmitter to the antenna array of both receivers. Therefore, a

good condition of the channels for achieving the multiplexing gain is ensured.

In a word, the cooperative reception can increase the diversity gain and the multiplexing

gain in the IC, and therefore it can enlarge the capacity region of the IC. Since the

capacity region of the MAC is well understood, the capacity region of the IC with

cooperative receivers is obtained straightforward.

3.3.2 Capacity region of the multiple access channel with full
CSI

In this section, the capacity region of the MAC will be generally discussed. Especially,

the capacity region of the MAC with two antennas at the common receiver, which is

considered to be an equivalent channel for the two-user IC with cooperative receivers,

is investigated in detail. In a general MAC, two or more transmitters send information

to a common receiver. Taking a discrete memoryless two-user MAC consisting of three

sets X1, X2 and Y as an example, the output variable Y ∈Y is obtained from the two

input variables X1∈X1 and X2∈X2 through the channel with conditional probabilities

Pr{y | x1, x2}. It is worth mentioning that if any transmitter or the receiver is equipped

with multiple antennas, the corresponding input or output variable is a vector.

Theorem 3.8. [CT06] The capacity region of a two-user discrete memoryless MAC

is the closure of the convex hull of all rate pairs (R1, R2) which satisfy

0 ≤ R1 ≤ I(X1; Y | X2) (3.56)

0 ≤ R2 ≤ I(X2; Y | X1) (3.57)

R1 + R2 ≤ I(X1, X2 ; Y ) (3.58)

for some distribution of the probability Pr{x1}·Pr{x2} on X1 × X2.

The performance gain due to the cooperative reception in the UL will be assessed in

the following. As an equivalent channel for the two-user Gaussian IC with cooperative

receivers, the capacity region of a two-user complex-valued Gaussian MAC with two

antennas at the common receiver is investigated. In the two-user MAC as shown in

Figure 3.12, let xi ∈ C denote the transmitted signals as input random variables Xi

with individual average power constraints Pi, i = 1, 2. Let y
j
∈C denote the received
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Figure 3.13. Capacity region of the two-user complex-valued Gaussian MAC, N1 = N2.

signals at individual receiver antennas as output random variables Yj, j =1, 2. With the

channel vector hi = (h1i, h2i)
T corresponding to the channels between the transmitter

i and the common receiver, the received vector can be obtained as

y =
(
y

1
, y

2

)T

=

2∑

i=1

hi xi + n . (3.59)

The noise vector n = (n1, n2)
T consists of i.i.d. Gaussian noise signals n1 ∼ CN (0, N1)

and n2 ∼ CN (0, N2) at the individual receiver antennas. For the Gaussian MAC, the

convex hull operation in Theorem 3.8 is not required since it is sufficient to consider

Gaussian inputs to achieve the capacity region [YRBC04, CV93, TV05]. Based on

Theorem 3.8, the capacity region of the Gaussian MAC with a single receiver antenna

and that of the Gaussian MAC with the same noise variance at different receiver

antennas have been investigated in [CT06,TV05,GJJV03]. The results can be easily

extended to the two-user complex-valued Gaussian MAC with individual noise variance

at the two receiver antennas.

Theorem 3.9. The capacity region of a two-user complex-valued Gaussian MAC with

two antennas at the receiver and a single antenna at each transmitter is the closure of

all the rate pairs (R1, R2) satisfying:

0 ≤ R1 ≤ log2

(
1 + P1h

∗T
1 Φ−1

n h1

)
(3.60)

0 ≤ R2 ≤ log2

(
1 + P2h

∗T
2 Φ−1

n h2

)
(3.61)

R1 + R2 ≤ log2

det
(
Φn + HΦxH

∗T)

det Φn
. (3.62)

In the above expressions, H = (h1,h2) is the channel matrix of the system, Φx =

diag{P1, P2} is the covariance matrix of the input signals, and Φn = diag{N1, N2} is

the covariance matrix of the noise signals.

As shown in Figure 3.13, the capacity region of the investigated MAC is a pentagon

with three constraints of (3.60), (3.61) and (3.62). Corresponding to (3.60) and (3.61),
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at the operating points C and D the maximum rates for user 1 and for user 2 are

obtained, respectively. The maximum rate for each user is calculated as the capacity

of the point-to-point link between the transmitter of this user and the common receiver

as if this user occupies the whole channel excluding the other user. This point-to-point

link with a single antenna at each transmitter and two antennas at the common receiver

is a SIMO channel. The single-user bound for each user i in its corresponding SIMO

channel with Gaussian noise is achieved by receiver side maximum ratio combining

which projects the received vector onto the corresponding channel vector hi, i = 1, 2.

However, in fact two users compete with each other in the MAC, and a tradeoff between

the rates for the two users has to be made to perform data transmissions for two users

at the same time. Therefore, the additional constraint of (3.62) is applied to limit

the maximum sum-rate of the two users. The maximum sum-rate is calculated as the

capacity of the point-to-point link occupied by one user, where the two transmitters

are treated as one transmitter with two antennas, and the common receiver for two

users is treated as the receiver for one user. Since there is no cooperation between the

two transmitters in the MAC, a fixed power allocation with (P1, P2) for independent

input signals at the two transmitter antennas is considered in the above point-to-point

link for calculating the maximum sum-rate.

Considering the points on the line segments AC and BD, it is not necessary to keep

the data rate for one user to be zero to achieve the maximum rate of the other user. In

fact, corresponding to the point A or B, with one user transmitting at its maximum

data rate, at the same time the data rate for the other user can increase to the value

achieving the maximum sum-rate of two users. Taking the point A as an example, the

sum-capacity-achieving rate pair (R1, R2) with

R1 = log2

(
1 + P1h

∗T
1 Φ−1

n h1

)
(3.63)

R2 = log2

(
1 + P2h

∗T
2

(
Φn + P1h1 h∗T

1

)−1
h2

)
(3.64)

at this point is achieved by applying the MMSE-SIC receiver which is optimal from

the information-theoretic point of view [TV05]. Firstly, user 2 is decoded by treating

the interference from user 1 as Gaussian noise. More specifically, the Gaussian noise

is a colored vector Gaussian noise since the interfering signals received at the two

antennas of the common receiver from the same transmitter antenna through the SIMO

channel are correlated. The decoding of user 2 suffers from the background Gaussian

noise and the interfering signals from user 1. Applying the MMSE filter which is

information lossless and optimal to make a compromise between maximizing SNR of

the considered user and suppressing the interference from other users, the data rate for

user 2 is obtained in (3.64). Once the data of user 2 is decoded, the signals from user 2

can be canceled from the received signals, and the decoding of user 1 only has to face
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the background Gaussian noise. The corresponding data rate for user 1 is obtained in

(3.63). Obviously, the decoding in the receiver is performed using a SIC mechanism

with a MMSE filter, and hence the receiver is named as MMSE-SIC receiver. In fact,

the chain rule of mutual information

I(X1, X2 ; Y ) = I(X2; Y ) + I(X1; Y | X2) (3.65)

is implemented at the point A to achieve the maximum sum-rate, i.e., sum-capacity in

the MAC. Similarly, the sum-capacity-achieving rate pair at the point B is obtained

by decoding user 1 firstly, and then the decoding of user 2 is based on the information

of user 1. The rate pairs at the points on the line segment AB can be achieved by

time-sharing between the decoding strategies at the operating points A and B.

In Figure 3.14, some numerical results about the capacity region of the two-user Gaus-

sian MAC with two receiver antennas which is an equivalent channel for the two-user

Gaussian IC with cooperative receivers are shown. In order to assess the performance

gain due to cooperative reception as compared to no cooperation in the IC, the pa-

rameters of power constraints, noise variances, and channel gains in the corresponding

MAC are assumed to be the same as in the original IC. Capacity regions of two such

MACs, i.e., MAC1 and MAC2, which have the same channel gains but different chan-

nel coefficients are also compared. It can be seen that significant information-theoretic

performance gains due to cooperative reception can be obtained when comparing the

capacity regions of the MACs with the Han-Kobayashi achievable rate region for the IC.

An interesting result is that the capacity region of the MAC depends on both the mag-

nitudes and the arguments of the channel coefficients. However, the Han-Kobayashi

achievable rate region for the IC only depends on the channel gains. Comparing MAC1

and MAC2 with the same channel gains but some different channel coefficients, their

capacity regions are different. More specifically, the values of sum capacity in (3.62)

for MAC1 and MAC2 are different.

The above discussion about the two-user MAC can be naturally extended to the K-

user MAC. The capacity region of a K-user complex-valued Gaussian MAC with a

single antenna at each transmitter and K antennas at the common receiver is a K

dimensional polyhedron [TV05], i.e., the set of rates satisfying

∑

k∈S
Rk ≤ log2

det
(
Φn + H

(∑
k∈S Φ̃

(k)
x

)
H∗T

)

detΦn
for S ⊂ {1, . . . , K}, (3.66)

where H = (h1, . . . ,hK) is the channel matrix of the system, Φ̃
(k)
x =

diag{0, . . . , Pk, . . . , 0} is a diagonal matrix with only one non-zero element Pk in its

(k, k)-th entry, and Φn = diag{N1, . . . , NK} is the covariance matrix of the noise vector.

Exemplary numerical results of the capacity region of a three-user MAC are illustrated

in Figure 3.15.
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3.3.3 Achievable rate region for the multiple access channel

with partial CSI

Cooperative communication with partial CSI is the central topic of the present thesis.

In the proposed UL cooperative reception scheme, simple transmitters requiring no CSI

are applied in the MSs, while JD with the available knowledge of CSI is performed at the

receivers in the coordinated BSs. On one side, the corresponding information-theoretic

performance gain thanks to cooperative reception is investigated in the above section.

On the other side, the impact of partial knowledge of CSI on the information-theoretic

performance of the two-user Gaussian IC with cooperative receivers is investigated in

the following. When full CSI is available, the two-user complex-valued Gaussian MAC

with two antennas at the common receiver is considered as an equivalent channel for the

two-user complex-valued Gaussian IC with cooperative receivers. As shown in Figure

3.13, the capacity region of the investigated MAC with full CSI is a pentagon which

is basically constrained by the two corner points A and B. The chain rule for mutual

information is implemented at the operating points A and B by applying the MMSE-

SIC receiver. In case only partial knowledge of CSI is available, i.e., some channel

coefficients are unknown, an achievable rate region for the MAC with partial CSI can

be obtained by applying the same ideas as in the case of full CSI. Firstly, the rate

pairs at the two corner points are obtained by utilizing the MMSE-SIC receiver which

considers only partial knowledge of CSI. Then, the pentagon of the achievable rate

region can be determined by the two corner points. No matter full CSI or partial CSI

is considered, the intrinsic characteristics of the SIC strategy with the MMSE filter are

unmodified. Assuming γ
(k)
F indicating the SINR of user k when user k is firstly decoded

suffering the multiuser interference from the other user in the SIC strategy, and γ
(k)
S

indicating the SINR of user k when user k is secondly decoded with the knowledge of

the other decoded user in the SIC strategy, k = 1, 2, the data rates at the corner point

A are

R1,A = log2

(
1 + γ

(1)
S

)
(3.67)

R2,A = log2

(
1 + γ

(2)
F

)
, (3.68)

while the data rates at the corner point B are

R1,B = log2

(
1 + γ

(1)
F

)
(3.69)

R2,B = log2

(
1 + γ

(2)
S

)
. (3.70)

However, since incomplete knowledge of CSI is considered in the MMSE-SIC receiver,

the values of γ
(k)
F and γ

(k)
S , k = 1, 2, could be reduced. Therefore, the information-

theoretic performance degradation with respect to the reduced achievable rate region

is inevitable.
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Figure 3.16. Simplified equivalent channel for the two-user Gaussian IC with coopera-
tive receivers but without knowledge about h21, denoted as “Z1-MAC”.

Similar to the investigations on the two-user IC with no cooperation and with partial

CSI in Section 3.2.5, the CSI of direct links is assumed to be fully known, while partial

knowledge of CSI of the crosstalk links is considered in the two-user IC with coopera-

tive receivers. The above assumptions correspond to the fact that in realistic cellular

systems intracell CSI is easy to obtain while the intercell CSI is difficult to obtain.

Without loss of generality, the IC with cooperative receivers but with no knowledge of

h21 is treated as the representative channel to investigate the case where CSI of one

crosstalk link is unknown. A question which naturally arises is what are the effects

due to the lack of knowledge about h21. Firstly, the channel corresponding to h21 can

not be considered as a useful channel for user 1 any more. Secondly, even for the case

where user 1 has been decoded, the interfering signal from transmitter 1 at receiver 2

still can not be canceled in the decoding of user 2, and the remaining interference can

be modeled as enhanced Gaussian noise. Last but not least, the third effect is that

the correlation between the received signal components from transmitter 1 at the two

receiver antennas can not be fully exploited. It is worth mentioning that the cooper-

ative receivers in the IC corresponding to the common receiver with two antennas in

the MAC make it possible to exploit the correlation between the signals from the same

transmitter. However, in the IC without cooperative reception, no matter with full CSI

or with partial CSI, the correlation between the signals at different receivers can not

be exploited anyway, and therefore the third effect needs not to be considered. Due to

the third effect, it is impractical to find a channel with full CSI as the exact equivalent

channel for the two-user complex-valued Gaussian IC with cooperative receivers but

without knowledge about h21. As a suboptimum solution, a two-user MAC in Fig-

ure 3.16 which can be described by (3.59) under the special conditions of a one-sided

crosstalk link, i.e., h21=0, and with enhanced noise variance at one receiver antenna,

i.e., n2 ∼ CN (0, N2 + |h21|2P1), is considered as the simplified equivalent channel for

the two-user IC with cooperative receivers but without knowledge about the h21. This

channel is denoted as “Z1-MAC”.
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The calculation of the SINR in a single-user SIMO channel applying a MMSE filter

based on available knowledge of CSI is introduced now since it helps the calculation of

data rates in the investigated MAC later on. In a single-user SIMO channel with the

channel vector h and the Gaussian distributed data symbol x∼CN (0, P ), the received

vector y containing the received signals at the individual receiver antennas reads

y = hx + z, (3.71)

where the complex-valued colored Gaussian noise vector z with zero-mean and the

nonsingular covariance matrix Kz results from correlated noise signals with i.i.d. real

and imaginary parts. Considering the SIMO channel, a matched filtering (MF) receiver

dealing with the colored Gaussian noise is required to maximize the SNR. However,

this receiver is often named the linear MMSE filter since it minimizes the mean square

error in estimating x as shown in [TV05]. Considering the original MAC, in fact the

colored noise at each receiver antenna consists of interference and noise, and the linear

MMSE filter described by
cMMSE = K−1

z h (3.72)

with full knowledge of CSI maximizes the SINR and achieves the information-theoretic

optimality [TV05]. Generally, the linear MMSE filter with available CSI in the form

of the estimated noise covariance matrix K̂z and the estimated channel vector ĥ can

be written as
c = K̂

−1

z ĥ. (3.73)

Based on the estimated data symbol

x̂ = c∗Ty = c∗Th x + c∗Tz, (3.74)

the SINR can be obtained as

γSIMO =
P |c∗Th|2
c∗TKzc

=
P
∣∣∣
(
K̂

−1

z ĥ
)∗T

h
∣∣∣
2

(
K̂

−1

z ĥ
)∗T

Kz

(
K̂

−1

z ĥ
) . (3.75)

Let us come back to the calculation of the rate pairs (R1,A, R2,A) and (R1,B, R2,B) at

the corner points A and B in the pentagonal achievable rate region for the investigated

MAC with two receiver antennas but without knowledge about h21. As indicated in

(3.67)–(3.70), the SINR pairs (γ
(1)
S , γ

(2)
F ) and (γ

(1)
F , γ

(2)
S ) are required for the calculations

of the rate pairs (R1,A, R2,A) and (R1,B, R2,B), respectively. At the operating points A

and B, a SIC strategy with a MMSE filter is applied in the receiver. γ
(k)
F for user k,

k=1, 2, can be calculated in the single-user SIMO channel between transmitter k and the

common receiver with two antennas considering the interfering signals from the other

transmitter plus the background Gaussian noise as the colored Gaussian noise. γ
(k)
S for

user k, k=1, 2, can be calculated in the single-user SIMO channel between transmitter k
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Table 3.1. Parameters of (3.75) for γ
(1)
S and γ

(2)
F at the operating point A.

parameters γ
(1)
S γ

(2)
F

h ĥ1 =

(
h11

0

)
h2 =

(
h12

h22

)

Kz

(
N1 0

0 N2 + P1|h21|2

) (
N1 0

0 N2

)
+ P1h1h

∗T
1

ĥ ĥ1 =

(
h11

0

)
ĥ2 =

(
h12

h22

)

K̂z

(
N1 0

0 N2 + P1|h21|2

) (
N1 0

0 N2 + P1|h21|2

)
+ P1ĥ1ĥ

∗T
1

Table 3.2. Parameters of (3.75) for γ
(1)
F and γ

(2)
S at the operating point B.

parameters γ
(1)
F γ

(2)
S

h h1 =

(
h11

h21

)
h2 =

(
h12

h22

)

Kz

(
N1 0

0 N2

)
+ P2h2h

∗T
2

(
N1 0

0 N2 + P1|h21|2

)

ĥ ĥ1 =

(
h11

0

)
ĥ2 =

(
h12

h22

)

K̂z

(
N1 0

0 N2 + P1|h21|2

)
+ P2ĥ2ĥ

∗T
2

(
N1 0

0 N2 + P1|h21|2

)

and the common receiver with two antennas considering the background Gaussian noise

under the assumption that the other user has been decoded. Without loss of generality,

γ
(k)
F and γ

(k)
S , k=1, 2, can be calculated using the same equation of (3.75) with different

parameters based on the available knowledge of CSI. The parameters in the equation

of (3.75) to calculate the SINR pairs (γ
(1)
S , γ

(2)
F ) and (γ

(1)
F , γ

(2)
S ) at the operating points

A and B for the investigated MAC without knowledge of h21 are listed in Table 3.1

and Table 3.2, respectively. These parameters are obtained based on the comparison

between the exact effects due to the lack of knowledge about h21 and the effects due

to the simplified equivalent channel Z1-MAC in use. For the calculation of γ
(1)
S and

γ
(2)
S , the simplified equivalent channel Z1-MAC is sufficient to describe the effects of

the lack of knowledge about h21, i.e., the channel corresponding to h21 is not a useful

channel for user 1 any more and the signal through this channel is treated as enhanced
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noise at receiver antenna 2. Therefore, ĥ = h and K̂z = Kz are applied in the linear

MMSE filter. However, for the calculation of γ
(1)
F and γ

(2)
F , the simplified equivalent

channel Z1-MAC is not the exact equivalent channel for the investigated MAC missing

the knowledge about h21. The reason is that the Z1-MAC is not sufficient to describe

the effect related to the incomplete exploitation of the correlation between the received

signal components from transmitter 1 at the two receiver antennas due to the lack of

knowledge about h21. Therefore, for the calculations of γ
(1)
F and γ

(2)
F the SIMO channel

with h and Kz based on the exact CSI of the investigated MAC and the linear MMSE

filter with ĥ1 6= h1 and K̂z 6= Kz based on the CSI of the simplified equivalent channel

Z1-MAC are considered.

Based on the calculation results for γ
(k)
F and γ

(k)
S , k=1, 2, the rate pairs (R1,A, R2,A),

(R1,B, R2,B) of (3.67)–(3.70) and hence the achievable rate region for the IC with co-

operative receivers but without knowledge about h21 can be easily obtained. Some

numerical results on the information-theoretic performance of the two-user Gaussian

IC with or without cooperative reception based on different levels of knowledge of

CSI are shown in Figure 3.17. The Han-Kobayashi achievable rate region for the IC

denoted as “ICF” without cooperative reception and with full knowledge of CSI, the

Han-Kobayashi achievable rate region for the IC denoted as “ICP” without cooperative

reception and without knowledge about h21, the capacity region of the IC denoted as

“MACF” with cooperative receivers and with full knowledge of CSI, and the achiev-
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able rate region for the IC denoted as “MACP” with cooperative receivers but without

knowledge about h21 are compared. Referring to the achievable rate region for the ICP,

both cooperative reception and more knowledge of CSI can improve its information-

theoretic performance. Comparing the achievable rate region for the ICP to that for

the ICF, the lack of knowledge of CSI about a certain channel can cause a significant

performance loss for the corresponding user. For example, the lack of knowledge about

h21 can significantly reduce the rate region concerning R2. Comparing the achievable

rate region for the MACP to that for the MACF, partial knowledge of CSI causes per-

formance loss in the IC with cooperative reception as well. However, with the help

of cooperative reception, no knowledge of h21 results in only a moderate degradation

of the rate region concerning R2. The reason is that cooperation between two users

exploits all the channels for both users. A tradeoff between the performances of two

users is made implicitly. Most importantly, cooperative reception can greatly improve

the system performance even if only partial knowledge of CSI is available as can be

seen when comparing the achievable rate region for the MACP to that for the ICP.

It is worth noting that the above achievable rate region in the case of partial CSI is ob-

tained considering no knowledge about h21 at all. Therefore, enhanced noise variance

and h21 = 0 are assumed in the simplified equivalent channel. However, in realis-

tic scenarios, the achievable rate region can be enlarged by exploiting the statistical

knowledge the channel coefficient whose exact instantaneous value is unknown.

3.4 Broadcast channel - cooperation at transmit-

ters in the downlink

3.4.1 Equivalent channel for interference channel with coop-
erative transmitters

In the concept of cooperative communication in cellular networks, in addition to the

cooperative reception in the UL as discussed above, the cooperative transmission in the

DL is investigated in this section with respect to its information-theoretic performance.

Similar to the case in the UL, a two-cell mobile radio cellular system is taken as the

exemplary scenario. Its information-theoretic model in the DL with cooperative trans-

mission, i.e., the two-user complex-valued Gaussian IC with cooperative transmitters,

and an equivalent channel for this IC, i.e., the two-user complex-valued Gaussian BC

with two antennas at the common transmitter, are shown in Figure 3.18. Considering

the reciprocity of the mobile radio channels in the investigated TDD systems, every
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Figure 3.18. The information-theoretic model for two-cell mobile radio cellular system
applying cooperative transmission in the DL: two-user IC with cooperative transmitters
or BC with two antennas at the common transmitter.

channel has the same channel coefficient in the UL and in the DL. Therefore, the re-

lationship between the DL channel matrix HDL of the IC which is equivalent to the

channel matrix HBC of the BC in Figure 3.18 and the UL channel matrix HUL of the

IC which is equivalent to the channel matrix HMAC of the MAC in Figure 3.12 is

HUL = HMAC = HT
DL = HT

BC = H =

(
h11 h12

h21 h22

)
=

(
h′

11 h′
21

h′
12 h′

22

)
. (3.76)

It is assumed that the noise variances at the two receivers in the BC in Figure 3.18 are

equivalent to the noise variances at the two receivers in the MAC in Figure 3.12. The

sum power constraint P of the transmitted signals in the BC is equal to the sum of the

individual power constraints P1 and P2 of the transmitted signals in the MAC. Based

on the above assumptions, the information-theoretic duality between the investigated

MAC and the investigated BC, i.e., the equivalent channels for the IC with cooperative

receivers and for the IC with cooperative transmitters, respectively, will be established.

3.4.2 Capacity region of the broadcast channel with full CSI

In a general BC, the common transmitter sends information to two or more receivers.

The capacity region of the physically degraded BC was fully characterized many years

ago [Cov72]. In recent years, the strategy of dirty-paper coding (DPC) which was

originally proposed in [Cos83] has been found to be a very promising approach in the

Gaussian MIMO BC, i.e., the vector Gaussian BC [CS03,VJG03,YC04,JVG04,WSS06].

It has been found that DPC achieves the sum-capacity [VJG03,YC04] and helps to

establish the information-theoretic MAC-BC duality [VJG03,JVG04]. Recent work has

shown that DPC also achieves the capacity region of the vector Gaussian BC [WSS06].
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In this section, firstly the capacity region of the physically degraded BC will be briefly

introduced, and the strategy to achieve the capacity region of a scalar Gaussian BC as

an exemplary degraded BC will be illustrated. Then, the achievable rate region for the

vector Gaussian BC with two antennas at the common transmitter and a single antenna

at each receiver which is an equivalent channel for the two-user IC with cooperative

transmitters will be investigated in detail.

Considering a discrete memoryless two-user BC consisting of an input set X and two

output sets Y1 and Y2, the output variables Y1∈Y1 and Y2∈Y2 are obtained from the

input variable X∈X through the channel with conditional probabilities Pr(y1, y2 | x).

It is worth mentioning that if any receiver or the transmitter is equipped with multiple

antennas, the corresponding input or output variable is a vector. Without loss of

generality, a two-user BC is said to be physically degraded if [CT06]

Pr{y1, y2 |x} = Pr{y1 |x}·Pr{y2 | y1}. (3.77)

Theorem 3.10. [CT06] The capacity region of a two-user physically degraded BC

with X → Y1→ Y2 is the convex hull of the closure of all rate pairs (R1, R2) which

satisfy

0 ≤ R2 ≤ I(U ; Y2) (3.78)

0 ≤ R1 ≤ I(X; Y1 | U) (3.79)

for some distribution of the probability Pr{u} ·Pr{x | u} ·Pr{y1, y2 | x}, where the

cardinality of the auxiliary random variable U is bounded by |U| ≤ min{|X |, |Y1|, |Y2|}.

An exemplary degraded BC is the two-user scalar Gaussian BC with a single transmit-

ter antenna and a single antenna per receiver. The received signals read

y
k

= hkx + nk, k = 1, 2, (3.80)

with the transmitted signal x considering the average power constraint P , the channel

coefficients hk, and the noise signals nk ∼ CN (0, N0), k=1, 2. Without loss of general-

ity, it is assumed that user 2 has a stronger channel, i.e., |h1| ≤ |h2|. The transmitted

signal x = x1 + x2 which is simply the superposition of independent Gaussian code-

words x1 for user 1 and x2 for user 2 is applied. In receiver 1, user 1 is decoded by

treating the signal from user 2 as Gaussian noise. If user 1 can be decoded at receiver

1, it can also be decoded at receiver 2 where user 1 has a larger or at least the same

SNR as compared to that at receiver 1. Therefore, the SIC strategy can be applied in

receiver 2. Namely, receiver 2 firstly decodes user 1 by treating the signal from user 2

as Gaussian noise, and then it decodes user 2 based on the received signal from which
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the signal from user 1 can be subtracted with the knowledge of the decoded user 1.

Applying the above strategy, the rate pair (R1, R2) with

R1 = log2

(
1 +

P1|h1|2
P2|h1|2 + N0

)
(3.81)

R2 = log2

(
1 +

P2|h2|2
N0

)
(3.82)

can be achieved with the power constraints P1 for x1 and P2 for x2. In this BC, the

strategy of superposition coding with the rate pair (R1, R2) in the equations of (3.81)

and (3.82) combined with the SIC decoding is found to be optimal from the information-

theoretic point of view [TV05,Ber74]. The capacity region of the above two-user scalar

Gaussian BC is obtained from all the rate pairs calculated from (3.81) and (3.82) over

all possible power allocations with the sum power constraint P = P1 + P2 lying on

its boundary. This information-theoretic optimal strategy in the two-user scalar BC

can be easily extended to the more general multiuser scalar Gaussian BC, where the

receiver of each user can decode and subtract the codewords of the users which have

smaller channel gains than that of itself.

While the SIC decoding based on superposition coding is a receiver-centric strategy,

DPC is considered as a very promising transmitter-centric strategy to achieve the

capacity region of the scalar Gaussian BC [Cos83, CS00]. The principle of the DPC

strategy in the two-user scalar Gaussian BC is as follows. Firstly, the transmitter

chooses codewords for user 1. Then, the transmitter chooses codewords for user 2 with

the noncausal knowledge of the codewords for user 1 and the knowledge of CSI. In other

words, the interference for user 2 is noncausally known at the transmitter. According

to [CS00,YC01], the data rate R2 for user 2 in (3.82) which can be achieved is as high as

the one if no interference exists by choosing codewords for user 2 which presubtract the

interference for user 2 due to the codewords for user 1. However, since the codewords

for user 2 are statistically independent of the codewords for user 1, user 1 can only be

reliably decoded with the data rate of (3.81) where x2 appears as Gaussian noise for

user 1. It is worth noting that although the users can be encoded in any order in the

DPC strategy, only when users are encoded in the order of increasing channel gains,

the DPC strategy achieves the capacity region of the scalar Gaussian BC.

Now let us have a look at the achievable rate region for the IC with cooperative

transmitters based on the information-theoretic results of its equivalent channel, i.e.,

the BC with multiple transmitter antennas. However, the BC with multiple transmitter

antennas in general does not belong to the class of degraded BCs whose capacity regions

have been fully characterized. Fortunately, the DPC strategy applied in the scalar

Gaussian BC can be easily extended to the vector Gaussian BC, i.e., Gaussian MIMO
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BC with multiple users and multiple antennas, to obtain an achievable rate region

named as the DPC rate region [YC01, YRBC04]. Most recently, it has been shown

that the DPC rate region coincides with the capacity region of the vector Gaussian

BC [WSS06]. Thanks to the duality between the DPC rate region for the MIMO BC

and the capacity region of the MIMO MAC [VJG03], the DPC rate region for the

Gaussian BC with two transmitter antennas as an equivalent channel for the two-user

Gaussian IC with cooperative transmitters can be easily computed. In the following,

the application of the information-theoretic duality to obtain the DPC rate region for

the investigated BC in Figure 3.18 considering its dual MAC in Figure 3.12 is presented.

The information-theoretic duality between the investigated BC and the investigated

MAC is established based on the physical duality between their channel matrices as

indicated in (3.76). The channel vectors hi = (h1i, h2i)
T of the channels from the

transmitter antenna array to the receivers i, i=1, 2, are included in the channel matrix

HT = (h1,h2)
T of the BC. Meanwhile, the same channel vectors hi from transmitters

i to the receiver antenna array are included in the channel matrix H = (h1,h2) of the

MAC. Additionally, in order to establish the information-theoretic duality between the

BC and the MAC, the same noise covariance matrix Φn = diag{N0, N0} is assumed

at the receiver side in both the BC and the dual MAC. Furthermore, the same sum

power constraint P is assumed in the BC and in the dual MAC. Namely, in the BC the

covariance matrices Q
i

of the transmitted signals for users i, i=1, 2, satisfy the sum

power constraint Tr(Q
1
+Q

2
) ≤ P . In the MAC with a single antenna per transmitter,

the covariance matrices of the transmitted signals for users i, i=1, 2, are degraded to

the scalar power constraints Pi with the sum power constraint P1 + P2 ≤ P . Applying

the DPC strategy in the two-user Gaussian BC, any encoding order of the users is

possible. Without loss of generality, the rate pair (R1,BC, R2,BC) with

R1,BC = log2

(
1 +

(
N0 + h∗T

1 Q
2
h1

)−1

h∗T
1 Q

1
h1

)
(3.83)

R2,BC = log2

(
1 + N−1

0 h∗T
2 Q

2
h2

)
(3.84)

can be achieved when user 1 is firstly encoded and then user 2 is encoded [YC01,

VJG03]. If the order of users for encoding is exchanged, the corresponding rate pair

can be obtained using (3.83) and (3.84) with indices 1 and 2 exchanged with each other

everywhere. The DPC rate region RDPC(P,HT) is obtained as the convex hull of the

closure of all rate pairs (R1,BC, R2,BC) calculated from (3.83) and (3.84) over all possible

positive semidefinite covariance matrices Q
1

and Q
2

constrained by Tr(Q
1
+ Q

2
) ≤ P

and over all possible encoding orders of the users. In the investigated two-user Gaussian

MAC, the MMSE-SIC receiver is applied to achieve the sum-capacity of the MAC.

Without loss of generality, the rate pair (R1,MAC, R2,MAC) with
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R1,MAC = log2

(
1 + P1h

∗T
1

(
Φn + P2h2 h∗T

2

)−1
h1

)
(3.85)

R2,MAC = log2

(
1 + P2h

∗T
2 Φ−1

n h2

)
(3.86)

can be achieved when the users are decoded in the order of user 1 first and user 2

second [YRBC04,VJG03]. The capacity region of the MAC RMAC(P1, P2,H) can be

obtained using Theorem 3.9 as a pentagon considering three constraints corresponding

to the sum-capacity and the individual capacities for the two users. Let

Runion
MAC(P,H) ,

⋃

P1+P2≤P

RMAC(P1, P2,H) (3.87)

denote the capacity region of the MAC with a sum power constraint instead of indi-

vidual user power constraints. Referring to [VJG03], the information-theoretic duality

between the investigated BC and the investigated MAC is established as follows.

Theorem 3.11. With the same sum power constraint P , the DPC rate region for the

BC is equivalent to the capacity region of the dual MAC, i.e.,

RDPC(P,HT) = Runion
MAC(P,H) . (3.88)

Theorem 3.12. The capacity region of the dual MAC with individual power con-

straints P1 and P2 for two users is the intersection of the scaled DPC rate region for

the BC, which can be mathematically described as

RMAC(P1, P2,H) =
⋂

βi>0, i=1,2

RDPC

(
2∑

i=1

Pi

βi
,
(√

β1h1,
√

β2h2

)T
)

. (3.89)

Proofs of the above theorems have been presented in [VJG03] in detail for the case

where N0 = 1. Furthermore, the proofs can be easily extended for the case where

N0 > 0. An important application of the information-theoretic duality is to compute

the DPC rate region in a simple way. The optimal BC covariance matrices can be

obtained through a transformation of the optimal MAC covariance matrices which can

be easily obtained due to the convex structure of the MAC rate equations. Especially,

the covariance matrices in the investigated two-user MAC are degraded to the scalar

power constraints. The DPC rate region which is difficult to be directly computed

can be obtained with the help of its dual MAC whose capacity region can be easily

computed.

In the following, the analytical calculation will show that every point on the bound-

ary of the DPC rate region for the investigated two-user BC is a corner point of the

capacity region achieved by the MMSE-SIC receiver for the dual MAC. For each point



3.4 Broadcast channel - cooperation at transmitters in the downlink 77

corresponding to the same rate pair achieved both in the BC and in the MAC, the

information-theoretic duality is established provided that the order in which the users

are encoded in the DPC strategy for the BC is opposite to the order in which the

users are decoded in the MMSE-SIC receiver for the MAC. Without loss of general-

ity, a decreasing order of the users for encoding is assumed in the BC, i.e., user 2 is

firstly encoded and then user 1 is encoded. Hence, an increasing order of the users for

decoding has to be assumed in the MAC, i.e., user 1 is firstly decoded and then user

2 is decoded. Correspondingly, the rate pair (R1,BC, R2,BC) on the boundary of the

DPC rate region for the BC can be obtained using (3.83) and (3.84), and the rate pair

(R1,MAC, R2,MAC) as a corner point of the capacity region of the MAC can be obtained

using (3.85) and (3.86). With

A1 = N0 , A2 = N0 + h∗T
2 Q

1
h2 , (3.90)

B1 = Φn + P2h2 h∗T
2 , and B2 = Φn , (3.91)

the above data rate equations of (3.83)–(3.86) can be rewritten as:

Ri,BC = log2det
(
I + A−1

i h∗T
i Q

i
hi

)
(3.92)

Ri,MAC = log2det
(
I + B−1

i h∗T
i Pihi

)
. (3.93)

As stated in [VJG03], in order to achieve the same rate pair in the BC and in the dual

MAC, i.e., Ri,BC of (3.92) being equal to Ri,MAC of (3.93), the BC covariance matrix

Q
i
for user i is obtained as a function of the power Pi for user i in the MAC as

Q
i
= B

−1/2
i Fi G

∗T
i A

1/2
i Pi A

1/2
i Gi F

∗T
i B

−1/2
i , (3.94)

where Fi and G∗T
i are obtained from the singular value decomposition (SVD) of

B
−1/2
i hiA

1/2
i as B

−1/2
i hiA

1/2
i = FiΛiG

∗T
i with a square and diagonal matrix Λi. It

has been proven in [VJG03] that the covariance matrices obtained from (3.94) fulfill

the sum power constraint
∑2

i=1 Tr(Q
i
) ≤∑2

i=1 Pi. Similarly, the power Pi for user i in

the MAC can be obtained as a function of the BC covariance matrix Q
i
for user i as

Pi = A
−1/2
i Fi G

∗T
i B

1/2
i Q

i
B

1/2
i Gi F

∗T
i A

−1/2
i , (3.95)

where Fi and G∗T
i are obtained from the SVD of A

−1/2
i hiB

1/2
i as A

−1/2
i hiB

1/2
i =

FiΛiG
∗T
i with a square and diagonal matrix Λi. The powers derived from (3.95)

fulfill the sum power constraint
∑2

i=1 Pi ≤
∑2

i=1 Tr(Q
i
). Therefore, the MAC powers

P1, P2 and the BC covariance matrices Q
1
, Q

2
with the same sum power constraint∑2

i=1 Pi =
∑2

i=1 Tr(Q
i
) ≤ P which lead to the same rate pair can always be found.

In order to illustrate the application of the information-theoretic duality, some nu-

merical results are shown in the following. In the investigated two-user Gaussian IC in
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Figure 3.19. DPC rate region for the investigated two-user Gaussian BC obtained
from the capacity region of its dual MAC. Parameters: h1 = (1, 1√

2
(0.5 + 0.5j))T,

h2 = ( 1√
2
(0.3 + 0.3j), 1)T, P1 + P2 = P = 12 and N0 = 1.

Figure 3.12, the channel vectors h1 = (1, 1√
2
(0.5+0.5j))T and h2 = ( 1√

2
(0.3+0.3j), 1)T,

power constraints P1 = 6 and P2 = 6, and noise variance N0 = 1 are assumed. With

cooperative transmission in the DL, the IC can be considered as the above investigated

BC with two transmitter antennas. With cooperative reception in the UL, the IC can

be considered as the above investigated MAC with two receiver antennas which is dual

to the investigated BC. In order to achieve the same rate pair at the corner point of

the capacity region of the MAC with power constraints P1 = 6 and P2 = 6, the cor-

responding optimal BC covariance matrices can be obtained from P1 and P2 following

the equation of (3.94) as:

Q
1

=

(
4.4156 −1.2273 + 1.9415j

−1.2273− 1.9415j 1.1948

)
(3.96)

Q
2

=

(
1.4745 1.9036− 1.9036j

1.9036 + 1.9036j 4.9151

)
. (3.97)

Obviously, the sum power constraint Tr(Q
1
)+Tr(Q

2
) = 12 = P1+P2 is fulfilled. Figure

3.19 shows how the DPC rate region for the investigated two-user BC is obtained with

the help of its dual MAC. Many pentagonal capacity regions of the MAC with different

values of the individual user powers P1 and P2 satisfying the sum power constraint

P = P1 + P2 = 12 are plotted. With the same sum power constraint P = 12, the DPC

rate region for the two-user BC is obtained as a union of the pentagonal capacity regions

of the dual MAC with all possible power allocations. In this way, the computational

complexity to obtain the DPC rate region is significantly reduced.
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3.4.3 Achievable rate region for the broadcast channel with

partial CSI

In the above section, the information-theoretic duality between the BC as an equivalent

channel for the two-user IC with cooperative transmitters and the MAC as an equiv-

alent channel for the two-user IC with cooperative receivers is established. The DPC

rate region as the capacity region of the BC can be computed with the help of its dual

MAC. However, the duality is established based on the implicit assumption that full

knowledge of CSI is available. In the case that partial knowledge of CSI is considered,

the question whether the information-theoretic duality still exists is a problem which

naturally arises. It has been shown that the MMSE filter is an information-theoretic

optimal receiver in the MAC with the SIC strategy, and it can also be used as the

optimal transmitter filter in the BC with the DPC strategy [TV05]. In this section,

the information-theoretic duality between the BC applying the DPC strategy in the

transmitter with the MMSE transmit signature ck,BC for each user k and the MAC

applying the SIC strategy in the receiver with the MMSE receive signature ck,MAC for

each user k, k=1, . . . , K, is derived. The derivation of the information-theoretic duality

in this section follows the same idea considered in the derivation of the duality between

the BC and the MAC applying linear transmission and detection strategies in [TV05].

Without loss of generality, the derivation is not limited to the case of two users but

is also suitable for the case of multiple users, i.e., K≥2. K antennas at the common

transmitter and a single antenna at each receiver are considered in the BC, while K

antennas at the common receiver and a single antenna at each transmitter are consid-

ered in the MAC. In general, different levels of knowledge of CSI can be considered

in the transmit signatures ck,BC and the receive signatures ck,MAC. When full per-

fect CSI is considered, the following derivation is just an alternative derivation of the

information-theoretic duality presented in the above section. More interestingly, when

partial knowledge of CSI is considered, the information-theoretic duality still exists

when the effects of partial knowledge of CSI can be fully characterized by the sub-

optimum transmit signatures ck,BC in the BC and the suboptimum receive signatures

ck,MAC in the MAC.

It is assumed that the same partial knowledge of CSI is considered in both the BC and

the MAC which have dual physical channels as indicated in (3.76). Naturally, for each

user k the suboptimum transmit signature ck,BC of the MMSE filter in the BC which

is equivalent to the suboptimum receive signature ck,MAC of the MMSE filter in the

MAC is applied as

ck , ck,BC = ck,MAC. (3.98)

In the Gaussian BC, the transmitted vector x is obtained through the MMSE transmit

filters with transmit signatures ck from data symbols x̃k with powers P ′
k for individual
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users k, k=1, . . . , K, as

x =

K∑

k=1

c∗kx̃k . (3.99)

The normalized transmit signatures ‖ck‖=1 are considered to keep the powers P ′
k for

individual users k, k=1, . . . , K, unmodified. Considering i.i.d. Gaussian noise signals

nk ∼ CN (0, N0) at individual simple receivers k equipped with a single antenna, the

received signal y
k

for each user k is treated as this user’s estimated data symbol

x̂k = y
k

= hT
k c∗kx̃k +

∑

j<k

hT
k c∗j x̃j +

∑

j>k

hT
k c∗j x̃j + nk . (3.100)

Applying the DPC strategy, interference management is performed in the transmitter.

Without loss of generality, a decreasing order of users for encoding is considered, i.e.,

the user k is encoded with full knowledge about the codewords of the users k+1, . . . , K.

With perfect knowledge of CSI, the interference
∑

j>k hT
k c∗j x̃j from users k + 1, . . . , K

can be canceled from y
k

of (3.100). In the case that only partial knowledge of CSI

is considered, it is assumed that the effects of partial knowledge of CSI can be fully

characterized by the suboptimum transmit signatures ck. In this way, the interference∑
j>k hT

k c∗j x̃j is still treated as removable for user k, but the suboptimum transmit

signatures with partial CSI will result in degraded SINRs and hence an information-

theoretic performance degradation. The resulting SINR for each user k considering

suboptimum transmit signatures reads

γ
(k)
BC =

P ′
k|c∗Tk hk|2

N0 +
∑

j<k P ′
j|c∗Tj hk|2

. (3.101)

In the dual Gaussian MAC, from the transmitted signals xk which are equivalent to the

data symbols x̃k with power constraints Pk for individual users k, the received vector

is obtained as

y =

K∑

k=1

hkxk + n =

K∑

k=1

hkx̃k + n . (3.102)

The noise vector n consists of the noise signals nk with the same statistical distributions

as the noise signals in the BC. Applying the MMSE-SIC strategy in the MAC with

the receive signatures ck which are equivalent to the transmit signatures in the BC,

the interference management is performed in the receiver. In order to establish the

information-theoretic duality, the order in which users are decoded is opposite to the

order in which users are encoded in the BC. Namely, an increasing order of users for

decoding is considered such that each user k is decoded with full knowledge about the

transmitted signals of users 1, . . . , k− 1. Therefore, the interference
∑

j<k c∗Tk hjxj can

be canceled from the following estimated data symbol for user k

x̂k = c∗Tk hkxk +
∑

j<k

c∗Tk hjxj +
∑

j>k

c∗Tk hjxj + c∗Tk n . (3.103)
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Similar to the case in the BC, the assumption that the effects of partial knowledge of

CSI can be fully described by the suboptimum receive signatures ck is considered in

the MAC. With the normalized receive signature ‖ck‖=1 for each user k, the resulting

SINR for user k can be written as

γ
(k)
MAC =

Pk|c∗Tk hk|2
N0 +

∑
j>k Pj|c∗Tk hj |2

. (3.104)

Introducing the vector a = (a1, . . . , aK)T with

ak =
γ

(k)
BC

(1 + γ
(k)
BC)|c∗Tk hk|2

, (3.105)

the vector b = (b1, . . . , bK)T with

bk =
γ

(k)
MAC

(1 + γ
(k)
MAC)|c∗Tk hk|2

, (3.106)

the vector p′ = (P ′
1, . . . , P

′
K) and the vector p = (P1, . . . , PK), (3.101) and (3.104) can

be rewritten in the matrix-vector notation as:

(IK − diag{a1, . . . , aK}A )p′ = N0a (3.107)
(
IK − diag{b1, . . . , bK}AT

)
p = N0b . (3.108)

In both (3.107) and (3.108), the same K ×K lower triangular matrix A is considered

with its (k, j)-th entry being equal to |c∗Tj hk|2 if j ≤ k and equal to 0 if j > k. The

information-theoretic duality between the BC and the MAC can be established if the

BC and the MAC with the same sum power constraint can achieve the same rate sets,

i.e., the same SINRs γ
(k)
BC = γ

(k)
MAC for individual users k, k=1, . . . , K. This statement

can be seen by rewriting (3.107) and (3.108) as:

p′ = N0 (IK − diag{a1, . . . , aK}A )−1 a = N0 (Da −A )−1 1K (3.109)

p = N0

(
IK − diag{b1, . . . , bK}AT

)−1
b = N0

(
Db −AT

)−1
1K . (3.110)

In the above expressions, Da = diag{1/a1, . . . , 1/aK}, Db = diag{1/b1, . . . , 1/bK} and

1K indicating the vector with dimension K consisting of 1’s are considered. Achieving

the same SINRs in the BC and in the MAC, i.e., a = b, the relationship between the

sum power constraint of the BC and that of the MAC is derived as

K∑

k=1

Pk = N01
T
K (Da −A)−1 1K = N01

T
K

[
(Da −A)−1]T 1K

= N01
T
K

(
Da −AT

)−1
1K =

K∑

k=1

P ′
k . (3.111)
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The above equation completes the derivation of the information-theoretic duality be-

tween the BC and the MAC with the same available knowledge of CSI. It is worth

emphasizing that the above information-theoretic duality holds for the BC and the

dual MAC under the assumption that the effects due to the partial knowledge of CSI

can be fully characterized by the suboptimum transmit signatures and the suboptimum

receive signatures considering partial CSI. However, this is not always the best choice

to exactly assess the performance loss due to partial CSI. For example, in the case that

there is no knowledge about a certain channel coefficient, the interference through the

channel whose CSI is totally unknown can not be removed. In this case, the effect

due to partial knowledge of CSI could be modeled by an enhanced noise variance in

a simplified equivalent channel as described in Section 3.3.3 for the two-user Gaussian

MAC.

Numerical results in Figure 3.20 show us how to obtain the achievable DPC rate region

for the BC as an equivalent channel for the two-user Gaussian IC with cooperative

transmitters where only partial knowledge of CSI is available. Considering the same

sum power constraint and the same partial knowledge of CSI in both the investigated

BC and its dual MAC, the DPC rate region for the BC can be obtained from the

achievable rate regions for its dual MAC. The BC in Figure 3.18 with the same noise

variance N1 = N2 = N0 at different receivers is taken as the original investigated

channel. The dual MAC for this BC is shown in Figure 3.12. Considering partial

knowledge of CSI, the Z1-MAC in Figure 3.16 is taken as an example of the estimated

channel for the dual MAC. As mentioned in Section 3.3.3, the SINRs γ
(k)
F and γ

(k)
S ,

k=1, 2, corresponding to the rate pairs at the corner points of the pentagonal achievable

rate region for the MAC can be calculated following the equation of (3.75). The channel

vector h and the noise covariance matrix Kz in the SIMO channel for each user are

obtained based on the dual MAC. The estimated channel vector ĥ and the estimated

noise covariance matrix K̂z are obtained based on the Z1-MAC, and are considered in

the suboptimum receive signature c = K̂
−1

z ĥ for each user. These parameters h, Kz,

ĥ and K̂z required in the calculation of γ
(k)
F , k = 1, 2, when user k is firstly decoded

in the SIC scheme can be directly found in Table 3.1 and Table 3.2. However, the

calculation process of γ
(k)
S , k = 1, 2, when user k is secondly decoded in the SIC scheme

is not the same as in Section 3.3.3. In this section it is assumed that the effects due

to partial knowledge of CSI can be fully characterized by the suboptimum receive

signatures, and the available knowledge of CSI is sufficient to cancel the interference

coming from the user which has been decoded. Correspondingly, the noise covariance

matrix Kz = diag{N0, N0} and the channel vector h = (h1k, h2k)
T are considered in

the SIMO channel for each user k, k=1, 2, while ĥ and K̂z can be directly found in

Table 3.1 and Table 3.2.
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Figure 3.20. Achievable DPC rate region for the investigated two-user Gaussian BC
with partial CSI obtained from the achievable rate region for its dual MAC with partial
CSI. Parameters: h1 = (1, 1√

2
(0.5+0.5j))T, h2 = ( 1√

2
(0.3+0.3j), 1)T, P1+P2 = P = 12,

and N0 = 1.

With different values of the individual user powers P1 and P2 satisfying the sum power

constraint P1 + P2 = 12, many pentagonal achievable rate regions for the dual MAC

with partial knowledge of CSI are computed and plotted in Figure 3.20. Similar to the

case of full CSI, in the case that the same partial knowledge of CSI is considered in both

the BC and the dual MAC, the achievable DPC rate region for the BC constrained

by the sum power P = 12 can be obtained as a union of the pentagonal achievable

rate regions for the dual MAC with all possible power allocations satisfying the sum

power constraint P1 +P2 = 12. Comparing the achievable DPC rate region for the BC

with partial CSI to the DPC rate region for the BC with full CSI, it is shown that

partial knowledge of CSI can cause significant information-theoretic performance loss

especially for the user whose corresponding useful channel is not fully characterized.

However, at some operating points of interest, the partial knowledge of CSI causes only

a little performance loss. This result encourages us to pursuit the practical cooperative

transmission scheme with appropriately selected significant CSI.

3.5 Cooperative MIMO channel - full cooperation

In order to improve the system performance of conventional cellular systems without

multi-cell cooperation, practical cooperative communication strategies based on coor-

dinated BSs, i.e., cooperative reception in the UL and cooperative transmission in the
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Figure 3.21. The information-theoretic model for the two-cell mobile radio cellular sys-
tem applying fully cooperative communication scheme: MIMO channel and its equiv-
alent channel.

DL, are proposed. Correspondingly, the information-theoretic performance gains of the

investigated MAC and of the investigated BC as compared to the investigated IC are

discussed in the above sections. In the present section, the cooperative communication

concept in the extreme case of full cooperation where the cooperation is simultaneously

performed both at the transmitters and at the receivers is investigated. In contrast to

the cooperative reception scheme in the UL or the cooperative transmission scheme in

the DL where the cooperation is always performed at coordinated BSs, in the fully co-

operative communication scheme cooperative transmission at coordinated MSs in the

UL and cooperative reception at coordinated MSs in the DL are also required besides

the cooperation at BSs. Without loss of generality, the fully cooperative communica-

tion scheme will be investigated taking the two-user complex-valued Gaussian IC in

Figure 3.3 corresponding to the UL channel of a two-cell mobile radio system without

cooperation as the reference model. The results can be easily extended to the DL

channel which is physically dual to the UL channel as indicated in (3.76).

The investigated two-user IC with fully cooperative communication scheme is depicted

in Figure 3.21. Gaussian distributed input signals xk ∈ C, k = 1, 2, included in the

transmitted vector x = (x1, x2)
T, perfect deterministic CSI at both the transmitter

side and the receiver side described by the channel matrix H in (3.76), and the i.i.d.

Gaussian noise signals nk ∼ CN (0, N0), k = 1, 2, included in the noise vector n =

(n1, n2)
T are assumed. The received vector y = (y

1
, y

2
)T consisting of the received

signals y
k
∈C, k=1, 2, can be written as

y = Hx + n . (3.112)

Applying the fully cooperative communication scheme at the transmitters and at the

receivers, the sum-capacity for the investigated IC can be obtained by treating this
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IC as a single-user MIMO channel. In this MIMO channel, the antennas of individual

transmitters are considered as the antenna array at the transmitter side, while the

antennas for individual receivers are considered as the antenna array at the receiver

side. The sum power constraint P = P1 + P2 obtained from the individual user power

constraints P1 and P2 in the investigated two-user IC is considered in the MIMO

channel. Thanks to the wide spatial separation between the users in different cells

of realistic cellular systems, a sufficient spatial diversity is ensured in the investigated

two-user IC [GKH+07]. Therefore, it is reasonable to assume a full-rank channel matrix

H in the considered single-user MIMO channel corresponding to this IC. The capacity

for this MIMO channel can be computed with the help of an equivalent channel, i.e., a

single-user Gaussian channel with two parallel SISO subchannels as depicted in Figure

3.21 [TV05]. This equivalent channel can be obtained from the SVD of the 2 × 2

channel matrix H with rank 2 as

H = UΛV∗T , (3.113)

where U and V are unitary matrices corresponding to the rotation operations in the

linear data transmission. Corresponding to the scaling operation in the linear data

transmission, Λ is a 2×2 square diagonal matrix with the ordered positive real-valued

singular values λ1 ≥ λ2 of H as its diagonal elements and 0s as its off-diagonal elements.

Let

x̃ = V∗Tx , ỹ = U∗Ty , ñ = U∗Tn , (3.114)

(3.112) can be rewritten as

ỹ = U∗Ty = U∗TUΛV∗T x + U∗Tn = Λ x̃ + ñ (3.115)

with the unitary matrix U satisfying U∗TU = I. The same sum power constraint for

the signals in x̃ and in x is ensured by

x̃∗Tx̃ = x∗TVV∗Tx = x∗Tx (3.116)

with the unitary matrix V satisfying VV∗T = I. The same statistical distribution of

ñ and n can be ensured when n is circular symmetric Gaussian random vector and

U is a unitary matrix [TV05]. Therefore, the channel described in (3.115) with the

input vector x̃, the output vector ỹ, the noise vector ñ, and the channel matrix Λ

is equivalent to the channel described in (3.112) from the information-theoretic point

of view. In the case where the transmitter of the MIMO channel has full knowledge

of the CSI, the water-filling algorithm can be applied for finding the optimum power

allocation which achieves the maximum capacity. The optimum transmit powers P̃k

for the individual parallel subchannels with channel coefficients λk, k = 1, 2, in the

equivalent channel read [TV05]

P̃k =

(
Pw −

N0

λ2
k

)+

, ([x]+ = x, if x ≥ 0; [x]+ = 0, if x < 0) , (3.117)
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Figure 3.22. Achievable rate regions for the investigated two-user Gaussian IC with no
cooperation indicated by “IC(P1, P2)”, with only cooperative reception indicated by
“MAC(P1, P2)”, with only cooperative transmission indicated by “BC(P )”, and with
full cooperation indicated by “MIMO(P )”. Parameters: h1 = (1, 1√

2
(0.5 + 0.5j))T,

h2 = ( 1√
2
(0.3 + 0.3j), 1)T, P1 = 6, P2 = 6, P = 12 and N1 = N2 = N0 = 1.

where Pw is chosen in such a way that the power constraint P̃1 + P̃2 = P is fulfilled.

However, in the case that the transmitter of the MIMO channel has no knowledge of

the CSI, the best thing to do is to allocate the power equally to parallel subchannels

as
P̃1 = P̃2 = P/2 . (3.118)

Considering the transmit powers P̃k, k=1, 2, obtained from the optimum power alloca-

tion strategy with the available channel knowledge at the transmitter side, the capacity

of the equivalent channel with two parallel Gaussian SISO subchannels reads

C =

2∑

k=1

log2

(
1 +

P̃kλ
2
k

N0

)
. (3.119)

Numerical results in Figure 3.22 give a clear view of the information-theoretic per-

formance of the two-user Gaussian IC with different communication strategies. The

following achievable rate regions are plotted and compared in Figure 3.22:

• The Han-Kobayashi achievable rate region for the two-user IC with individual

user power constraints P1 and P2 as the information-theoretic model for the two-

cell cellular system without cooperation is denoted by “IC(P1, P2)”.

• The capacity region of the two-user MAC with individual user power constraints

P1 and P2 as the information-theoretic model for the two-cell cellular system with

cooperative reception in the UL is denoted by “MAC(P1, P2)”.
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• The DPC rate region for the two-user BC with the sum power constraint P as

the information-theoretic model for the two-cell cellular system with cooperative

transmission in the DL is denoted by “BC(P )”.

• The achievable rate region for the full cooperative two-user IC with the sum

power constraint P as the information-theoretic model for the two-cell cellular

system with cooperative transmitters and cooperative receivers is denoted by

“MIMO(P )”.

It is worth noting that the last achievable rate region is obtained with respect to the

sum-capacity which is equivalent to the capacity of the MIMO channel corresponding

to this IC. It can be seen that the cooperative communication scheme can signifi-

cantly improve the system performance from the fact that the “MAC(P1, P2)” and

the “BC(P )” outperform the “IC(P1, P2)”. The “BC(P )” is obtained by exploiting

the information-theoretic duality between the BC and the MAC as a union of the ca-

pacity regions “MAC(P1, P2)” over all possible power allocation P1 and P2 satisfying

P1 + P2 = P . Therefore, the capacity region “MAC(P1 = 6, P2 = 6)” is contained

in the DPC rate region “BC(P = 12)”. Obviously, the “MIMO(P )” considering both

transmitter cooperation and receiver cooperation outperforms the “MAC(P1, P2)” and

the “BC(P )”.

Corresponding to the boundary of the achievable rate region “MIMO(P )”, the sum-

capacity of the full cooperative IC which is equivalent to the capacity of the MIMO

channel for this IC is an upper bound of the sum-capacity of the BC [VJG03]. Al-

though in Figure 3.22 the boundary of the DPC rate region for the BC is quite close

to the boundary of the achievable rate region for the full cooperative IC in a seg-

ment, the upper bound on the sum-capacity for the BC derived from the capacity of

the MIMO channel is in general not tight. A tighter upper bound can be derived by

introducing noise correlations at different receivers which affect the capacity of the

MIMO channel but have no influence on the capacity region of the BC without re-

ceiver cooperation. As a much tighter upper bound of the sum-capacity of the BC,

the Sato bound is obtained from the capacity of the MIMO channel with worst-case

noise [Sat78b,VJG03,YC04]. From the mathematical point of view, this is a min-max

problem of the capacity considering the input covariance matrix and the noise covari-

ance matrix simultaneously [JB04]. Additionally, an iterative water-filling algorithm

has been proposed to obtain the optimum input covariance matrices for maximum

sum-capacity in the Gaussian vector MAC [YRBC04]. A similar iterative algorithm

considering the sum power constraint has been proposed for power allocation aiming

at sum-rate maximization in the IC [DWA09].
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Chapter 4

Cooperative reception in the uplink

4.1 Preliminary remarks

As one part of the cooperative communication concept, cooperative reception in the

UL is discussed in this chapter from the following two points of view. Firstly, typical

multiuser detection strategies which could theoretically be used as candidates for the

joint signal processing in cooperative reception are reviewed. Especially, some novel

advanced multiuser detection techniques based on statistical signal processing are pro-

posed. Secondly, a practical cooperative reception scheme, i.e., decentralized iterative

JD with significant CSI at the coordinated BSs, is proposed. Practical issues in realis-

tic cellular systems such as the implementation complexity and the limited ability to

track CSI are taken into consideration in this scheme.

According to the multiuser OFDM-MIMO system model of a K-cell mobile radio cel-

lular system presented in Chapter 2, one BS and one active MS per cell are considered

at each time slot in each OFDM subcarrier. In the UL with the channel matrix HUL

of dimensions KA×KM assuming KA ≥ KM = K, the received vector e reads

e = (e(1), . . . , e(KA))T = HUL · s + n = HUL · d + n . (4.1)

The transmitted vector s = (s(1), . . . , s(K))T is equivalent to the data vector d =

(d(1), . . . , d(K))T if simple OFDM transmitters without any pre-processing or coopera-

tion are applied at the MSs. The transmit power per data symbol is denoted by Pd.

Based on the observation of the received vector e, multiuser detection is performed for

cooperative reception at the coordinated BSs which jointly serve the MSs.

4.2 Multiuser detection strategies

4.2.1 Optimum detection

Section 4.2 starts with a review of conventional multiuser detection strategies as po-

tential candidates for the cooperative reception scheme [Web03].

Aiming at minimum detection error probability, the optimum multiuser receiver has

been proposed in [Ver86,Ver98]. Let D denote the data symbol alphabet with d(k) ∈ D,
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e
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Figure 4.1. UL system model with a linear multiuser receiver.

and let DK denote the data vector alphabet with d ∈ DK . Following the maximum-a-

posteriori (MAP) criterion, the estimated data vector d̂ can be obtained as

d̂ = argmax
d∈DK

{Pr {d|e}} . (4.2)

If equal a priori probabilities Pr{d} are considered or the probabilities Pr{d} are

unknown to the receiver, the maximum-likelihood (ML) detector described by

d̂ = argmax
d∈DK

{p (e|d)} (4.3)

can be derived from the MAP detector described by (4.2) according to the Bayes’s rule.

Considering the system model of (4.1) with the assumed i.i.d. Gaussian noise signals,

i.e., n ∼ CN
(
0, σ2IKA×KA

)
, the ML detector of (4.3) can be rewritten as

d̂ = argmax
d∈DK

{p (n=e−HULd)} = argmax
d∈DK





exp
(
−‖e−HULd‖2

σ2

)

(πσ2)KA



 = argmin

d∈DK

{
‖e−HULd‖2

}
.

(4.4)

An exhaustive search is required in both the MAP detector and the ML detector.

Even a moderate number K of users can already result in extremely high computational

complexity. Therefore, efficient suboptimum multiuser detectors which make a tradeoff

between performance and complexity are of more interest in practice.

4.2.2 Linear multiuser detection

Concerning suboptimum multiuser detection with moderate computational complexity,

the conventional linear multiuser receivers are firstly discussed. As described in Figure

4.1, the estimated data vector in a general linear multiuser receiver can be written as

d̂ = D · e = DHUL · d + D · n , (4.5)

where D is the considered linear demodulator matrix. Through the linear operation

on the received signals, one can obtain continuous-valued data estimates ignoring the

constraint of the discrete data symbol alphabet. Quantization techniques can be after-

wards applied if necessary. Various linear multiuser receivers with respect to different

performance criteria have been studied [BFKM93,KKB96,Mos96,Ver98,TH99,Web03,

Küh06]. In the following, the principles of two typical linear multiuser receivers are

discussed.
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Matched filtering (MF) receiver

As a simple but classic linear multiuser receiver, the MF receiver fights against the

background noise to maximize the output SNR. Following the principle of maximal-

ratio combining (MRC), the MF receiver for user k projects the received vector e

onto the direction along hk = [HUL]k corresponding to the useful channels of user k.

The matrix operator [·]k returns the k-th column of its argument as a column vector.

Consequently, the MF demodulator matrix is obtained as

DMF = H∗T
UL . (4.6)

Considering i.i.d. complex-valued Gaussian noise signals with the variance σ2, the

resulting output SNR for each user k is

γ
(k)
MF =

‖hk‖2 E
{
|d(k)|2

}

σ2
=
‖hk‖2Pd

σ2
. (4.7)

Zero forcing (ZF) receiver

The ZF multiuser receiver fights against the multiuser interference to achieve

interference-free communications. In fact, the multiuser ZF receiver is a decorrelator

which combines the MF and the linear projection operation for interference nulling.

For each user k the decorrelator projects the received vector e onto the direction within

the subspace orthogonal to all the vectors h1, . . . ,hk−1,hk+1, . . . ,hK and closest to hk.

Assuming that the column vectors of the channel matrix HUL of dimensions KA×K

are linearly independent and KA ≥ K, the ZF demodulator matrix DZF is derived as

the left Moore-Penrose pseudo-inverse of HUL [KKB96,TV05], i.e.,

DZF =
(
H∗T

ULHUL

)−1
H∗T

UL . (4.8)

Applying DZF in (4.5), the estimated data vector is obtained as

d̂ =
(
H∗T

ULHUL

)−1
H∗T

UL · e = d +
(
H∗T

ULHUL

)−1
H∗T

UL · n . (4.9)

The resulting output SNR can be obtained as

γ
(k)
ZF =

Pd

σ2
[(

H∗T
ULHUL

)−1
]

k,k

≤ γ
(k)
MF =

Pd

[
H∗T

ULHUL

]
k,k

σ2
, (4.10)

where the matrix operator [·]k,k returns the (k, k)-th element of its argument. The ZF

receiver totally removes all the multiuser interference paying the price of the amplified

noise. Therefore, the ZF multiuser receiver is a suitable choice for the interference-

limited cellular systems with weak background noise.

Additionally, the MMSE multiuser receiver which makes a compromise between the

noise enhancement and the interference cancellation has been studied in [Fis02,KKB96,

Web03,Küh06].
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Figure 4.2. General structure of iterative interference cancellation multiuser receiver.

4.2.3 Iterative interference cancellation

In this section, iterative interference cancellation techniques as an attractive subclass

of multiuser detection strategies are discussed. The basic principle of iterative inter-

ference cancellation is to iteratively use the estimated data symbols obtained from the

previous iteration as the feedback to reconstruct and cancel the interference in the cur-

rent iteration [And05, Kha08]. The general structure of the interference cancellation

multiuser receiver is depicted in Figure 4.2. With the pre-filter matrix P, the forward

filter matrix F and the feedback filter matrix B, the estimated data vector d̂(i) in the

i-th iteration is obtained from the received vector e based on the refined estimated

data vector
ˆ̂
d(i− 1) from the (i− 1)-th iteration as

d̂(i) = F
(
P · e−B · ˆ̂d(i− 1)

)
. (4.11)

The structures of the filter matrices P, F and B vary according to the applied itera-

tive interference cancellation algorithm, e.g., PIC or SIC. A linear iterative multiuser

receiver is obtained if a simple transparent data estimate refinement is applied, i.e.,
ˆ̂
d(i) = d̂(i). A nonlinear iterative multiuser receiver is obtained if hard or soft quantiza-

tion techniques are applied for the data estimate refinement. A suitable data estimate

refiner could improve the system performance. After the iterative interference cancel-

lation, the data estimates will be forwarded to the demodulator and decoder. Two

main iterative interference cancellation techniques, i.e., PIC and SIC, are discussed in

the following.

Parallel interference cancellation (PIC)

The basic principle of PIC follows the idea of the Jacobi algorithm in linear algebra

which calculates the solution of a system of linear equations in an iterative way instead
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1. g(k) =
∑

kA
H

(kA,k)∗

UL H
(kA,k)
UL , ∀k

2.
ˆ̂
d

(k)

(0) = 0, ∀k
3. r(k) =

∑
kA

H
(kA,k)∗

UL · e(kA), ∀k
4. for i = 1, . . . , L do

5. d̂
(k)

(i) = 1
g(k) ·

(
r(k) −∑k′ 6=k

∑
kA

H
(kA,k)∗

UL H
(kA,k′)
UL · ˆ̂

d
(k′)

(i− 1)

)
, ∀k

6.
ˆ̂
d
(k)

(i) = QHD

(
d̂
(k)

(i)
)
, ∀k

7. end for // parallel computation for all k = 1, . . . ,K in every iteration i

Figure 4.3. PIC algorithm in the iterative multiuser receiver.

of performing matrix inversion [HJ85,GvL96]. The matrix-vector notation of the PIC

algorithm aiming at the ZF solution can be described by

d̂(i) =
(
diag

(
H∗T

ULHUL

))−1
(
H∗T

UL · e− diag
(
H∗T

ULHUL

) ˆ̂
d(i− 1)

)
, (4.12)

where diag(·) returns a matrix containing the offdiagonal elements of its argument.

Corresponding to the general structure of the iterative multiuser receiver in Figure 4.2,

the pre-filter matrix P, the forward filter matrix F and the feedback filter matrix B

are:

P = H∗T
UL (4.13)

F =
(
diag

(
H∗T

ULHUL

))−1
(4.14)

B = diag
(
H∗T

ULHUL

)
. (4.15)

At the end of each iteration, the data estimates d̂
(k)

included in the estimated data

vector d̂(i) go through the data estimate refiner to obtain the refined data estimates

ˆ̂
d

(k)

included in the refined estimated data vector
ˆ̂
d(i). In practice, hard quantization

exploiting the knowledge of the data symbol alphabet D as described by

ˆ̂
d

(k)

= QHD(d̂
(k)

) = argmin
d(k)∈D

{
‖d̂(k) − d(k)‖2

}
, k = 1, . . . , K, (4.16)

is frequently used for the data estimate refinement. When BPSK modulation is applied,

the hard quantization function is simplified to the sign function, i.e., QHD(d̂
(k)

) =

sgn(d̂
(k)

). In Figure 4.3, a nonlinear PIC receiver with hard quantization is shown.

When transparent data estimate refinement
ˆ̂
d(i) = d̂(i) is applied, (4.12) describes the

iterative version of the linear ZF algorithm described by (4.9). If this PIC algorithm

converges, the limiting values of the data estimates are equivalent to the data estimates

directly obtained from the ZF algorithm. Considering a channel matrix of size K×K,

the linear ZF algorithm requiring the matrix inversion has a computational complexity
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order O(K3). The corresponding PIC algorithm with L iterations has a computational

complexity order O(K2 · L). For typical realistic cellular systems with a large number

of users, K is much larger than L, and therefore the PIC algorithm is of more interest.

A practical cooperative reception scheme based on the PIC algorithm will be proposed

in Section 4.3.

Successive interference cancellation (SIC)

Unlike the PIC technique which performs interference cancellation for users simulta-

neously, the SIC technique performs interference cancellation for users successively.

Interestingly, SIC is a capacity-achieving strategy in many basic information-theoretic

models [TV05,CT06,GJJV03].

The SIC technique investigated in this section is based on the QR decomposition fol-

lowing the idea of the Gram-Schmidt algorithm [GvL96,WBR+,WRB+02]. Similar to

the above PIC algorithm, the QR-SIC algorithm discussed in the following is also de-

signed aiming at the ZF solution for interference-limited cellular systems. The matrix

HUL of dimensions KA×K can be decomposed into a unitary matrix Q of dimensions

KA×K and an upper triangular matrix R of dimensions K×K as [GvL96]

HUL = (h1, . . . ,hK) = Q ·R =
(
q

1
, . . . ,q

K

)
·




R(1,1) . . . R(1,K)

. . .
...

0 R(K,K)


 , (4.17)

where hk = [HUL]k and q
k

=
[
Q
]
k

with the matrix operator [·]k returning the k-th

column of its argument as a column vector. Since the matrix Q is unitary,

Q∗T · e = Q∗T · (HUL · d + n) = (Q∗T ·Q) ·R · d + Q∗T · n = R · d + ñ (4.18)

holds considering the received vector e of (4.1) and the modified noise vector ñ = Q∗T·n
with the same statistics as the noise vector n. Motivated by the equation of (4.18), an

iterative interference cancellation algorithm aiming at the ZF solution is derived as

d̂(i) = (diag (R))−1
(
Q∗T · e− diag (R) · ˆ̂d(i− 1)

)
. (4.19)

Corresponding to the general iterative multiuser receiver in Figure 4.2, the pre-filter

matrix P, the forward filter matrix F and the feedback filter matrix B are:

P = Q∗T (4.20)

F = (diag (R))−1 (4.21)

B = diag (R) . (4.22)
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1. HUL = Q ·R applying sorted QR decomposition (SQRD)

2. for k=K, . . . , 1 do

3. y(k) = 1
R(k,k)

∑
kA

Q(kA,k)∗e(kA)

4. d̂
(k)

= y(k) − 1
R(k,k)

∑K
k′=k+1 R(k,k′) ˆ̂

d
(k′)

5.
ˆ̂
d

(k)

= QHD

(
d̂
(k)
)

6. end for // successive computation from k=K to k=1

7. reordering of refined data estimates
ˆ̂
d
(k)

included in
ˆ̂
d

(k)

according to SQRD

Figure 4.4. The SQRD-based SIC algorithm.

With the upper triangular matrix R, the data estimate for user k = 1, . . . , K

d̂
(k)

(i) =
1

R(k,k)
·
(

R(k,k) · d(k) + ñ(k) +

K∑

k′=k+1

R(k,k′) · d(k′) −
K∑

k′=k+1

R(k,k′) · ˆ̂
d
(k′)

(i− 1)

)

(4.23)

can be obtained. Obviously, it is not necessary to perform data estimation for any user k

before the required data estimates
ˆ̂
d

(k′)

, k′=k+1, . . . , K for interference cancellation of

this user k have already been reliably obtained. Therefore, the interference cancellation

is performed successively in the order from user k = K to user k = 1. Only the data

symbol of one user is estimated per iteration, and altogether L = K iterations are

required to complete the data estimation for all users. Corresponding to the equation of

(4.19),
ˆ̂
d(i−1) = (0, . . . ,

ˆ̂
d

(k+1)

, . . . ,
ˆ̂
d

(K)

)T including previously obtained data estimates

is considered in the iteration i = K−k+1 for user k to obtain its data estimate d̂
(k)

included in the estimated data vector d̂(i) = (0, . . . , 0, d̂
(k)

, . . . , d̂
(K)

)T. The very nice

thing is that in the first iteration the interference-free data estimate of user k=K can

be directly obtained. In the following in iteration i, the interference-free data estimate

of user k = K − i + 1 can be obtained based on the correctly refined data estimates
ˆ̂
d

(k′)

, k′ = k + 1, . . . , K. For the data estimate refinement, hard quantization QHD(·)
described in (4.16) can be applied. In general, the interference-free data estimates of

the SIC receiver can be written as

d̂
(k)

= d(k) +
1

R(k,k)
· ñ(k), k=1, . . . , K . (4.24)

The SNR of each user k obtained from (4.24) is proportional to R(k,k). Different per-

mutations of the column vectors in the channel matrix HUL result in different matrices

R and consequently different system performance [Küh06]. In order to reduce the error

propagation effect of hard decision, the sorted QR decomposition (SQRD) algorithm



4.2 Multiuser detection strategies 95

0 5 10 15 20 25 30
10

-4

10
-3

10
-2

10
-1

10
0

MF

ZF

SIC-HD

PIC-HD

ML

0 5 10 15 20 25 30
10

-4

10
-3

10
-2

10
-1

10
0

MF

ZF

SIC-HD

PIC-HD

ML

10log10

(
Pd

σ2

)
/dB10log10

(
Pd

σ2

)
/dB

B
E

R

B
E

R

(a) HUL = H1 (b) HUL = H2

Figure 4.5. BERs for different multiuser receivers considering two exemplary channel
matrices H1 = (0.4, 1; 0.2, 1) and H2 = (1, 0.2, 0.2; 0.1, 1, 0.2; 0.4, 0.1, 1).

which intends to maximize R(k,k) in every detecting step can be applied in the SIC

receiver [FGVW99,WBR+,WRB+02]. In Figure 4.4, the SQRD-based SIC algorithm

is described.

Assuming QPSK modulation, numerical results in Figure 4.5 illustrate the system per-

formance of the above multiuser receivers. It is shown that the channel structure of the

multiuser MIMO system, i.e., the relationship between the channel coefficients, has a

significant influence on the system performance of the iterative interference cancellation

receivers. The channel structure determines whether the PIC algorithm converges or

not. In case of convergence, the BER curve of the PIC receiver without quantization is

equivalent to that of the ZF receiver, which is also equivalent to the BER curve of the

SIC receiver without quantization. Additionally, the BER curve based on the limiting

values of the PIC receiver with hard quantization denoted by “PIC–HD”, and the BER

curve of the SIC receiver with hard quantization denoted by “SIC–HD” are plotted.

Considering the channel matrix H1, the PIC receiver with hard quantization has a

better performance than the ZF receiver. However, this result is not always true due

to the error propagation of hard decision as illustrated by the BER curves considering

the channel matrix H2. If the column vectors of the channel matrix have distinctively

different Euclidean norms, the SIC receiver can benefit much from the sorting and the

quantization to achieve much better system performance than the ZF receiver. Gen-

erally, there is no simple answer to the question whether the PIC receiver or the SIC

receiver has a better performance. Different scenarios with different MIMO channel

structures have their own favourite iterative receivers [VA90,PH94,GW96,And05].
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As for the implementation issues, the PIC receiver considering K users and L iterations

has the computational complexity order O(L ·K2) and the iteration latency order

O(L). The SIC receiver based on the QR decomposition with K iterations has the

computational complexity order O(K3) and the iteration latency order O(K). In

realistic cellular networks with a large value of K, the PIC receiver is a more practical

choice as compared to the SIC receiver if only a small number L of iterations is sufficient.

4.2.4 Advanced multiuser detection based on statistical signal
processing

Following the principles of statistical signal processing [Kay93,Kay98], two advanced

multiuser detection schemes exploiting soft information are proposed in this section.

The soft information is extracted from the statistical knowledge of random system

parameters in the form of probability density functions (PDFs).

The multiuser detection schemes in the above sections are designed based on known

system parameters, e.g., noise variances and channel coefficients. In practice, these

parameters have to be previously estimated, and then could be treated as known de-

terministic parameters in multiuser detection. However, in most realistic scenarios

many parameters are not constants but random variables with certain statistical dis-

tributions. Although it may be difficult to exactly track the instantaneous values of

these parameters at each time slot, in most scenarios it is easy to obtain a statistical

knowledge of these parameters based on measured or empirical data. In communication

systems where the computational complexity is not a key issue but high system perfor-

mance is required, it is worth pursuing the optimum data detection scheme exploiting

the soft information extracted from a statistical knowledge of the random parameters.

At least, the optimum data detection scheme can provide an upper-bound of the system

performance to evaluate different suboptimum data detection schemes. In the following,

the first advanced multiuser detection scheme exploits the statistical knowledge of ran-

dom noise variances in different subcarriers of an OFDM system [WW08,WWKK08].

The second advanced multiuser detection scheme exploits the statistical knowledge of

imperfect CSI, i.e., the PDF of the channel coefficients and the PDF of the channel

errors, in a two-user communication channel with cooperative receivers.

Optimum nonlinear MMSE detection with random noise variances

In a lot of research work on data detection in mobile radio systems, the noise for

each user is simply assumed to be Gaussian distributed with known variance [MW03,
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INF01]. However, in many realistic scenarios of interest the noise variance is changing

as a random variable, and consequently the noise is not strictly Gaussian distributed

[WC00, EODD02]. In practice, a suboptimum solution was proposed which firstly

performs a separate estimation of the instantaneous noise variance at each time slot

and then makes use of this estimate for data detection [WM02,ZLW01]. However, an

insufficient number of received signals in realistic systems limits the performance of the

noise variance estimation and hence the data detection. Fortunately, the approximate

distribution of the noise variance can be easily obtained in most realistic scenarios.

Exploiting the data symbol alphabet and the statistical knowledge of the noise signals

concerning the PDF of the noise variance, an optimum nonlinear MMSE detector is

proposed in the following. For the sake of simplicity, this proposal is firstly considered

in a simple exemplary scenario, i.e., a real-valued OFDM system. This is not a strong

restriction as any complex-valued system can be equivalently modeled as a real-valued

system with double number of dimensions.

In the considered multiuser OFDM system, the data symbols dk of the individual users

k, k=1, . . . , K, are transmitted over individual subcarriers k with channel coefficients

hk. The system model can be described by

e = H · d + n , (4.25)

with the transmitted vector which is equal to the data vector d=(d1, . . . , dK)T when

applying the simple OFDM transmitter, the received vector e=(e1, . . . , eK)T, the noise

vector n=(n1, . . . , nK)T and the channel matrix H=diag{h1, . . . , hK}. Let yk =hkdk

denote the received useful signal in each subcarrier k. Without any intra-subcarrier or

inter-subcarrier interference, the received signal ek in each subcarrier

ek = hk · dk + nk = yk + nk (4.26)

contains the received useful signal yk and the noise signal nk. Applying the BPSK

modulation with dk ∈ {−1; +1}, k = 1, . . . , K, the symbol alphabet of the received

useful signal yk in each subcarrier k can be obtained as

Vyk
= {v1, v2} = {−hk, hk} ⊂ R . (4.27)

Concerning the model of the noise statistics in the considered OFDM system, the noise

signals nk are assumed to be independently Gaussian distributed if the values of the

individual noise variances σ2
k, k = 1, . . . , K, are known. The conditional joint PDF of

the noise vector can be written as

p(n|σ2
1 , . . . , σ

2
K) =

e−
1
2(n2

1/σ2
1+···+n2

K/σ2
K)

(
√

2π)K · σ1 · · ·σK

. (4.28)

The PDF of the noise variance is derived from a realistic noise model as follows:
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• There are N noise or interference sources which are generally considered as N

noise sources with the same given unit power. The noise signal at the receiver in

each subcarrier results from the superposition of N noise signal components from

individual noise sources through N individual fading channels. Therefore, with

unit power at different noise sources, the noise variance at each receiver, i.e., the

power of the received noise signal, is the sum of the gains of the fading channels.

• The fading channels in each subcarrier corresponding to different noise sources

are independent. Their channel coefficients are identically Gaussian distributed

with mean 0 and variance Ω in the real-valued system. Therefore, the noise

variance at each receiver is Chi-square distributed.

• The fading channels from the same noise source to receivers in different subcar-

riers are correlated. Therefore, the noise variances σ2
k at different receivers are

correlated multivariate Chi-square distributed with N degrees of freedom.

• In most scenarios of multi-channel reception, the correlation between pairs

of noise variances at two receivers decays as the spacing between the re-

ceivers increases. Considering this fact, the exponential correlation coeffi-

cient of the noise variances σ2
i and σ2

j at two receivers is assumed as ρi,j =

cov(σ2
i , σ

2
j )
/√

var(σ2
i )var(σ2

j ) = ρ|i−j| with 0<ρ<1 based on previous studies on

correlated fading channels [KZK03,AP05].

According to the above statement, the joint PDF of the exponentially correlated mul-

tivariate Chi-square distributed noise variances can be derived using [KZK03] as

p
(
σ2

1 , . . . , σ
2
K

)
=

(σ1σK)(
N
2
−1)e

−
σ2
1+σ2

K+(1+ρ2)
K−1∑

k=2
σ2

k

2Ω(1−ρ2)

(2Ω)(K+ N
2
−1)Γ(N

2 )(1− ρ2)
N(K−1)

2

·
K−1∏

k=1

(
ρ

1−ρ2
)

2−N
2 I(N

2
−1)

( ρ

Ω(1−ρ2)
σkσk+1

)
,

(4.29)

where Γ(x) indicates the Gamma function, and Iκ

(
x
)

indicates the modified Bessel

function of the first kind with the order κ. The PDF of the noise vector n is calculated

as the marginal PDF from the conditional joint PDF of the noise vector p(n|σ2
1 , . . . , σ

2
K)

in (4.28) using (4.29), i.e.,

p(n) =

+∞∫

0

· · ·
+∞∫

0

p(n|σ2
1 , . . . , σ

2
K) · p

(
σ2

1, . . . , σ
2
K

)
dσ2

1 · · ·dσ2
K , (4.30)

which can also be considered as the inverse Gaussian transform of p (σ2
1 , . . . , σ

2
K)

[AVP06,NK07]. With

ϕ(a, b, c) = 2c
a+1
2 b−

a+1
2 K(a+1)(2

√
bc) , (4.31)



4.2 Multiuser detection strategies 99

where Kκ

(
x
)

indicates the modified Bessel function of the second kind with the order

κ, p(n) is obtained as

p(n)=
(2Ω(1−ρ2))

N(1−K)
2

(
√

2π)K(2Ω)
N
2 Γ(N

2
)
·

∞∑

i1,...,iK−1=0

(
K−1∏

j=1

1

ij !
·

(
ρ

2Ω(1−ρ2)

)2ij

Γ(ij + N
2
)
·ϕ
(
N−3

2
+ i1,

1

2Ω(1−ρ2)
,
n2

1

2

)

· · ·ϕ
(

N−3

2
+ ik−2 + ik−1,

1 + ρ2

2Ω(1−ρ2)
,
n2

k−1

2

)
· · ·ϕ

(
N−3

2
+ iK−1,

1

2Ω(1−ρ2)
,
n2

K

2

))
.

(4.32)

Based on the received signal as described by (4.26), the estimated data symbol d̂k can

be obtained through a suitable data detection technique at the receiver. Considering

the scaling factor, i.e., the channel coefficient hk in each subcarrier k, the estimated

received useful signal is denoted by ŷk =hkd̂k. The SNRs at the output of the receiver

read

γ
(k)
out =

y2
k

E {(ŷk − yk)2} =
h2

k · d2
k

h2
k · E

{
(d̂k − dk)2

} =
d2

k

E
{
(d̂k − dk)2

} , k = 1, . . . , K, (4.33)

and the above output SNRs are used for the performance assessment of different data

detection techniques. Obviously, the multiuser detector which minimizes the mean

square error as described by

d̂k = argmin
d̂k

{
E
{

(d̂k − dk)
2|e
}}

(4.34)

maximizes the output SNR. Considering the scaling factor hk, the data symbol estimate

is rewritten as

d̂k = argmin
d̂k

{
E
{

(hk · d̂k︸ ︷︷ ︸
ŷk

−hk · dk︸ ︷︷ ︸
yk

)2|e
}}

=
ŷk

hk
=

1

hk
· argmin

ŷk

{
E
{
(ŷk − yk)

2|e
}}

.

(4.35)

In other words, the nonlinear MMSE detection of the data symbol dk can be converted

to the nonlinear MMSE detection of the received useful signal yk considering a scaling

factor. The estimated received useful signal can be obtained by minimizing

E
{
(ŷk − yk)

2
∣∣e
}

= (ŷk − E{yk|e})2 + var {yk|e} , (4.36)

i.e., by choosing

ŷk = E{yk|e} . (4.37)

With respect to different levels of knowledge of the noise variance, alternative nonlinear

MMSE detectors can be implemented in various ways. In the best case where the noise
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-

nonlinear MMSE detector

with known σ2
k

variance

estimation σ̂2
k

hard decision

ỹ

e

n̂

ek

nonlinear MMSE detector

with statistical knowledge

of noise variance σ2
k

e

e

ŷk

ŷk

conventional nonlinear MMSE detector optimum nonlinear MMSE detector

Figure 4.6. Nonlinear MMSE detectors with separately estimated noise variance or
with the statistical knowledge of noise variance σ2

k.

variances σ2
k in the subcarriers k, k = 1, . . . , K, are perfectly known by the nonlinear

MMSE detector, the noise signals nk in different subcarriers are independently Gaussian

distributed. Therefore, the estimated received useful signal ŷk of each user k depends

only on the received signal ek in its own subcarrier, and (4.37) is simplified to

ŷk = E{yk|ek} =

2∑
m=1

vm p(ek|yk = vm) Pr{vm}
2∑

m=1
p(ek|yk = vm) Pr{vm}

=

2∑
m=1

vm e
− (ek−vm)2

2σ2
k

2∑
m=1

e
− (ek−vm)2

2σ2
k

. (4.38)

In (4.38), equal a-priori probabilities Pr{vm} are assumed for all possible symbols

vm ∈ Vyk
described by (4.27), and p(ek|yk=vm) = p(nk) can be calculated from the

PDF of the Gaussian distributed noise signal with the known noise variance. However,

in most realistic mobile communication systems, the value of the noise variance is not

a-priori known by the receiver. Many state of the art data detectors have a separate

noise variance estimator. For simplicity, it is assumed that all subcarriers have the

same noise variance σ2, and consequently a nonlinear MMSE detector with a separate

noise variance estimator is implemented as shown in Figure 4.6. The noise variance is

estimated by exploiting the estimated noise vector n̂ in K subcarriers as

σ̂2
k = (n̂T · n̂)/K = ((e− ỹ)T · (e− ỹ))/K , (4.39)

where the initially estimated received useful vector ỹ is obtained by hard decision.

In realistic communication systems, the statistical knowledge of the noise variance

instead of the exact value of the instantaneous noise variance is much easier to be

obtained. In order to avoid the separate variance estimation and to obtain better

system performance, one promising optimum nonlinear MMSE detector as shown in

Figure 4.6 which makes full use of the limited knowledge of noise is applied as follows.

With the received useful vector alphabet

Uy ={u1, . . . ,uM}, um =(um,1 . . . um,K)T (4.40)
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of cardinality M=2K with um,k ∈Vyk
, m=1, . . . , M, k =1, . . . , K, the received useful

signal estimate at each receiver following the rationale of (4.37) can be obtained as

ŷk =

M=2K∑
m=1

um,k p(e|y = um) Pr{um}
M=2K∑
m=1

p(e|y = um) Pr{um}
=

M=2K∑
m=1

um,k p(e− um)

M=2K∑
m=1

p(e− um)

, (4.41)

where equal a-priori probabilities Pr{um} are assumed. The required PDF

p(e|y = um) = p(e− um) = p(n) (4.42)

in (4.41) can be calculated from (4.32) which is derived from the realistic noise statistic

model with the exponentially correlated multivariate Chi-square distributed noise vari-

ances. In this way, the optimum nonlinear MMSE detector exploiting the knowledge of

the given alphabet of the received useful vector and the statistical knowledge of noise

is implemented to minimize the mean square error, i.e., to maximize the output SNR.

The performance of the proposed optimum nonlinear MMSE detector with statistical

knowledge of noise variance is assessed with the help of some numerical results. Data

transmission applying BPSK modulation in a two-user OFDM system allocating a

single subcarrier to each user with noise coming from two noise sources is considered,

i.e., K = 2 and N = 2 are assumed in (4.32) for the PDF of the noise vector. In

order to obtain numerical results, a truncation of the infinite series in (4.32) is made

to the first I terms. It can be verified that the error ∆I resulting from the truncation

can meet any desired accuracy when I is large enough [WWKK08]. The PDF of the

noise vector is shown in Figure 4.7 considering the first I = 60 terms of the infinite

series in (4.32). Exploiting the obtained PDF of the noise and the data alphabet of the

useful signal in the proposed optimum nonlinear MMSE detector, the received useful

signal estimate ŷ1 as a function of the received signals e1 and e2 which is described

by (4.41) is plotted in Figure 4.8. Since the noise signals in different subcarriers are

correlated with each other as a result of their exponentially correlated noise variances,

the estimate ŷ1 of the useful signal in subcarrier 1 depends not only on the received

signal e1 in subcarrier 1, but also on the received signal e2 in subcarrier 2. As one

special case of correlated noise variances, the case of the same noise variance in all

the subcarriers, i.e., σ2
k = σ2, is considered in Figure 4.9. The numerical results with

respect to the cumulative distribution functions (CDFs) of the SNR γ
(1)
out are shown in

Figure 4.9. It can be seen that the proposed detector exploiting the PDF of the noise

variance clearly outperforms the conventional detector with separately estimated noise

variance.

The above optimum nonlinear MMSE detection can be easily extended to other appli-

cations in the field of multiuser detection. Especially, the principle of this proposal can
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be applied in the data estimate refinement for the iterative multiuser receiver. In the

data estimate refinement, instead of the hard quantization technique, the soft quanti-

zation technique which exploits the soft information could significantly reduce the risk

of error propagation and improve the system performance.

Optimum ML multiuser detection in IC with cooperative receivers exploit-
ing statistical knowledge of imperfect CSI

Conventional multiuser detection techniques are designed under the assumption that

perfect deterministic CSI is available [Ver98,TV05]. However, this assumption is quite

unrealistic considering the limited ability to track the CSI in realistic systems. In recent

years, researchers have paid more and more attention to the influence of imperfect CSI

on data detection in MIMO systems. Some improved suboptimum detection techniques

taking channel errors into consideration have been proposed [DKZ08,WSM06, FF08,

Tar07, Cho08]. In order to improve the system performance with limited knowledge

of CSI, an optimum multiuser detection following the ML rationale exploiting the

statistical knowledge of the imperfect CSI, i.e., the PDF of the channel coefficients

and the PDF of the channel errors, is proposed in the following. The benefits of this

proposal are also demonstrated.

For the sake of simplicity, a two-user real-valued IC with cooperative receivers is taken
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as an exemplary system model for investigation. Applying BPSK modulation, uni-

formly distributed transmitted signals sk ∈ S = {−1; +1}, k = 1, 2 are considered

in the transmitted vector s = (s1, s2)
T. Gaussian distributed noise signals, i.e.,

nk ∼ N (0, σ2
n), k = 1, 2, are assumed in the noise vector n = (n1, n2)

T. As for the

channel model, two types of fading channels are investigated. In the channel model of

type I, the channel coefficients hij∼N (0, σ2
hij

), i=1, 2, j=1, 2, with the same zero mean

and individual variances are considered. In the channel model of type II, the channel

coefficients hij ∼N (µij, σ
2
h), i=1, 2, j=1, 2, with individual non-zero means and the

same variance are considered. Let h = (h11, h21, h12, h22)
T denote the channel vector.

Without loss of generality, the PDF of the CSI corresponding to the above mentioned

two types of fading channels can be written as

p (h) =
∏

i,j

p(hij) =

exp

(
−1

2

∑
i,j

(hij−µij)2

σ2
hij

)

(2π)2
∏
i,j

σhij

, i = 1, 2; j = 1, 2 . (4.43)

Let

H =

(
h11 h12

h21 h22

)
(4.44)

denote the channel matrix. The received vector e = (e1, e2)
T is given by

e = H · s + n . (4.45)

At the receiver with different levels of knowledge of the CSI, different data detection

techniques can be applied. When perfect deterministic instantaneous CSI is available to

the cooperative receivers in the considered two-user IC, the optimum multiuser detector

with respect to the bit error rate (BER) is obtained following the ML rationale as

ŝ = argmax
s∈S2

{p (e|s,h)} (4.46)

exploiting the given alphabet S
2 of the transmitted vector with S={−1; +1} and the

PDF

p (e|s,h) =
exp

(
− 1

2σ2
n

[(e1 − h11s1 − h12s2)
2 + (e2 − h21s1 − h22s2)

2]
)

(√
2πσ2

)2 . (4.47)

However, in most realistic systems only imperfect instantaneous CSI is available to the

receivers, and the above detection technique directly applying the estimated channel

vector ĥ instead of the perfect channel vector h will be degraded to a suboptimum

solution. Fortunately, although the perfect knowledge of instantaneous CSI is diffi-

cult to be obtained in realistic systems, the statistical knowledge of imperfect CSI
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can be easily obtained by the receiver with moderate effort. Based on the measured

and empirical data, it is reasonable to assume that the channel errors are identically

independent Gaussian distributed, i.e., δhij
= (ĥij − hij)∼N (0, σ2

∆), i=1, 2; j=1, 2.

Therefore, the PDF of the imperfect CSI conditioned on the perfect CSI is obtained

from the distribution of the channel errors as

p(ĥ|h) =
∏

i,j

p(ĥij − hij) =

exp

(
−1

2

∑
i,j

(ĥij−hij)
2

σ2
∆

)

(√
2πσ2

∆

)4 , i = 1, 2; j = 1, 2 . (4.48)

An optimum detection scheme exploiting the limited statistical knowledge of imperfect

CSI is proposed for realistic systems as

ŝ = argmax
s∈S

{
p
(
e|s, ĥ

)}
, (4.49)

where p
(
e|s, ĥ

)
is calculated as the marginal PDF of p

(
e,h|s, ĥ

)
using (4.47) as

p
(
e|s, ĥ

)
=

∫
p
(
e,h|s, ĥ

)
dh =

∫
p (e|s,h) p(h|ĥ)dh . (4.50)

The required PDF p(h|ĥ) in (4.50) can be calculated according to the Bayes’ theorem

using (4.43) and (4.48) as

p(h|ĥ) =
p(ĥ|h)p(h)∫
p(ĥ|h)p(h)dh

. (4.51)

The system performance is assessed based on numerical simulation results taking the

BER as the performance criterion. The simulation results in Figure 4.10 correspond

to the fading channel model of type I with the same zero-mean µ = 0 but differ-

ent variances σ2
hij

, i.e., h11 ∼N (0, 1000) , h21 ∼N (0, 0.1) , h12 ∼N (0, 0.0001) , h22 ∼
N (0, 100000). The simulation results in Figure 4.11 correspond to the fading channel

model of type II with the same variance σ2
h = 0.1 but different nonzero-mean values µij,

i.e., h11∼N (1, 0.1) , h21∼N (0.001, 0.1) , h12∼N (0.001, 0.1) , h22∼N (1, 0.1). In Fig-

ure 4.10 and Figure 4.11, the system performance of ZF, i.e., ŝ = sign
{(

ĤTĤ
)−1

ĤT·e
}

applying the estimated channel matrix Ĥ, the suboptimum detection following the ML

rationale in (4.46) but applying the estimated channel vector ĥ instead of h, and the

optimum detection described by (4.49) exploiting the statistical knowledge of imperfect

CSI in (4.50) are compared. Numerical results clearly indicate how much the optimum

data detection scheme outperforms other data detection schemes as a function of the

extent of perfectness of CSI indicated by 10 log10(1/σ
2
∆) and the pseudo-signal-to-noise-

ratio (PSNR) indicated by 10 log10(1/σ
2).
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Figure 4.10. BER versus the extent of the perfectness of CSI and PSNR in the fading
channel model of type I applying different data detection techniques.
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4.3 Practical cooperative reception scheme

4.3.1 Design guidelines and framework

Now let us turn to the topic of high interest about the practical realization of cooper-

ative communication in future mobile radio cellular systems. According to the above

theoretical investigations in the present thesis, some design guidelines are derived tak-

ing the practical constraints in realistic systems such as the implementation complexity

and the ability to track CSI into consideration. Without loss of generality, the follow-

ing design guidelines are suitable for both the cooperative reception scheme in the UL

and the cooperative transmission scheme in the DL.

• Information-theoretic results in Chapter 3 show that the cooperative communi-

cation scheme can significantly enlarge the achievable rate region as compared to

the scheme with no cooperation. At some operating points of interest, the coop-

erative communication scheme considering appropriately selected partial CSI still

achieves good system performance with little capacity loss. These information-

theoretic results encourage us to perform the multi-cell cooperative signal pro-

cessing for interference management in realistic cellular systems. The practical

cooperative communication scheme should make a good compromise between

system performance and implementation complexity. In practice, JD with signif-

icant CSI is applied in the UL to implement cooperative reception, and JT with

significant CSI is applied in the DL to implement cooperative transmission.

• The significant CSI corresponding to the selected significant channels is consid-

ered in JD/JT. Different from various state of the art significant channel selection

strategies as mentioned in Section 1.3, a practical dynamic MS-oriented signifi-

cant channel selection strategy is proposed. Exploiting a limited amount of CSI

for each MS, the channels which really play a significant role in the system per-

formance are selected as the significant channels for this MS. In most realistic

scenarios, for each MS the significant channels which are not necessarily limited

in a fixed structure-oriented small subsystem still exist in this MS’s own cell and

adjacent cells around it. Therefore, in practice for each MS a MS-oriented subsys-

tem with a moderate size can be firstly defined. Then, the dynamic MS-oriented

significant channel selection scheme proposed in [WWAD07,WWWS09] can be

performed in every MS-oriented subsystem.

• Concerning multiuser detection algorithms for JD and multiuser transmission

algorithms for JT, only the ones which are able to achieve the required system

performance with moderate implementation complexity in an interference-limited
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cellular system are suitable choices. Generally, JD/JT can be implemented in a

centralized or decentralized way. In the centralized scheme, joint signal process-

ing is performed in a CU which coordinates all the BSs connected to it via back-

haul links. In the decentralized scheme, distributed cooperative signal processing

without a CU is performed at the coordinated BSs. The neighboring cooperative

BSs are directly connected with each other via backhaul links. The backhaul

links could be high-speed optical fibers or directed point-to-point radio links. An

efficient JD/JT scheme based on a suitable implementation architecture which

can make full use the MS-oriented significant CSI is expected.

• The system performance of the cooperative communication scheme varies with

different smart BS-antenna-layouts introduced in Chapter 2. Furthermore, the

system performance could be significantly influenced by the imperfectness of CSI

due to the limited ability to track the CSI in reality. In a word, a systematic

design of a practical cooperative communication should jointly take the signal

processing algorithm, the significant channel selection strategy, the implementa-

tion architecture, the BS-antenna-layout, and the impact of imperfect channel

knowledge into consideration.

Based on the above design guidelines, the flow of the CSI in the general framework

of a practical cooperative communication scheme gradually shows up in Figure 4.12.

The functionalities of the main steps in the CSI flow and the corresponding CSI to be

obtained or that to be applied in every step are described as follows:

(1) Step 1: System initialization is performed. Namely, the cooperative multiuser

OFDM-MIMO system in every single subcarrier is established from the following

main aspects:

• Applying the OFDM transmission technique, all the intracell interference

can be avoided, and only intercell interference is left to be dealt with.

• It is sufficient to investigate a single subcarrier with one active MS per cell

at each time slot. The active MS can be selected through random scheduling

or adaptive scheduling techniques according to different criteria.

• The BSs can be designed with smart BS-antenna-layouts such as the omni-

DAS, the sector-DAS I, and the sector-DAS II as introduced in Section 2.3.

• The infrastructure of coordinated BSs is established by connecting neighbor-

ing BSs through backhaul links. In practice, a certain protocol for backhaul

communications has to be considered.
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From the point of view of the channel knowledge, the goal of this step is to

obtain the estimated full channel matrix Ĥ for the considered active MSs in the

investigated single subcarrier based on various system setup decisions.

(2) Step 2: Significant channels with respect to the significant useful channels and

the significant interfering channels for each MS are selected. Without loss of

generality, this selection is performed in one single subcarrier of a K-cell cellular

system. As a result, the selection can be mathematically represented by the

significant useful channel indicator matrix H̃U for all the MSs and the MS-specific

significant interfering channel indicator matrices H̃I,k for individual MSs k, k =

1, . . . , K.

From the point of view of the channel knowledge, the goal of this step is to

obtain the estimated significant useful channel matrix ĤU for all the MSs and the

estimated MS-specific significant interfering channel matrices ĤI,k for individual

MSs k from the estimated full channel matrix Ĥ as:

ĤU = Ĥ⊙ H̃U (4.52)

ĤI,k = Ĥ⊙ H̃I,k . (4.53)

The operator ⊙ denotes the element-wise multiplication of two matrices.

(3) Step 3: The decentralized cooperative signal processing considering the estimated

CSI of the significant channels is performed at the coordinated BSs.

• Theoretically, the iterative ZF JD algorithm with partial CSI focusing on

interference cancellation is applied for cooperative reception in the UL. The

iterative ZF JT algorithm with partial CSI focusing on interference presub-

straction is applied for cooperative transmission in the DL.

• In practice, the signal processing following the above algorithms is imple-

mented in a decentralized way based on the infrastructure of coordinated

BSs. The signal processing for all MSs is simultaneously performed at the

involved BSs corresponding to the significant channels. Intermediate results

are exchanged between those BSs during the signal processing.

From the point of view of the channel knowledge, this step applies the estimated

significant CSI included in the partial channel matrices ĤU and ĤI,k in the signal

processing.

Paying attention to the practical issues in realistic cellular systems, the present thesis

reconsiders the concept of cooperative communication from a point of view of partial

CSI, i.e., significant CSI and imperfect CSI. As the key contributions in the proposed
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practical cooperative communication scheme, the significant channel selection in Step

2 will be discussed in detail for the UL in Section 4.3.2 and for the DL in Section 5.3.2.

The decentralized signal processing with significant CSI in Step 3 will be discussed in

detail for the UL in Section 4.3.3 and for the DL in Section 5.3.3. The system perfor-

mance of the proposed cooperative communication scheme will be assessed in Chapter

6, where the impact of the imperfectness of CSI will also be evaluated. Additionally,

diversity techniques which are beyond the scope of the present thesis can be applied

when no knowledge of CSI is available.

4.3.2 Significant channel selection

Without loss of generality, the following significant channel selection is performed in

a K-cell cellular system. This investigated system could also be a subsystem in a

very large cellular system. Based on the system model of Chapter 2, one BS with NA

antennas and one MS with a single antenna are considered in each cell. Altogether

KA = NA ·K antennas at the BS side and K antennas at the MS side are considered.

The UL channel matrix HUL =H of this K-cell system is of dimensions KA×K.

Following the design guidelines in Section 4.3.1, the MS-oriented significant CSI is

considered in the cooperative signal processing in order to maintain good system per-

formance with reduced implementation complexity. The MS-oriented significant CSI is

defined as the CSI of the significant channels which play a significant role in the system

performance of each MS. The signal processing algorithm which has an influence on the

system performance shall be taken into consideration in the design of the significant

channel selection scheme. In the iterative ZF JD algorithm which will be described in

Section 4.3.3 in detail, the matched filtering estimate for each MS is computed, and

then the interfering signals are iteratively cancelled from this estimate. According to

the functionality of the physical mobile radio channels in the UL data transmission,

two types of significant channels for one MS can be distinguished from each other as

follows:

• Significant useful channels for one MS in the UL are the channels over which we

get significant useful contributions when we estimate the data symbols transmit-

ted from this MS.

• Significant interfering channels for one MS in the UL are the channels over which

we get significant interfering signals from other MSs when we receive the data

symbols from this MS.
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The useful channels for each MS k are the channels between this MS and all the BSs

corresponding to the k-th column vector of the channel matrix H. In the formalism of

the KA ×K significant useful channel indicator matrix H̃U, “1”s are assigned to the

positions corresponding to the selected significant useful channels for each MS k in the

k-th column of H̃U. The left positions in each column k are occupied by “0”s indicating

insignificant useful channels for MS k. Obviously, a single matrix H̃U is sufficient to

represent all the significant useful channels for all the MSs.

The interfering channels for each MS k are the channels between other MSs and all

the BSs corresponding to the channel coefficients in the channel matrix H exclusive of

the k-th column. A significant interfering channel for one MS could be considered as

an insignificant interfering channel for another MS. Therefore, it is reasonable to sepa-

rately represent the significant interfering channels for individual MSs k by individual

matrices H̃I,k of dimensions KA ×K named as the MS-specific significant interfering

channel indicator matrices. Furthermore, for each MS there are some channels irrele-

vant to the interference considered in the proposed cooperative communication scheme.

Corresponding to these channels, there are two kinds of “don’t care” elements in each

H̃I,k. One kind of the “don’t care” elements are the elements in the k-th column of H̃I,k

denoting the useful channels for MS k. The other kind of “don’t care” elements are the

elements in the rows corresponding to the insignificant useful channels for this MS k in

H̃I,k. At the BS antennas corresponding to the insignificant useful channels for one MS

k, the received signals will not be considered for this MS k in the proposed JD scheme

with significant CSI. Therefore, it is not necessary to consider the interfering channels

linked to these BS antennas for MS k. Excluding the “don’t care” elements, the CSI of

the left channels is exploited to determine the significant interfering channels. In the

MS specific significant interfering channel indicator matrix H̃I,k, “1”s are assigned to

the positions corresponding to the selected significant interfering channels for MS k.

“0”s are assigned to the positions corresponding to the insignificant interfering chan-

nels for MS k. It doesn’t matter which values are assigned into the positions of the

“don’t care” elements.

Two mathematical criteria for the significant channel selection, i.e., Criterion-I and

Criterion-II, are considered. Taking the channel group including all the channels be-

tween all the antennas of one BS and one MS as the selection unit, Criterion-I is

described as follows. Let SkB
denote the set of indices of the antennas kA which be-

long to the BS kB. For each MS k, a channel with the channel coefficient H(kA,k) is

selected as a significant useful channel if the channel group gain
∑

∀kA∈SkB
|H(kA,k)|2

covers a significant portion of the sum of all useful channel energies for this MS∑
kB

∑
∀kA∈SkB

|H(kA,k)|2. Let Bk denote the set of indices of BSs kB corresponding

to the selected significant useful channel groups for each MS k. For each MS k,
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Algorithm-I to obtain H̃U

1. H̃U = 0KA×K , u = 0KB×1

2. for k=1, . . . ,K do

3. Bk =∅, KB ={1, . . . ,KB}
4. for kB =1, . . . ,KB do

5. u(kB) =
∑

∀kA∈SkB

∣∣∣Ĥ(kA,k)
∣∣∣
2

6. end for

7. for b=1, . . . , NUG do

8. kB = argmax
c∈KB

u(c)

9. for ∀ kA ∈ SkB
do

10. H̃
(kA,k)
U = 1

11. end for

12. KB ← KB − {kB}
13. Bk ← Bk + {kB}
14. end for

15. end for

Algorithm-I to obtain H̃I,k

1. H̃I,k = 0KA×K , U = 0KB×K , KI = ∅,
Kk̄ ={1, . . . , (k − 1), (k + 1), . . . ,K}

2. for ∀ k′ ∈ Kk̄ do

3. for ∀ kB ∈ Bk do

4. U (kB,k′) =
∑

∀kA∈SkB

∣∣Ĥ(kA,k)∗ ·Ĥ(kA,k′)∣∣

5. KI ← KI + {(kB, k′)}
6. end for

7. end for

8. for b=1, . . . , NIG do

9. (kB, k′) = argmax
(cB,c′)∈KI

U (cB,c′)

10. for ∀ kA ∈ SkB
do

11. H̃
(kA,k′)
I,k = 1

12. end for

13. KI ← KI − {(kB, k′)}
14. end for

Figure 4.13. Algorithm-I according to Criterion-I for the significant channel selection.

a channel with the channel coefficient H(kA,k′) is selected as a significant interfering

channel if the channel group weighting factor magnitude
∑

∀kA∈SkB

∣∣H(kA,k)∗H(kA,k′)
∣∣

corresponding to the scaling of the interference in the matched filtering estimate

covers a significant portion of the sum of the channel group weighting factor mag-

nitudes
∑

k′∈Kk̄

∑
kB∈Bk

∑
∀kA∈SkB

∣∣H(kA,k)∗H(kA,k′)
∣∣ for all the interferences to MS k,

where Kk̄ ={1, . . . , k − 1, k + 1, . . . , K}.

Taking the single channel between one BS antenna and one MS as the selection unit,

Criterion-II is described as follows. Let Ak denote the set of indices of the BS antennas

kA corresponding to the selected significant useful channels for each MS k. For each

MS k, a channel with the channel coefficient H(kA,k) is selected as a significant useful

channel if the channel gain |H(kA,k)|2 covers a significant portion of the sum of all useful

channel energies for this MS
∑

kA
|H(kA,k)|2. For each MS k, a channel with the channel

coefficient H(kA,k′) is selected as a significant interfering channel if the channel weighting

factor magnitude
∣∣H(kA,k)∗H(kA,k′)

∣∣ corresponding to the scaling of the interference in

the matched filtering estimate covers a significant portion of the sum of the channel

weighting factor magnitudes
∑

k′∈Kk̄

∑
kA∈Ak

∣∣H(kA,k)∗H(kA,k′)
∣∣ for all the interferences

to MS k, where Kk̄ ={1, . . . , k − 1, k + 1, . . . , K}.

In reality, the available knowledge of CSI in the estimated channel matrix Ĥ is ex-

ploited to select the significant channels. Following the above criteria, only the channel

magnitudes play a role in the significant channel selection. In practice, two efficient
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Algorithm-II to obtain H̃U

1. H̃U = 0KA×K , u = 0KA×1

2. for k=1, . . . ,K do

3. Ak =∅, KA ={1, . . . ,KA}
4. for kA =1, . . . ,KA do

5. u(kA) =
∣∣∣Ĥ(kA,k)

∣∣∣
2

6. end for

7. for a=1, . . . , NU do

8. kA = argmax
c∈KA

u(c)

9. H̃
(kA,k)
U = 1

10. KA ← KA − {kA}
11. Ak ← Ak + {kA}
12. end for

13. end for

Algorithm-II to obtain H̃I,k

1. H̃I,k =0KA×K , U=0KA×K , KI = ∅,
Kk̄ ={1, . . . , (k − 1), (k + 1), . . . ,K}

2. for ∀ k′ ∈ Kk̄ do

3. for ∀ kA ∈ Ak do

4. U (kA,k′) =
∣∣Ĥ(kA,k)∗ · Ĥ(kA,k′)∣∣

5. KI ← KI + {(kA, k′)}
6. end for

7. end for

8. for b=1, . . . , NI do

9. (kA, k′) = argmax
(cA,c′)∈KI

U (cA,c′)

10. H̃
(kA,k′)
I,k = 1

11. KI ← KI − {(kA, k′)}
12. end for

Figure 4.14. Algorithm-II according to Criterion-II for the significant channel selection.

algorithms, i.e., Algorithm-I according to Criterion-I and Algorithm-II according to

Criterion-II, are proposed in Figure 4.13 and Figure 4.14, respectively. In Algorithm-I,

the significant useful channel selection is performed by choosing NUG significant useful

channel groups with the maximum channel group energies for every MS. Excluding

the “don’t care” elements, the significant interfering channel selection is performed

by choosing NIG significant interfering channel groups with the maximum channel

group weighting factor magnitudes of the interferences to every MS. In Algorithm-II,

the significant useful channel selection is performed by choosing NU significant useful

channels with the maximum channel energies for every MS. Excluding the “don’t care”

elements, the significant interfering channel selection is performed by choosing NI sig-

nificant interfering channels with the maximum channel weighting factor magnitudes

of the interferences to every MS. Suitable numbers NUG, NIG, NU and NI can be found

based on some trial tests in different realistic scenarios.

Two MSs have compatible significant interfering channels if all the significant interfer-

ing channels selected for one MS will never be considered as insignificant interfering

channels for the other MS. If all the MSs have compatible significant interfering chan-

nels, all the individual MS-specific significant interfering channel indicator matrices

H̃I,k can be represented by one combined significant interfering channel indicator ma-

trix H̃I. Details of the rules for this combination can be found in Table 4.1 with “1”

indicating a significant channel, “0” indicating an insignificant channel, “∗” indicating

a “don’t care” element and “incomp.”(i.e., incompatible) indicating the case that two

matrices are incompatible.
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Table 4.1. Rules to determine the elements in H̃I as the combination of H̃I,k′ and H̃I,k′′.

H̃
(kA,k)
I,k′

H̃
(kA,k)
I,k′′
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: estimated channel coefficients : significant channels

: insignificant channels : don’t care elements

Figure 4.15. Example for the significant channel selection and the indicator matrix
formalism.

In Figure 4.15, the proposed significant channel selection scheme and the corresponding

significant channel indicator matrix formalism are visualized. For the sake of simplicity,

a 3-cell omni-DAS with one antenna at each BS is used as an exemplary scenario. It

is assumed that the relation between the channel magnitudes strongly depends on the

corresponding distances between the MSs and the BSs. With one antenna per BS,

Algorithm-I and Algorithm-II lead to the same selection results. Figure 4.15 can also

be considered as an exemplary application of Algorithm-I with each position inside the

matrices corresponding to one channel group. Depending on the number of antennas

per BS, each group may contain one or several elements.

In practice, the effort to estimate and to collect the CSI in the above significant channel

selection scheme can be maintained in a permissible level. On one side, only the roughly

estimated channel magnitudes instead of the accurately estimated channel coefficients

are required in the above selection. On the other side, it is not necessary to perform
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the significant channel selection at every signal processing time slot. According to

the characteristics of the time-variant mobile channels in the investigated scenario,

in a certain time interval the cooperative signal processing could be performed based

on the same significant channel selection result. A concrete working procedure of a

practical cooperative reception scheme with the significant channel selection and the

JD is proposed as follows:

1. At every time interval ∆T :

Every BS roughly estimates the magnitudes of channels directly linked to it.

After collecting the roughly estimated channel magnitudes from other BSs, the

above described significant channel selection for every MS is presented.

2. At every data transmission time slot ∆τ inside the time interval ∆T :

Every BS precisely estimates the instantaneous CSI of the selected significant

channels directly linked to it.

3. At every signal processing time slot ∆t inside the time slot ∆τ :

BSs cooperate with each other to perform JD with the estimated significant CSI.

4.3.3 Decentralized iterative ZF joint detection with partial
CSI

In this section, the JD scheme is investigated from the aspects of the channel knowledge,

the signal processing algorithm and the decentralized implementation architecture.

Concerning the channel knowledge, partial CSI with respect to the imperfect significant

CSI is considered in JD. In reality the estimated CSI is applied in both the significant

channel selection and the JD scheme. Knowing that the imperfectness of CSI may have

an influence on the significant channel selection result, the present section focuses on

the JD with partial CSI based on a given result of the significant channel selection. On

one side, the significant CSI is extracted out of the full CSI according to the significant

channel indicator matrices H̃U, H̃I,k and H̃I. On the other side, the CSI considered

in JD is a part of the estimated channel coefficients included in the estimated channel

matrix Ĥ consisting of the channel matrix H and the channel error matrix ∆ as

described in (2.26). Consequently, the imperfect significant CSI considered in JD is

obtained as follows. The estimated significant useful channel matrix in the UL is given

by

ĤUL,U =ĤU =Ĥ⊙ H̃U =H⊙ H̃U + ∆⊙ H̃U =HU + ∆U (4.54)



4.3 Practical cooperative reception scheme 117

consisting of the significant useful channel matrix HU and the significant useful channel

error matrix ∆U. The estimated MS-specific significant interfering channel matrices in

the UL are given by

ĤUL,I,k = ĤI,k = Ĥ⊙ H̃I,k = H⊙ H̃I,k + ∆⊙ H̃I,k = HI,k + ∆I,k (4.55)

consisting of the MS-specific significant interfering channel matrices HI,k and the MS-

specific significant interfering channel error matrices ∆I,k. The estimated combined

significant interfering channel matrix in the UL is given by

ĤUL,I = ĤI = Ĥ⊙ H̃I = H⊙ H̃I + ∆⊙ H̃I = HI + ∆I (4.56)

consisting of the combined significant interfering channel matrix HI and the combined

significant interfering channel error matrix ∆I. The significant channel matrices HU,

HI,k and HI contain perfect channel coefficients of the significant channels from the

perfect channel matrix H, “0”s corresponding to the insignificant channels, and the

“don’t care” elements. The significant channel error matrices ∆U, ∆I,k and ∆I con-

tain the non-zero channel estimation errors of the significant channels from ∆, “0”s

corresponding to the insignificant channels, and the “don’t care” elements.

Concerning the signal processing algorithm, the iterative ZF JD algorithm focusing on

interference cancellation with partial CSI is proposed in the UL. This algorithm follows

the idea of the PIC algorithm with full CSI as described in Section 4.2.3 but considers

the estimated significant CSI in practice. The reasons why this algorithm is chosen for

the practical cooperative reception scheme are as follows:

• As one practical multiuser detection strategy, the parallel iterative ZF algorithm

has a moderate computational complexity as mentioned in Section 4.2.3.

• This algorithm follows the principle of interference cancellation, and therefore

has a good performance in realistic interference-limited cellular systems.

• The parallel signal processing with MS-oriented significant CSI is suitable for a

decentralized implementation based on the infrastructure of coordinated BSs.

Applying the significant CSI described by ĤUL,U given in (4.54) and by ĤUL,I,k given in

(4.55) in the PIC algorithm described by (4.12), the iterative partial ZF JD algorithm

can be derived in the form of matrix-vector-notation as

d̂(i) = Ĝ−1
UL

(
Ĥ

∗T
UL,U · e− diag

(
R̂UL

)
· ˆ̂d(i− 1)

)
. (4.57)

In the above equation, the estimated channel gain scaling matrix ĜUL is given as

ĜUL = diag
(
Ĥ

∗T
UL,UĤUL,U

)
= diag

(
Ĥ

∗T
U ĤU

)
, (4.58)
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and the estimated channel correlation matrix R̂UL is given as

R̂UL =




[
ĤUL,U

]∗T
1

ĤUL,I,1

...[
ĤUL,U

]∗T
K

ĤUL,I,K


 =




[
ĤU

]∗T
1

ĤI,1

...[
ĤU

]∗T
K

ĤI,K


 , (4.59)

where the matrix operator [·]k returns the k-th column vector of its argument. The

cooperative receivers applying the iterative JD algorithm described by (4.57) can be

considered as a special case of the general iterative multiuser receiver in Figure 4.2.

Correspondingly, the pre-filter matrix P, the forward filter matrix F and the feedback

filter matrix B are:

P = Ĥ
∗T
UL,U = Ĥ

∗T
U (4.60)

F = Ĝ−1
UL (4.61)

B = diag
(
R̂UL

)
. (4.62)

Furthermore, in each iteration i various data estimate refinement techniques can be

applied to obtain the refined estimated data vector
ˆ̂
d(i) from the estimated data vec-

tor d̂(i). Knowing that a suitable data estimate refinement can further improve the

system performance, firstly the iterative algorithm with the transparent data estimate

refinement considering
ˆ̂
d(i) = d̂(i) is investigated. Without loss of generality, it can

be treated as a benchmark for this iterative algorithm with different kinds of data es-

timate refinement techniques. In the case that the linear iterative algorithm of (4.57)

with
ˆ̂
d(i) = d̂(i) converges and the matrix

(
ĜUL + diag

(
R̂UL

))
has full rank, the

formula for calculating the limiting value of the iterative partial ZF JD algorithm can

be generally written as

d̂(∞) =
(
ĜUL + diag

(
R̂UL

))−1

Ĥ
∗T
UL,U · e . (4.63)

Under special conditions, this formula can be simplified step by step in different cases

as shown in the following:

• In the case that all the individual MS specific matrices ĤUL,I,k can be combined

to one channel matrix ĤUL,I, one obtains

R̂UL = Ĥ
∗T
UL,UĤUL,I = Ĥ

∗T
U ĤI , (4.64)

and the limiting value of the iterative partial ZF JD algorithm is described by

d̂(∞) =
(
ĜUL + diag

(
Ĥ

∗T
U ĤI

))−1

Ĥ
∗T
U · e. (4.65)
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• In the above case, if the estimated significant interfering channel matrix ĤUL,I

covers all the non-zero elements of the estimated significant useful channel matrix

ĤUL,U, one obtains

ĜUL = diag
(
Ĥ

∗T
UL,UĤUL,U

)
= diag

(
Ĥ

∗T
UL,UĤUL,I

)
= diag

(
Ĥ

∗T
U ĤI

)
, (4.66)

and the limiting value of this iterative JD algorithm can be represented by

d̂(∞) =
(
Ĥ

∗T
U ĤI

)−1

Ĥ
∗T
U · e . (4.67)

• One special case is the iterative JD with estimated full CSI, for which

ĤUL,U = ĤUL,I = ĤUL = Ĥ (4.68)

holds, and the limiting value of this iterative JD algorithm is

d̂(∞) =
(
Ĥ

∗T
ULĤUL

)−1

Ĥ
∗T
UL · e =

(
Ĥ

∗T
Ĥ
)−1

Ĥ
∗T · e . (4.69)

Concerning the signal processing architecture, a decentralized scheme instead of a

centralized scheme is applied. The reasons for this choice are as follows:

• From the network operator’s point of view, the change to the current architec-

ture of cellular networks is expected as little as possible. Based on the existing

networks, the proposed decentralized scheme requires only some extra backhaul

links between the neighboring BSs will not cause much change.

• The decentralized implementation architecture can make full use of the proposed

iterative ZF JD/JT algorithm. The joint signal processing of all the MSs can be

distributed to a parallel cooperative signal processing of individual MSs at the

coordinated BSs. The computational load is shared by the coordinated BSs to

avoid the CU which has to make huge signaling efforts.

• As compared to the centralized scheme with every fixed CU being responsible

for one fixed cooperative cluster, the flexible decentralized scheme can more ef-

ficiently make full use of the dynamically selected MS-oriented significant CSI.

Although the significant channels for one MS are not necessarily limited to a

static structure-oriented geographical area, but in most realistic scenarios they

still exist in this MS’s own cell and adjacent cells. Since only local significant CSI

is considered at each BS in the decentralized scheme, only backhaul links con-

necting adjacent BSs and only the synchronization in the local area are required.
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1. Initialization for the iterative signal processing of individual MSs k, k = 1, . . . ,K, at
their corresponding BSs kB =k in parallel:

a. Assign the channel gain scaling factor

ĝ(k) =
∑

kA
Ĥ

(kA,k)∗

U Ĥ
(kA,k)
U =

∑
kA

∣∣∣Ĥ(kA,k)
U

∣∣∣
2

for every MS k at BS kB =k. ĝ(k) can be previously estimated in practice.

b. Assign the initial value of the estimated data symbol for every MS k at BS kB =k

d̂
(k)

(0) = 0 .

2. Matched filtering for every MS k, k=1, . . . ,K, in parallel:

a. Compute the matched filtering estimate components

r(kA,k) = Ĥ
(kA,k)∗

U · e(kA)

for every MS k at the BSs corresponding to its significant useful channels.

b. Collect r(kA,k) from coordinated BSs through the backhaul links, and sum them up

together at BS kB =k to obtain the matched filtering estimate for each MS k as

r(k) =
∑

kA
r(kA,k) =

∑
kA

Ĥ
(kA,k)∗

U · e(kA) .

3. Iterative interference cancellation for every MS k, k=1, . . . ,K, in parallel:

for i = 1, . . . , L do

a. Compute the reconstructed interfering signals

ŵ
(kA,k′)
k = Ĥ

(kA,k)∗

U Ĥ
(kA,k′)
I,k · d̂(k′)

(i− 1)

from different MSs k′ 6= k to MS k at the BSs with antennas kA corresponding to

the significant interfering channels for every MS k.

b. Collect the reconstructed interfering signals ŵ
(kA,k′)
k from coordinated BSs through

the backhaul links, and subtract them from r(k) at BS kB =k to obtain the estimated

data symbol for every MS k as

d̂
(k)

(i) =

(
r(k)−

∑
k′ 6=k

∑
kA

ŵ
(kA,k′)

k

)

ĝ(k) = 1
ĝ(k) ·

(
r(k)−∑

k′ 6=k

∑
kA

Ĥ
(kA,k)∗

U Ĥ
(kA,k′)
I,k · d̂(k′)

(i− 1)

)
.

c. Forward the estimated data symbols d̂
(k)

(i) which are required at other BSs in the

next iteration to compute the reconstructed interfering signals in Step 3.a.

end for

Figure 4.16. Decentralized signal processing scheme for JD with partial CSI.

The decentralized cooperative signal processing scheme for JD to estimate the data

symbols d̂
(k)

for individual MSs k, k = 1, . . . , K, is described in Figure 4.16. It is

worth noting that only the significant CSI is considered in the signal processing. In the

part of matched filtering, only the CSI from ĤU corresponding to the significant useful

channels for every MS is considered. In the part of iterative interference cancellation,

at the BSs corresponding to the significant useful channels for each MS k, only the
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Figure 4.17. Signal processing for MS 1 in a 3-cell DAS applying the decentralized JD
with partial CSI.
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(1,3)

Ĥ
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Ĥ
(2,1)∗

U · e(2)

u(2,3) =

Ĥ
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Ĥ
(1,3)∗

U · e(1)

Figure 4.18. Backhaul communications for JD with partial CSI in a 3-cell DAS.

CSI from ĤI,k corresponding to the significant interfering channels for this MS k is

considered. For the sake of simplicity, the 3-cell DAS with a single antenna at each

BS in Figure 4.15 is taken as the exemplary scenario to visualize the implementation

of JD with significant CSI in Figure 4.17. Significant CSI according to the significant

channel selection results in Figure 4.15 is applied in JD. In Figure 4.17, the signal

processing for MS 1 is shown as an example. Two significant useful channels for MS 1

corresponding to its neighboring BS 1 and BS 2 are considered to obtain the matched

filtering data estimate r(1). Only one significant interfering channel at each involved

BS is considered for interference reconstruction and cancellation.

Additionally, the backhaul communications between coordinated BSs in the above

exemplary 3-cell DAS applying the proposed decentralized JD scheme are demonstrated

in Figure 4.18. For the computation of the data estimates d̂
(k)

(i) of MSs k, k=1, . . . , K,
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at their corresponding BSs kB = k, three kinds of information have to be exchanged

between the coordinated BSs as follows:

• “u(m,n)” denotes the matched filtering data estimate which has to be forwarded

from BS n to BS m.

• “z(m,n)” denotes the preliminary estimated data symbol in the previous iteration

which has to be forwarded from BS n to BS m.

• “v(m,n)” denotes the weighted interfering signal which has to be forwarded from

BS n to BS m.

In the cooperative reception scheme applying JD with full CSI, for each MS k all u(m,n),

v(m,n) and z(m,n) from BSs kB =n=1, . . . , k−1, k+1, . . . , K have be to forwarded to BS

kB =m=k. In the proposed cooperative reception scheme applying JD with significant

CSI, the backhaul communication load can be significantly reduced. This merit is

shown in Figure 4.18 where a few intermediate results are exchanged between BSs.
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Chapter 5

Cooperative transmission in the downlink

5.1 Preliminary remarks

The cooperative transmission scheme in the DL as the counterpart to the cooperative

reception scheme in the UL is discussed in this chapter. While the cooperative reception

scheme with multiuser detection strategies in the UL is considered as a transmitter-

oriented processing, the cooperative transmission scheme with multiuser transmission

strategies in the DL is considered as a receiver-oriented processing [MWQ04, Irm05,

JUN05]. That is to say, in the cooperative reception scheme the transmitters are

a-priori given and the receivers are a-posteriori adapted to the known transmitters.

On the contrary, in the cooperative transmission scheme the receivers are a-priori

given and the transmitters are a-posteriori adapted to the known receivers. However,

the above two cooperative schemes with different philosophies with respect to the

signal processing strategy have shared values in common with respect to the practical

implementation. Namely, both schemes make full use of the coordinated BSs connected

by high speed backhaul links for the multicell cooperative signal processing and make

the MSs as simple as possible.

In this chapter, cooperative transmission is discussed from two points of view. Concern-

ing the signal processing algorithm, several multiuser transmission strategies which can

theoretically be applied for JT in the cooperative transmission scheme are studied in

Section 5.2. Concerning the practical cooperative transmission scheme, a decentralized

iterative JT scheme with significant CSI based on the infrastructure of the coordinated

BSs is proposed in Section 5.3 taking practical constraints into consideration.

The discussion in this chapter is based on the multiuser OFDM-MIMO system model

of the K-cell cellular system introduced in Chapter 2. The reciprocity between the

UL channel and the DL channel as indicated in (2.24) is considered in the investigated

TDD systems. With the DL channel matrix HDL of dimensions KM×KA assuming

KA ≥ KM = K, the received vector e = (e(1) . . . e(K))T can be written as

e = HDL · s + n = d̂ . (5.1)

The estimated data vector d̂ = (d̂
(1)

. . . d̂
(K)

)T is equivalent to the received vector e if

simple OFDM receivers without any post-processing or cooperation are applied. The

transmitted vector s is obtained through JT at the cooperative transmitters from the

data vector d with the covariance matrix Φd = E{dd∗T} = PdI
K×K .
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5.2 Multiuser transmission strategies

5.2.1 Principle of the capacity-achieving dirty-paper coding

The multiuser transmission strategies are generally referred to as precoding for mul-

tiuser MIMO systems [Fis02,SPSH04]. As discussed in Chapter 3, the multiuser Gaus-

sian MIMO BC is considered as the information-theoretic model for the DL cellular sys-

tem with cooperative transmission. In such a vector Gaussian BC, DPC is considered

as an information-theoretic optimal precoding strategy [CS03,VJG03,YC04,WSS06].

Briefly speaking, the principle of the DPC strategy is that for each single user if its

interference is a-priori noncausally known to the transmitter, the channel capacity for

this user is the same as if the interference is not present [Cos83,YC01,CS03,YC04].

In [TV05], a plausibility argument was given to show that the appropriate DPC can

completely cancel the impact of the interference and achieve the AWGN capacity in a

vector channel. In this argument, high-dimensional coding based on high-dimensional

codewords which are uniformly distributed in a sphere with a given radius is considered.

Noteworthy, in the multiuser Gaussian MIMO BC the interference for one user comes

from other users. Therefore, the principle of the DPC strategy shall be adapted to

the multiuser channel. Namely, the users are successively encoded in such a way

that the codewords of previously encoded users are known to the encoders of the

following users to be encoded. Taking the known codewords of the other users and

the channel knowledge into consideration, the encoders choose codewords for their

users which presubtract the impact of the interference from the previously encoded

users [YC01,VJG03,YC04,WSS06].

5.2.2 Linear multiuser precoding

Since the above information-theoretic optimal DPC strategy has very high computa-

tional complexity, the practical precoding schemes with low complexity are of more

interest in realistic mobile radio cellular systems. As the counterpart to the conven-

tional transmitter-oriented linear multiuser receivers discussed in Section 4.2.2, the

most common receiver-oriented linear multiuser transmitters are reviewed in this sec-

tion. The DL system model with a general linear multiuser transmitter and simple

single-user receivers without any post-processing is shown in Figure 5.1. The received

vector e is taken as the estimated data vector d̂ as

d̂ = e = HDL · s + n = HDL M · d︸ ︷︷ ︸
s

+n , (5.2)

where the transmitted vector s is obtained from the data vector d through a linear

modulator with the modulator matrix M.
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d
HDL

e = d̂
n

M
s demodulator/

decoder

Figure 5.1. DL system model with a linear multiuser transmitter.

Matched filtering (MF) transmitter

Similar to the MF multiuser receiver, the MF multiuser transmitter is also designed to

maximize the output SNR. From (5.2), the output SNR is calculated as

γ(k) =
E
{
|hT

k Mk d(k)|2
}

E {|n(k)|2} =
|hT

k Mk|2 Pd

σ2
, (5.3)

with Mk = [M]k and hk =
[
HT

DL

]
k
. The matrix operator [·]k returns the k-th column

of its argument as a column vector. The rationale of MRC leads to the MF modulator

matrix MMF with [MMF]k = h∗
k as [MBQ04]

MMF = H∗T
DL . (5.4)

Zero forcing (ZF) transmitter

With the a-priori knowledge of the receiver and the CSI of the system, the ZF multiuser

transmitter looks for the solution leading to interference-free data estimation. Intu-

itively, interference-free data estimation at the receiver can be achieved if the condition

d = HDLMZF · d =⇒ HDLMZF = IK×K (5.5)

for the ZF modulator matrix MZF is fulfilled. Minimizing the transmit power E {‖s‖2}
under the side condition of (5.5), the ZF modulator matrix MZF can be obtained as

MZF = H∗T
DL

(
HDLH

∗T
DL

)−1
, (5.6)

which is the right Moore-Penrose pseudo-inverse of the channel matrix HDL [MBW+00].

For a fair comparison of different linear transmitters, the transmit power for every

data symbol carried by the transmitted vector s could be kept the same as P
(k)
s = Pd.

Namely, the norm of each column of the modulator matrix M is kept to be 1 as

[
M∗TM

]
k,k

= 1 , (5.7)

where the matrix operator [·]k,k returns the (k, k)-th element of its argument. Corre-

spondingly, the above MF modulator matrix under the condition of (5.7) is obtained

with the scaling matrix ΓMF as

MMF = H∗T
DLΓMF = H∗T

DL

(
diag

(
HDLH

∗T
DL

))− 1
2

︸ ︷︷ ︸
ΓMF

. (5.8)
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The above ZF modulator matrix under the condition of (5.7) is obtained with the

scaling matrix ΓZF as

MZF = H∗T
DL

(
HDLH

∗T
DL

)−1
ΓZF = H∗T

DL

(
HDLH

∗T
DL

)−1
(
diag

((
HDLH

∗T
DL

)−1
))− 1

2

︸ ︷︷ ︸
ΓZF

. (5.9)

The output SNRs resulting from the above linear multiuser transmitters read

γ
(k)
ZF =

Pd

σ2
[(

HDLH
∗T
DL

)−1
]

k,k

≤ γ
(k)
MF =

Pd

[
HDLH

∗T
DL

]
k,k

σ2
. (5.10)

Generally, the MF multiuser transmitter can be applied in cellular systems with strong

noise, while the ZF multiuser transmitter is a suitable choice for the interference-limited

cellular systems with weak noise. Additionally, the MMSE multiuser transmitter con-

sidering both the transmit power constraint and the relationship between the transmit

power and the noise power makes a good compromise between the interference presub-

straction and the transmit power increment [JUN05, Irm05].

5.2.3 Iterative interference presubstraction

demodulator/
decoder

d

B

F

feedback-filter

forward-filter

t(i)

t(i− 1)

P

post-filter

s
HDL

n
e = d̂

Figure 5.2. General structure of an iterative interference presubstraction multiuser
transmitter.

As the counterpart to the iterative interference cancellation technique for multiuser

detection in Section 4.2.3, the iterative interference presubstraction technique for mul-

tiuser transmission is studied in the present section. The principle of this precoding

technique is to iteratively subtract the predicted interference in the transmitter to

obtain the received signals with reduced interference or no interference. A general

structure of the multiuser transmitter applying the iterative interference presubstrac-

tion technique in the DL is shown in Figure 5.2. With the forward-filter matrix F and

the feedback-filter matrix B, the predistorted vector t(i) in the i-the iteration can be

obtained from the data vector d and the predistorted vector t(i− 1) in the (i− 1)-th

iteration as

t(i) = F (d−B · t(i− 1)) . (5.11)
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After a sufficient number of iterations, the transmitted vector s can be obtained from

the predistorted vector t through the post-filter matrix P as

s = P · t . (5.12)

In contrast to its counterpart for multiuser detection, the iterative interference presub-

straction technique for multiuser transmission with previously known data symbols at

transmitters neither requires immediate decisions nor causes error propagation. In the

following, two typical iterative interference presubstraction techniques are studied.

Parallel interference presubstraction

Similar to the PIC technique for multiuser detection in Section 4.2.3, the parallel

interference presubstraction technique for multiuser transmission follows the idea of

the Jacobi algorithm as well [HJ85]. Implementing the linear ZF multiuser modula-

tor described by (5.6) in its iterative version, the parallel interference presubstraction

technique is obtained with the predistorted vector in the i-th iteration as

t(i) =
(
diag

(
HDLH

∗T
DL

))−1 (
d− diag

(
HDLH

∗T
DL

)
· t(i− 1)

)
, (5.13)

and the transmitted vector as

s = H∗T
DL · t . (5.14)

Corresponding to the general structure of the iterative multiuser transmitter in Figure

5.2, the forward-filter matrix F, the feedback-filter matrix B and the post-filter matrix

P are chosen to be:

F =
(
diag

(
HDLH

∗T
DL

))−1
(5.15)

B = diag
(
HDLH

∗T
DL

)
(5.16)

P = H∗T
DL . (5.17)

Concerning the computational complexity, the following conclusion similar to that in

Section 4.2.3 can be derived. In realistic cellular systems with a large number of users,

the parallel interference presubstraction algorithm with a limited number of iterations

generally has less computational complexity as compared to its corresponding fully-

linear algorithm requiring pseudo-inverse of the channel matrix.

According to the matrix-vector notation of the iterative ZF transmitter of (5.13) and

(5.14), the parallel interference presubstraction algorithm which generates individual

transmitted signals aiming at interference-free data transmission is described in Figure

5.3. Following this algorithm, a decentralized iterative ZF JT scheme with significant

CSI is proposed in Section 5.3 for cooperative transmission in practice. For a fair

system performance comparison, a transmit power scaling matrix can be considered as

shown in Chapter 6.
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1. g(k) =
∑

kA
H

(k,kA)
DL H

(k,kA)∗

DL , ∀k
2. t(k)(0) = 0, ∀k
3. for i = 1, . . . , L do

4. t(k)(i) = 1
g(k) ·

(
d(k) −∑k′ 6=k

∑
kA

H
(k,kA)
DL HDL

(k′,kA)∗ · t(k′)(i− 1)
)
, ∀k

5. end for // parallel computation for all k = 1, . . . , K in every iteration i

6. s(kA) =
∑

k H
(k,kA)∗

DL · t(k)

Figure 5.3. Parallel interference presubstraction algorithm for multiuser transmission.

Tomlinson-Harashima precoding (THP)

THP is a nonlinear successive interference presubstraction technique [Tom71,HM72],

and it has been successfully extended from temporal preequalization in SISO channels

to spatial preequalization in MIMO channels [Fis02,WFVH04]. It is worth noting that

the THP technique is a scalar implementation of the principle of the DPC strategy.

Additional shaping gain can be achieved by applying complicated high-dimensional

precoding techniques [WFH04a,HPS05,ESZ05].

Applying QR decomposition to H∗T
DL, a lower triangular matrix R∗T with real-valued

diagonal elements and a unitary matrix Q∗T can be obtained from HDL = R∗TQ∗T.

Intuitively, the successive interference presubstraction technique can be designed based

on the QR decomposition aiming at the receiver-oriented ZF solution described by

e = HDL MQR−ZF · d︸ ︷︷ ︸
s

+n = R∗TQ∗T
︸ ︷︷ ︸

HDL

Q
(
R∗T)−1

︸ ︷︷ ︸
MQR−ZF

·d + n = d + n . (5.18)

The iterative version of the ZF solution described in (5.18) can be written as:

t(i) =
(
diag

(
R∗T))−1 (

d− diag
(
R∗T) t(i− 1)

)

s = Q · t . (5.19)

Corresponding to the general structure of the iterative multiuser transmitter in Figure

5.2, the forward-filter matrix F, the feedback-filter matrix B and the post-filter matrix

P are taken as:

F =
(
diag

(
R∗T))−1

(5.20)

B = diag
(
R∗T) (5.21)

P = Q . (5.22)

Successively starting from user k=1 and ending with user k=K, in every iteration i =
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d
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modulo
modulo β

BTHP

t(i)

t(i− 1)
b(i)

Q

HDL

n1

e1

nK

eK

β−1f1

β−1fK

d̂1

d̂K

s

Figure 5.4. THP multiuser transmitter in the DL.

1. H∗T
DL = Q ·R applying sorted QR decomposition (SQRD)

2. for k=1, . . . , K do
3. b(k) = 0
4. for k′=1, . . . , k − 1 do

5. b(k) = b(k) +
(
R(k′,k)∗/R(k,k)∗

)
· t(k′)

6. end for
7. q(k) = argmin

representative q(k)for d(k)

{
| q(k) − b(k)|

}

8. t(k) = q(k) − b(k)

9. end for
10. s = βQ · t

Figure 5.5. THP algorithm for multiuser transmission.

k, only one predistorted data symbol t(k) is computed from the previous predistorted

data vector t(i− 1) = (t(1), . . . , t(k−1), 0, . . . , 0)T to obtain the predistorted data vector

t(i) = (t(1), . . . , t(k), 0, . . . , 0)T. Obviously, L = K iterations are required to complete

this successive iterative process. A practical structure of the THP transmitter for

multiuser transmission is shown in Figure 5.4, and the corresponding THP algorithm

is described in Figure 5.5. The forward-filter matrix F is implemented by taking its

diagonal elements fk, k=1,. . . ,K, as the scaling factors at receivers. Correspondingly,

the feedback matrix BTHP in Figure 5.4 is adapted to be

BTHP = FB =
(
diag

(
R∗T))−1

diag
(
R∗T) . (5.23)

Additionally, the modulo operation is applied in the THP transmitter to avoid sig-

nificant increments of the transmit power [WFVH04, HZZW07], while its counter-

part is applied at the receiver side. Assuming the square M-ary QAM constellation

D={dI + j ∗ dQ | dI, dQ∈{±1,±3, . . . ,±(
√

M − 1)} as the data symbol alphabet, the

modulo device chooses the effective data symbol q(k) closest to the feedback-filter out-

put b(k) from the periodically extended constellation of D [WFH04b]. The predistorted

data symbols t(k) after the modulo operation are approximately uniformly distributed

in the bounded square region of width 2
√

M . In order to keep the transmit power

approximately unmodified for each data symbol, the scaling factor β is considered
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Figure 5.6. BERs of different multiuser transmitters considering two exemplary channel
matrices, i.e., H1=(10, 10, 10; 1, 2, 5; 0.1, 0.1, 1) and H2=(1, 1, 1; 0.8, 1, 0.8; 0.8, 0.8, 1).

as [Fis02]

β =
√

M/(M − 1) . (5.24)

Generally, the QR decomposition based on a permutation which results in a larger

min
k
{|R(k,k)|} leads to a better system performance of the THP transmitter. In practice,

the SQRD algorithm introduced in Section 4.2.3 can be applied.

Assuming QPSK modulation, numerical results with respect to BER versus the pseudo-

SNRs are shown in Figure 5.6 to illustrate the system performance of the above trans-

mitters. If the algorithm converges, the BER curve of the limiting values of the iterative

ZF transmitter applying the parallel interference presubstraction technique is equiva-

lent to that of the ZF transmitter. Therefore, the system performance of this iterative

transmitter can be directly evaluated with respect to the BER curve of the ZF trans-

mitter. It is shown that the channel structure of the multiuser MIMO system, i.e.,

the relationship between the channel coefficients, has a great influence on the system

performance of the iterative transmitters. Especially, higher system performance can

be obtained from the THP transmitter in the case where the row vectors of the channel

matrix have distinctively different Euclidean norms. The reason is that in this case

THP can benefit more from the sorted QR decomposition to reduce the scaling factor

magnitudes for noise signals. Generally, there is no simple answer to the question which

iterative precoding technique, i.e., parallel interference presubstraction or THP, results

in a better system performance. The MIMO channel structures, the pseudo-SNR con-

ditions, and power control strategies have a great influence on the performance of the

precoding techniques [WFH04b].
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5.3 Practical cooperative transmission scheme

5.3.1 Design guidelines

As the counterpart to the practical cooperative reception scheme in Section 4.3, a

practical cooperative transmission scheme is proposed in the present section. In TDD

mobile radio cellular systems, the channel reciprocity between the UL and the DL leads

to the dual estimated channel matrices ĤUL in the UL and ĤDL in the DL known by

the BSs in practice. Namely, the relationship

ĤDL = Ĥ
T

UL = Ĥ
T

(5.25)

holds with the general estimated channel matrix Ĥ of the whole system. In Chapter

4, the design guidelines and the framework for the general cooperative communication

scheme have been discussed. Some additional design guidelines for the cooperative

transmission scheme in the DL are stressed as follows:

• Due to the channel reciprocity and the duality of the estimated channel matrices

in the UL and in the DL as described in (5.25), it is reasonable to apply the same

mathematical criterion in the significant channel selection for both the UL and

the DL. Based on one general estimated channel matrix Ĥ, the same significant

channels should be selected for both the UL and the DL.

• An efficient signal processing algorithm is required for JT in practice. Namely,

the signal processing algorithm is expected to be good at dealing with interference

in interference-limited cellular systems. Meanwhile, it should be implementable

with low computational complexity. Following the similar idea in JD, an iterative

algorithm aiming at the ZF solution with significant CSI is proposed for JT in

the DL. However, in contrast to JD at the receivers in the UL, JT in the DL is

applied at the transmitters following the receiver-oriented precoding strategy.

• A very nice thing is that cooperative reception in the UL and cooperative trans-

mission in the DL could be performed based on the same infrastructure of co-

ordinated BSs without requiring any extra hardware. The idea behind this in-

frastructure is to shift the computational load to the BSs and to make the MSs

as simple as possible. Similar to the decentralized JD in the UL, a multi-cell

cooperative signal processing for JT in the DL is implemented in a decentralized

way based on coordinated BSs connected by high-speed backhaul links.

Under the general framework of the cooperative communication scheme in Figure 4.12,

a practical cooperative transmission scheme is designed with the significant channel

selection and the decentralized JT.
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5.3.2 Significant channel selection

In the proposed practical cooperative communication scheme, only the MS-oriented

significant CSI is considered in the cooperative signal processing. The significant CSI

corresponds to the significant channels which play a significant role for the system

performance of each MS. Obviously, the system performance depends on the signal

processing algorithm for JT. The procedure of the iterative ZF algorithm with signif-

icant CSI for JT which is described in Section 5.3.3 in detail is generally stated as

follows. Firstly, the interference caused by every MS corresponding to the significant

interfering channels of this MS is predicted and predistorted. Then, the transmitted

signals are obtained from the predistorted data symbols through matched filtering cor-

responding to the significant useful channels of the involved MSs. According to the

functionality of the mobile radio channels in the DL data transmission, two types of

significant channels for a MS can be distinguished from each other as follows:

• Significant useful channels for a MS in the DL are the channels over which we

generate significant useful contributions to the received signals for this MS.

• Significant interfering channels for a MS in the DL are the channels over which

we cause significant interferences to other MSs when we transmit the data symbol

for this MS.

In fact, the receiver-oriented iterative ZF interference presubstraction algorithm ap-

plied for JT is dual to the transmitter-oriented iterative ZF interference cancellation

algorithm applied for JD with respect to the data transmission schemes in the UL and

in the DL. Applying the dual signal processing algorithms for JD and for JT based

on the dual UL and DL estimated channel matrices in (5.25), it is reasonable to select

the same significant channels for both the UL and the DL. From a mathematical point

of view, for both the UL and the DL the significant channel selection algorithm is

performed based on the same estimated channel coefficients contained in the general

estimated channel matrix Ĥ. As a result of this selection, the significant useful channels

for all MSs can be indicated by the significant useful channel indicator matrices H̃DL,U

for the DL, H̃UL,U for the UL, and H̃U for the general system fulfilling the relationship

H̃DL,U = H̃T
UL,U = H̃T

U . (5.26)

The significant interfering channels for individual MSs k can be indicated by the MS

specific significant interfering channel indicator matrices H̃DL,I,k for the DL, H̃UL,I,k for

the UL, and H̃I,k for the general system fulfilling the relationship

H̃DL,I,k = H̃T
UL,I,k = H̃T

I,k . (5.27)
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Figure 5.7. Example for channel selection and indicator matrix formalism in a 3-cell
sector-DAS.

As mentioned in Chapter 4, all MS-specific indicator matrices H̃I,k can be represented

by a single combined significant interfering channel indicator matrix H̃I if they are

compatible with each other. Correspondingly, the relationship between the DL and

the UL combined significant interfering channel indicator matrices holds as

H̃DL,I = H̃T
UL,I = H̃T

I . (5.28)

Details of the significant channel selection scheme based on the general estimated chan-

nel matrix Ĥ are discussed in Section 4.3.2. One example of the significant channel

selection in a 3-cell omni-DAS is shown in Figure 4.15. Considering the smart BS-

antenna-layout, one more example of the significant channel selection in a 3-cell sector-

DAS with 3 distributed 120 degree sector antennas in 3 vertices of each cell is given

in Figure 5.7. For simplicity, it is assumed that the relationship between the channel

magnitudes strongly depends on the corresponding distances between the MSs and the

BS antennas. Especially, in such a sector-DAS one should pay attention to the fact

that there are some ineffective channels corresponding to the ineffective antennas for

each MS. It is not necessary to estimate the channel coefficients of these ineffective

channels or to consider them during the significant channel selection. One can simply

assign “0”s to the corresponding positions of these ineffective channels in the estimated

channel matrix and the significant channel indicator matrices. In Figure 5.7, according

to the distances between the MSs and the BS antennas denoted by Mk, k = 1, 2, 3, and

AkA
, kA = 1, . . . , 9, respectively, the significant channel selection is performed. 4 sig-

nificant useful channels and 2 significant interfering channels for each MS are selected.

The corresponding significant channel indicator matrix formalism is shown.
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Figure 5.8. Significant channels considered in different communication schemes.

Furthermore, in Figure 5.8, a 12-cell omni-DAS with a single antenna per BS is taken as

an exemplary scenario to illustrate several cooperative communication schemes consid-

ering different significant channel selection strategies. Interestingly, all the illustrated
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communication schemes can be considered as special cases of the general cooperative

communication scheme with partial CSI. Concerning the conventional cellular system

without multi-cell cooperation, the signal processing for each MS considers only the

useful channels between this MS and the BS in the same cell ignoring the intercell in-

terfering channels. Corresponding to the intra-cell useful channels, a diagonal matrix is

taken as the significant useful channel indicator matrix H̃U. The significant interfering

channel indicator matrix can be represented by H̃I = H̃U since all its non-zero diag-

onal elements are “don’t care” elements for all MSs. Concerning the state of the art

SA systems or group-cell systems [WMSL02, LWZ04, ZTZ+05,TXX+05], cooperative

signal processing is performed in each structure-oriented fixed geographical area, e.g.,

a SA. The 12-cell system for example can be considered as 4 SAs with 3 cells in each

SA. A block diagonal matrix with every block corresponding to one SA is taken as H̃U

which is equivalent to H̃I. Concerning the full cooperative communication scheme in

the whole system, all useful channels and all interfering channels for every MS are con-

sidered in its signal processing. Correspondingly, a matrix with all elements being “1”s

is taken as H̃U and H̃I. Finally, concerning the proposed cooperative communication

scheme with significant CSI, the dynamically selected MS-oriented significant channels

are considered in the signal processing for every MS. Corresponding to the distances

between the MSs and the BSs in the snapshot of the 12-cell scenario in Figure 5.8, H̃U

for all MSs, H̃I,1 and H̃I,2 for MS 1 and MS 2, respectively, are shown. It is shown

that the significant channels corresponding to “1”s in the significant channel indicator

matrices are dynamically selected without the constraint of the structure-oriented geo-

graphical area. In this example, considering the “don’t care” elements, the MS specific

matrices H̃I,1 and H̃I,2 can even be represented by a single combined matrix H̃I = H̃U.

5.3.3 Decentralized iterative ZF joint transmission with par-

tial CSI

Referring to the CSI flow of the cooperative reception scheme in Section 4.3, the pro-

posed cooperative transmission scheme works in a similar way. Firstly, significant

channels are selected based on the roughly estimated channel magnitudes. Then, the

instantaneous CSI of the selected significant channels is precisely estimated and applied

in JT. In this section, the JT scheme is investigated from the aspects of the channel

knowledge, the signal processing algorithm and the implementation architecture.

Concerning the channel knowledge, the same estimated significant CSI is considered for

JD in the UL as for JT in the DL. According to the dual UL and DL estimated channel

matrices in (5.25) and the dual UL and DL significant channel indicator matrices in
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(5.26), (5.27) and (5.28), the following dual UL and DL estimated significant channel

matrices can be easily derived as:

ĤDL,U = ĤDL ⊙ H̃DL,U = Ĥ
T ⊙ H̃T

U = Ĥ
T

U = Ĥ
T

UL,U (5.29)

ĤDL,I,k = ĤDL ⊙ H̃DL,I,k = Ĥ
T ⊙ H̃T

I,k = Ĥ
T

I,k = Ĥ
T

UL,I,k (5.30)

ĤDL,I = ĤDL ⊙ H̃DL,I = Ĥ
T ⊙ H̃T

I = Ĥ
T

I = Ĥ
T

UL,I . (5.31)

The operator⊙ denotes the element-wise multiplication of two matrices. ĤDL,U, ĤDL,I,k

and ĤDL,I are the DL estimated significant useful channel matrix, MS specific estimated

significant interfering channel matrices, and combined significant interfering channel

matrix, respectively. The corresponding UL matrices ĤUL,U, ĤUL,I,k, ĤUL,I and the

corresponding general matrices ĤU, ĤI,k, ĤI are introduced in Section 4.3.

Concerning the signal processing algorithm, the iterative ZF interference presubstrac-

tion algorithm with partial CSI is proposed for the decentralized JT to implement

cooperative transmission in the DL. The reasons for this choice are similar to those

for the choice of the iterative ZF interference cancellation algorithm for JD in the UL.

Briefly speaking, this iterative partial ZF JT algorithm is good at dealing with interfer-

ence with moderate computational complexity. Applying the MS-oriented significant

CSI described by ĤDL,U in (5.29) and ĤDL,I,k in (5.30) instead of full CSI in the it-

erative ZF interference presubstraction algorithm described by (5.13) and (5.14), the

practical iterative partial ZF JT algorithm can directly be derived. This algorithm can

be described in the form of the matrix-vector-notation as

t(i) = Ĝ−1
DL ·

(
d− diag

(
R̂DL

)
· t(i− 1)

)
(5.32)

to obtain the predistorted vector t(i) in the i-th iteration under the assumption of

t(0) = 0. After a sufficient number of iterations, the transmitted vector is obtained as

s = Ĥ
∗T
DL,U · t . (5.33)

The DL estimated channel gain scaling matrix ĜDL of (5.32) is given as

ĜDL = diag
(
ĤDL,UĤ

∗T
DL,U

)
. (5.34)

According to (5.29) and (4.58), the following relationship

ĜDL = ĜUL = Ĝ = diag
(
Ĥ

∗T
U ĤU

)
(5.35)

holds with Ĝ defined as the general estimated channel gain scaling matrix of the system.

The DL estimated channel correlation matrix of (5.32) is given as

R̂DL =
(
ĤDL,I,1

[
Ĥ

∗T
DL,U

]

1
, . . . , ĤDL,I,K

[
Ĥ

∗T
DL,U

]

K

)
. (5.36)
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According to (5.29), (5.30) and (4.59), the following relationship

R̂DL = R̂
T

UL = R̂
T

=
(
Ĥ

T

I,1

[
Ĥ

∗
U

]
1
, . . . , Ĥ

T

I,K

[
Ĥ

∗
U

]
K

)
(5.37)

can be derived with R̂ defined as the general channel correlation matrix of the system,

see Appendix A.2. The cooperative transmitters applying the above iterative JT algo-

rithm can be considered as a special case of the general iterative multiuser transmitter

in Figure 5.2. Correspondingly, the forward-filter matrix F, the feedback-filter matrix

B and the post-filter matrix P are taken as:

F = Ĝ−1
DL = Ĝ−1 (5.38)

B = diag
(
R̂DL

)
= diag

(
R̂

T
)

(5.39)

P = Ĥ
∗T
DL,U = Ĥ

∗
U . (5.40)

Furthermore, if the above iterative algorithm converges and the matrix(
ĜDL + diag

(
R̂DL

))
has full rank, one can obtain the formula for calculating the

limiting value of this iterative partial ZF JT algorithm as

s(∞) = Ĥ
∗T
DL,U·t(∞) = Ĥ

∗T
DL,U

(
ĜDL + diag

(
R̂DL

))−1

·d = Ĥ
∗
U

(
Ĝ + diag

(
R̂

T
))−1

·d.

(5.41)

Under different special conditions, the above formula for calculating the limiting values

in the general case can be simplified step by step as shown in the following:

• In the case that all the individual MS specific matrices ĤDL,I,k can be combined

to one channel matrix ĤDL,I, one obtains

R̂DL = ĤDL,IĤ
∗T
DL,U = Ĥ

T

I Ĥ
∗
U , (5.42)

and the limiting value of the iterative partial ZF JT algorithm is described by

s(∞)=Ĥ
∗T
DL,U·

(
ĜDL + diag

(
ĤDL,IĤ

∗T
DL,U

))−1

·d=Ĥ
∗
U·
(
Ĝ + diag

(
Ĥ

T

I Ĥ
∗
U

))−1

·d.

(5.43)

• In the above case, if the estimated significant interfering channel matrix ĤDL,I

covers all the non-zero elements of the estimated significant useful channel matrix

ĤDL,U, one obtains

ĜDL = diag
(
ĤDL,UĤ

∗T
DL,U

)
= diag

(
ĤDL,IĤ

∗T
DL,U

)
= diag

(
Ĥ

T

I Ĥ
∗
U

)
, (5.44)

and the limiting value of this iterative JT algorithm can be represented by

s(∞) = Ĥ
∗T
DL,U ·

(
ĤDL,IĤ

∗T
DL,U

)−1

· d = Ĥ
∗
U ·
(
Ĥ

T

I Ĥ
∗
U

)−1

· d . (5.45)
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• One special case is the iterative ZF JT with estimated full CSI, for which

ĤDL,U = ĤDL,I = ĤDL = Ĥ
T

(5.46)

holds, and the limiting value of this iterative JT algorithm is

s(∞) = Ĥ
∗T
DL ·

(
ĤDLĤ

∗T
DL

)−1

· d = Ĥ
∗ ·
(
Ĥ

T
Ĥ

∗)−1

· d . (5.47)

Concerning the signal processing architecture, the above iterative partial ZF JT algo-

rithm is performed in a decentralized way. The reasons for the choice of a decentralized

implementation instead of a centralized implementation are the same as mentioned in

Chapter 4 for the decentralized JD scheme. Briefly speaking, the decentralized im-

plementation can distribute the computational load to individual BSs and avoid the

complicated CU. The flexible decentralized implementation of the proposed parallel

iterative algorithm can make full use of the dynamically selected significant CSI. Only

local significant CSI is required at the involved coordinated BSs for each MS to achieve

good system performance.

In Figure 5.9, a decentralized cooperative signal processing architecture for JT at co-

ordinated BSs is proposed. It is noteworthy that only significant CSI is considered

in the signal processing. In the part of iterative interference prediction and presub-

straction to obtain the predistorted data symbol t(k) for each MS k, the CSI in ĤI,k′

corresponding to the significant interfering channels for other MSs k′ to this MS k is

required. The CSI in ĤU corresponding to the significant useful channels for other MSs

k′ from the BS antennas where the above considered significant interfering channels are

generated is also required. In the part of the transmit matched filtering to obtain the

transmitted signal s(kA) at BS antenna kA from its related predistorted data symbols

t(k), the CSI in ĤU corresponding to the MSs’ significant useful channels related to this

BS antenna kA is required. Taking the 3-cell DAS with a single antenna at each BS

in Figure 4.15 as an exemplary scenario, the above decentralized signal processing for

JT with significant CSI is visualized in Figure 5.10. The significant CSI considered in

the signal processing corresponds to the significant channel selection results indicated

in Figure 4.15. The part of signal processing for MS 1 is shown in Figure 5.10 as an

example. The signal processing for MS 1 is performed at its neighboring BS 1 and BS 2

corresponding to its two significant useful channels. In the interference prediction and

presubstraction part in order to obtain the predistorted data symbol t(1) for MS 1, one

significant interfering channel from other MSs at each involved BS for MS 1 is consid-

ered. The predistorted data symbol t(1) is considered in the transmit matched filtering

part to obtain the transmitted signals s(1) at BS 1 and s(2) at BS 2 corresponding to

the significant useful channels for MS 1.
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1. Initialization of the iterative signal processing of individual MSs k, k = 1, . . . ,K, at
their corresponding BSs kB =k in parallel:

a. Assign the channel gain scaling factor

ĝ(k) =
∑

kA
Ĥ

(kA,k)
U Ĥ

(kA,k)∗

U =
∑

kA

∣∣∣Ĥ(kA,k)
U

∣∣∣
2

for every MS k at BS kB =k. ĝ(k) can be previously estimated in practice.

b. Assign the initial value of the predistorted data symbol

t(k)(0) = 0

for every MS k at BS kB = k.

2. Iterative interference presubstraction for every MS k, k=1, . . . ,K, in parallel:

for i = 1, . . . , L do

a. Compute the predicted interfering signals

ŵ
(kA,k′)
k = Ĥ

(kA,k)
I,k′ Ĥ

(kA,k′)∗

U · t(k′)(i− 1)

from different MSs k′ 6= k to MS k at the BSs with antennas kA corresponding to

the significant interfering channels of MSs k′.

b. Collect the predicted interfering signals ŵ
(kA,k′)
k from coordinated BSs through the

backhaul links, and subtract them from the data symbol d(k) at BS kB =k to obtain

the predistorted data symbol for every MS k as

t(k)(i) =

(
d(k)−

∑

k′ 6=k

∑
kA

ŵ
(kA,k′)

k

)

ĝ(k) = 1
ĝ(k) ·

(
d(k)−∑

k′ 6=k

∑
kA

Ĥ
(kA,k)
I,k′ Ĥ

(kA,k′)∗

U · t(k′)(i− 1)

)
.

c. Forward the predistorted data symbols t(k)(i) which are required at other BSs in

the next iteration to compute the predicted interfering signals in Step 2.a.

end for

3. Matched filtering to obtain the transmitted signals s(kA), kA =1, . . . ,KA, in parallel:

a. Forward the predistorted data symbols t(k) to the BSs corresponding to the

significant useful channels for MSs k, k=1, . . . ,K, and compute

s(kA,k) = Ĥ
(kA,k)∗

U · t(k)

as the transmit matched filtering components for every MS k at the involved BSs.

b. Sum up s(kA,k) together for every antenna at the corresponding BS to obtain the

transmitted signal at each BS antenna kA as

s(kA) =
∑

k s(kA,k) =
∑

k Ĥ
(kA,k)∗

U · t(k) .

Figure 5.9. Decentralized signal processing scheme for JT with partial CSI.

Additionally, required backhaul communications between the coordinated BSs in the

above exemplary DAS with K=3 cells are demonstrated in Figure 5.11. Generally,

the following three kinds of information have to be exchanged between the coordinated

BSs:
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Figure 5.10. Signal processing for MS 1 in a 3-cell DAS applying the decentralized JT
with partial CSI.
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Ĥ
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Figure 5.11. Backhaul communications for JT with partial CSI in a 3-cell DAS.

• “z(m,n)” denotes the preliminary predistorted data symbol in the previous itera-

tion which has to be forwarded from BS n to BS m.

• “v(m,n)” denotes the weighted predicted interfering signal which has to be for-

warded from BS n to BS m.

• “u(m,n)” denotes the final predistorted data symbol after the iterative process for

matched filtering which has to be forwarded from BS n to BS m.

In the cooperative transmission scheme with full CSI, for each MS k all z(m,n), v(m,n)

and u(m,n) have be to forwarded from BS kB = n = k to BSs kB = m = 1, . . . , k−
1, k +1, . . . , K. Fortunately, the backhaul communication load can be significantly

reduced when considering only the significant CSI. Corresponding to the significant

channel selection results in Figure 4.15, the required variables to be exchanged between

coordinated BSs are given in Figure 5.11.



141

Chapter 6

Implementation complexity and system
performance

6.1 Evaluation of implementation complexity

In Chapter 6, the implementation complexity and the system performance of the pro-

posed cooperative communication scheme are assessed. In the present section, the

implementation complexity with respect to the computational load and the backhaul

communication load is evaluated taking the UL as an example.

Based on the system model in Chapter 2, the JD scheme proposed in Chapter 4 is

applied in a cellular system with K cells. It is assumed that NU significant useful

channels and NI significant interfering channels for every MS are considered in the

iterative ZF JD algorithm with L iterations. The interfering channels considered for

each MS in JD can only be selected from the channels between other MSs and the BS

antennas corresponding to the significant useful channels of this MS. Therefore, the

relation NI ≤ (K − 1) ·NU holds.

The computational load of the proposed JD scheme is evaluated in terms of the number

NCL of multiplications in the signal processing algorithm to estimate one data vector.

Corresponding to the two steps in the signal processing, i.e., matched filtering and

iterative interference cancellation, the computational load of the whole system consists

of two parts as described by

NCL = NU ·K︸ ︷︷ ︸
matched filtering

+ NI · L ·K︸ ︷︷ ︸
interference cancellation

. (6.1)

Obviously, the computational load is linear in the numbers of considered significant

useful and interfering channels, i.e., NU and NI.

The backhaul communication load of the proposed JD scheme is evaluated in terms of

the number NBL of intermediate signal processing results which have to be exchanged

between the BSs to estimate one data vector. For the sake of simplicity, a single an-

tenna per BS is considered. The significant channels are selected according to the

MS-oriented dynamic significant channel selection strategy proposed in Section 4.3.2.

Although the significant channels for one MS are not necessarily constrained in a fixed
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structure-oriented geographical area, in most realistic scenarios they will be in the

MS’s own cell and adjacent cells around it. Therefore, in the decentralized JD scheme

without the complicated CU, only local CSI is required at each BS, and only local

intermediate signal processing results need to be delivered through the backhaul links

between neighboring BSs. In the proposed JD scheme, the data estimate for each MS

is finally obtained at its corresponding BS in the same cell after the iterative signal

processing. The channel between the MS and the BS in the same cell is almost al-

ways selected as a significant useful channel for this MS. As mentioned in Chapter 4,

the backhaul communication load results from three kinds of intermediate signal pro-

cessing results, i.e., the weighted useful contributions in the matched filtering part, the

weighted interfering signals and the preliminary estimated data symbols required in the

interference cancellation part. It is found that even with the same number of significant

interfering channels, the backhaul communication load varies with different choices of

significant interfering channels. The upper bound of the backhaul communication load

of the whole system can be derived as

NBL = (NU − 1) ·K︸ ︷︷ ︸
matched filtering

+

{
2 ·NI · L ·K, for 1 ≤ NI < (K − 1)
2 · (K − 1) · L ·K, for (K − 1) ≤ NI ≤ (K − 1) ·NU︸ ︷︷ ︸

interference cancellation

.

(6.2)

The backhaul communication load is greatly reduced if small numbers of significant

channels, i.e., NU and NI, are considered as compared to that of the JD scheme with full

CSI. The above evaluations show that the proposed cooperative communication scheme

considering MS-oriented significant CSI has moderate implementation complexity.

6.2 Analytical calculations for performance assess-

ment

6.2.1 Dualities between the uplink and the downlink

Considering the channel reciprocity between the UL and the DL in the investigated

TDD system, the corresponding dual matrices for the UL and for the DL in the pro-

posed cooperative communication scheme are summarized as follows:

• estimated full and significant channel matrices

ĤUL = Ĥ
T

DL = Ĥ (6.3)

ĤUL,U = Ĥ
T

DL,U = ĤU (6.4)

ĤUL,I,k = Ĥ
T

DL,I,k = ĤI,k , (6.5)
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• estimated channel energy scaling matrix

ĜUL = ĜDL = Ĝ = diag
(
Ĥ

∗T
U ĤU

)
, (6.6)

and

• estimated channel correlation matrix

R̂UL = R̂
T

DL = R̂ =




[
ĤU

]∗T
1

ĤI,1

...[
ĤU

]∗T
K

ĤI,K


 . (6.7)

Additionally, as one prerequisite for a fair system performance assessment of JD in the

UL and JT in the DL, the same transmit power for every MS in the UL and in the DL

has to be used. To ensure this, the estimated transmit power scaling matrix

Γ̂ =

(
diag

((
Ĝ + diag

(
R̂
))−1

Ĥ
∗T
U ĤU

(
Ĝ + diag

(
R̂

∗T))−1
))− 1

2

(6.8)

is applied in the DL, see Appendix A.3. It is worth noting that this estimated transmit

power scaling matrix is also used to keep the transmit power for every data symbol

unmodified in the JT scheme considering different partial CSI.

6.2.2 Limiting values of data estimates

The system performance of the proposed cooperative communication scheme is inves-

tigated based on the limiting values of the iterative partial ZF JD and JT algorithms

in the UL and in the DL, respectively.

The limiting value of the estimated data vector applying the iterative partial JD de-

scribed by (4.57) with transparent data estimate refinement reads

d̂UL =
(
Ĝ + diag

(
R̂
))−1

Ĥ
∗T
U ·e =

(
Ĝ + diag

(
R̂
))−1

Ĥ
∗T
U H ·d+

(
Ĝ + diag

(
R̂
))−1

Ĥ
∗T
U ·n.

(6.9)

The limiting value of the estimated data vector applying the iterative partial JT de-

scribed by (5.32) and (5.33) considering the scaling matrix Γ̂ from (6.8) reads

d̂DL = Γ̂−1
(
HT · s + n

)
= Γ̂−1HTĤ

∗
U

(
Ĝ + diag

(
R̂

T))−1

Γ̂ · d + Γ̂−1 · n . (6.10)

As can be seen from the above equations, the limiting values of the estimated data

vectors applying the iterative partial JD in the UL and the iterative partial JT in the

DL are in general different.
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6.2.3 Convergence behaviour

The convergence behaviour needs to be analyzed for the iterative ZF JD/JT algorithm

with significant CSI. The loop matrix

LUL = Ĝ−1diag
(
R̂
)

(6.11)

of the iterative partial ZF JD algorithm described by (4.57) and the loop matrix

LDL = Ĝ−1diag
(
R̂

T
)

(6.12)

of the iterative partial ZF JT algorithm described by (5.32) have the same spectral ra-

dius, see Appendix A.4. So we can conclude that the iterative partial ZF JD algorithm

in the UL and the iterative partial ZF JT algorithm in the DL have the same speed of

convergence.

6.2.4 Signal-to-interference-plus-noise ratio

Based on the limiting values of the iterative JD/JT algorithm, the SINR can be cal-

culated as an important performance criterion. Furthermore, the system performance

in every channel snapshot can be analytically assessed in terms of the bit error rate

(BER) and the capacity with the help of the SINR. In the following the SINR based

on one channel snapshot is calculated. It is assumed that the modulation scheme used

here can ensure the same average transmitted power Pd per data symbol, and the noise

is white Gaussian distributed with a variance of σ2/2 for both the real and imaginary

part. The data vector d and the noise vector n are statistically independent. Since

only partial CSI instead of full CSI is applied in the cooperative signal processing, the

data estimates may contain slightly rotated and scaled useful contributions. However,

such a rotation or scaling can be easily estimated and compensated at the receiver.

In the UL, the limiting value of the estimated data vector of (6.9) can be rewritten as

d̂UL = diag

((
Ĝ + diag

(
R̂
))−1

Ĥ
∗T
U H

)
· d

︸ ︷︷ ︸
useful contribution

+ diag

((
Ĝ + diag

(
R̂
))−1

Ĥ
∗T
U H

)
· d

︸ ︷︷ ︸
interference

+
(
Ĝ + diag

(
R̂
))−1

Ĥ
∗T
U · n

︸ ︷︷ ︸
noise

. (6.13)

The SINR of the data estimate d̂
(k)

for MS k in the UL reads

γ
(k)
JD =

S
(k)
JD

I
(k)
JD + N

(k)
JD

, (6.14)
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where

S
(k)
JD = Pd

[
diag

((
Ĝ + diag

(
R̂
))−1

Ĥ
∗T
U H

)
diag

(
H∗TĤU

(
Ĝ + diag

(
R̂

∗T))−1
) ]

k,k

,

(6.15)

I
(k)
JD = Pd

[
diag

((
Ĝ + diag

(
R̂
))−1

Ĥ
∗T
U H

)
diag

(
H∗TĤU

(
Ĝ + diag

(
R̂

∗T))−1
)]

k,k

,

(6.16)

and

N
(k)
JD = σ2

[(
Ĝ + diag

(
R̂
))−1

Ĥ
∗T
U ĤU

(
Ĝ + diag

(
R̂

∗T))−1
]

k,k

(6.17)

can be calculated from (6.13).

In the DL, the limiting value of the estimated data vector of (6.10) can be rewritten as

d̂ = diag

(
Γ̂−1HTĤ

∗
U

(
Ĝ + diag

(
R̂

T
))−1

Γ̂

)
· d

︸ ︷︷ ︸
useful contribution

+ diag

(
Γ̂−1HTĤ

∗
U

(
Ĝ + diag

(
R̂

T
))−1

Γ̂

)
· d

︸ ︷︷ ︸
interference

+ Γ̂−1 · n︸ ︷︷ ︸
noise

. (6.18)

The SINR of the data estimate d̂
(k)

for MS k in the DL reads

γ
(k)
JT =

S
(k)
JT

I
(k)
JT + N

(k)
JT

, (6.19)

where

S
(k)
JT= Pd

[
diag

(
Γ̂−1HTĤ

∗
U

(
Ĝ+diag(R̂

T
)
)−1

Γ̂

)
diag

(
Γ̂
(
Ĝ+diag(R̂

∗
)
)−1

Ĥ
T
UH∗Γ̂−1

)]

k,k

= Pd

[
diag

(
HTĤ

∗
U

(
Ĝ + diag(R̂

T
)
)−1

)
diag

((
Ĝ + diag(R̂

∗
)
)−1

Ĥ
T
UH∗

)]

k,k

, (6.20)

I
(k)
JT= Pd

[
diag

(
Γ̂−1HTĤ

∗
U

(
Ĝ+diag(R̂

T
)
)−1

Γ̂

)
diag

(
Γ̂
(
Ĝ+diag(R̂

∗
)
)−1

Ĥ
T
UH∗Γ̂−1

)]

k,k

,

(6.21)

and

N
(k)
JT = σ2

[(
Ĝ + diag

(
R̂
))−1

Ĥ
∗T
U ĤU

(
Ĝ + diag

(
R̂

∗T))−1 ]

k,k
(6.22)

can be calculated from (6.18).

Given the same average transmit power per data symbol Pd and the same noise variance

σ2, the data estimates in the UL and in the DL will contain the same average useful

signal power and the same average noise power. However, in general, with the same

partial CSI, the average interference power in the UL applying JD is different from

that in the DL applying JT.
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6.3 Numerical results for performance assessment

6.3.1 Preliminary remarks

In this section, the system performance of the proposed cooperative communication

scheme is assessed with respect to numerical simulation results in both the UL and the

DL. The numerical results concerning the iterative JD/JT algorithm are obtained based

on the limiting values. The system performance of the proposed scheme is compared

to the one of conventional and state of the art communication schemes.

A realistic cellular system including 21 cells with the cluster size r = 1 is taken as the

reference scenario as shown in Figure 6.1. Concerning the channel model and the BS-

antenna-layout considered in this scenario, details are discussed in Chapter 2. Here,

some key preassumptions for the simulations are listed as follows:

• Rayleigh fading and a path loss with attenuation exponent α=3 with respect to

the distance are considered.

• Applying the OFDM transmission technique, in every cell one BS with 3 antennas

and one active MS with a single antenna in every time slot and subcarrier are

considered. The candidate BS-antenna-layouts are those introduced in Section

2.3, i.e., omni-DAS, sector-DAS I, and sector-DAS II.

• QPSK modulation with the transmit power Pd per data symbol is applied. The

background noise is assumed to be white and Gaussian distributed with a variance

of σ2/2 for both the real and imaginary parts.

Some terms and parameters considered in the following discussions are introduced here.

• bad vertex: Applying any one of the three BS-antenna-layouts in Figure 6.1, a

vertex of the hexagonal cell 1 which is far away from the BS antennas of cell 1 is

denoted as “bad vertex”.

• RxMF-cell/TxMF-cell: In conventional cellular systems, the MF technique

considering only the intra-cell useful channels for each MS is applied in individual

cells. At the receiver side in the UL and at the transmitter side in the DL, they

are denoted as “RxMF-cell” and “TxMF-cell”, respectively.

• JD-SA/JT-SA: Applying the state of the art structure-oriented static signifi-

cant channel selection strategy for JD/JT [WMSL02], the 21-cell cellular system

is divided into 7 SAs. Specifically, cells 3n − 2, 3n − 1, and 3n are contained

in SA n, n = 1, . . . , 7. The intra-SA JD scheme in the UL and the intra-SA JT

scheme in the DL are denoted as “JD-SA” and “JT-SA”, respectively.
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Figure 6.1. Reference scenario of a 21-cell cellular system in simulations.

• JD-(NU, NI)/JT-(NU, NI)/JD-(NUG, NIG)/JT-(NUG, NIG): Applying the pro-

posed two dynamic MS-oriented significant channel selection algorithms, NU sig-

nificant useful channels and NI significant interfering channels for each MS, or

NUG significant useful channel groups and NIG significant interfering channel

groups for each MS can be selected. The proposed JD scheme in the UL and JT

scheme in the DL considering the significant channels selected following the two

algorithms are denoted as “JD-(NU, NI)”, “JT-(NU, NI)”, “JD-(NUG, NIG)” and

“JT-(NUG, NIG)”, respectively.

• ΥN: This parameter is used to indicate the ratio of the average receive signal

power to the noise power in the reference scenario. Assuming MS 1 is located at

the “bad vertex”, the MF receive power for MS 1 considering all BS antennas in

the 21-cell system can be calculated as a constant parameter based on one channel

snapshot. With the unit transmit power per data symbol Pd = 1, the average

receive power for the MS at the “bad vertex” over sufficient channel snapshots

is PB = E
{∑

kA
H(kA,1)H(kA,1)∗}. The relative noise condition in the reference

scenario can be fully characterized by the parameter ΥN(dB) = 10 log10

(
PB

/
σ2
)
.

• Υ∆: The relative accuracy of CSI in the reference scenario can be characterized

by the ratio Υ∆(dB) = 10 log10

(
PB

/
σ2

∆

)
, where PB is the average MF receive

power of the MS at the “bad vertex” and σ2
∆ is the variance of channel estimation

error.

In the following, the influence of the significant channel selection, the influence of the

smart BS-antenna-layout and the influence of the imperfectness of CSI on the proposed

cooperative communication scheme are analyzed by Monte Carlo simulations.
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6.3.2 Influence of the significant channel selection

In this section, the influence of the significant channel selection scheme on system per-

formance of the cooperative communication in the UL and in the DL is investigated. In

this part of the performance assessment, perfect CSI is assumed to be available. Con-

sidering the reciprocity of the mobile radio channels in the investigated TDD system,

the same significant channels are selected in both the UL and the DL. The following

aspects concerning the influence of the significant channel selection are investigated.

• One important issue of an iterative algorithm is its convergence behaviour. The

convergence behaviour of the proposed iterative JD/JT algorithm considering

different numbers of significant channels is assessed.

• System performances of various communication schemes considering different sig-

nificant channels are compared in terms of the complementary cumulative distri-

bution function (CCDF) of the BER. The BER of the cooperative communication

scheme applying the iterative JD/JT algorithm is calculated based on its limiting

values.

• Applying the proposed MS-oriented dynamic significant channel selection strat-

egy, the influence of different numbers of significant useful/interfering channels

considered in JD/JT is investigated with respect to outage capacity.

• The proposed practical significant channel selection scheme is compared with an

optimum channel selection scheme achieving the maximum reliability information

of data detection. The corresponding performance loss is given in an exemplary

scenario.

Firstly, let us have a look at the convergence behaviour of the proposed iterative JD/JT

algorithm. In Figure 6.2, the convergence behaviour is assessed with respect to the

spectral radius of the loop matrices in the UL and in the DL with the help of the

CCDF. Based on the 21-cell reference scenario, the case of full cooperation considering

all the channels and two exemplary partial cooperation cases, i.e., JD/JT-(NUG, NIG)

considering NUG = 3 significant useful channel groups and NIG = 6 or NIG = 20

significant interfering channel groups, are investigated. The most important results

derived from Figure 6.2 are the following:

• The same spectral radius distribution in the UL and the DL indicating the same

convergence speed of the iterative partial JD algorithm and the iterative partial

JT algorithm is obtained. This numerical results coincide with the analytical

assessment in Section 6.2.
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Figure 6.2. CCDF of spectral radius ρs of iterative algorithm loop matrix in the UL/DL.

• Since most of the spectral radiuses are smaller than 1 in JD/JT with full CSI

or with partial CSI, convergence is ensured in most cases. Partial JD/JT can

even converge faster than full JD/JT. Generally, considering significant CSI in

the iterative algorithm, the convergence behaviour will not be destroyed.

Secondly, the BER performance of various communication schemes considering differ-

ent significant channels is assessed with the help of the CCDF in Figure 6.3 for the UL

and in Figure 6.4 for the DL. As mentioned before, the reference scenario in Figure

6.1 can be considered 7 SAs including 3 cells in each SA. SA 1 is in the center and

6 SAs are around SA 1. The investigated 21-cell cellular system can be considered

as a subsystem in a realistic large cellular system. Namely, in a large cellular sys-

tem extended from this 21-cell reference scenario, every SA is surrounded by 6 SAs.

Without loss of generality, the average BER performance of the MSs which are phys-

ically located in the central SA 1 including cells 1, 2, and 3 is assessed to compare

different significant channel selection strategies in this 21-cell reference scenario. As

shown in Section 5.3.2, different communication schemes consider different channels in

the signal processing. Interestingly, the conventional cellular communication scheme

and the SA communication scheme can be considered as special cases of the general

cooperative communication scheme considering different significant channel selection

strategies. The most important results derived from Figure 6.3 and Figure 6.4 are the

following:
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• The conventional cellular communication scheme applying intra-cell MF denoted

by “RxMF-cell” and “TxMF-cell” in the UL and in the DL, respectively, gives

the worst performance among all the investigated schemes. The reason is that

this scheme considers only intra-cell useful channels but no inter-cell interfering

channels in the signal processing. The system performance is strongly limited by

inter-cell interference.

• The SA communication scheme applying intra-SA JD/JT denoted by “JD-SA”

and “JT-SA” in the UL and in the DL, respectively, outperforms the conventional

cellular communication scheme. The reason is that all the intra-SA channels are

considered as significant channels for each MS, and the inter-cell interference is

significantly reduced.

• For the cooperative communication scheme, the two MS-oriented dynamic signif-

icant channel selection algorithms introduced as Algorithm-I and Algorithm-II in

Section 4.3.2 are considered here. For a fair system performance comparison, the

same number of significant useful channels and the same number of significant

interfering channels for each MS as considered in the SA-based JD/JT for each

MS are selected. Corresponding to Algorithm-I, the BER curves of the coop-

erative communication scheme applying JD/JT considering 3 significant useful

channel groups and 6 significant interfering channel groups for every MS denoted

by “JD-(NUG = 3, NIG = 6)” and “JT-(NUG = 3, NIG = 6)” in the UL and

in the DL, respectively, are plotted. Corresponding to Algorithm-II, the BER

curves of the cooperative communication scheme applying JD/JT considering

9 significant useful channels and 18 significant interfering channels denoted by

“JD-(NU = 9, NI = 18)” and “JT-(NU = 9, NI = 18)” in the UL and in the

DL, respectively, are plotted. Obviously, in both the UL and the DL, “JD/JT-

(NUG = 3, NIG = 6)” outperforms the corresponding “JD/JT-SA”. Furthermore,

“JD/JT-(NU = 9, NI = 18)” outperforms “JD/JT-(NUG = 3, NIG = 6)”. The

reason is that the channels which really play a significant role in the system

performance for each MS have a higher chance to be selected by the dynamic

MS-oriented selection strategy. Algorithm-II directly selecting individual signifi-

cant channels can further break the constraint in Algorithm-I that the channels

between one MS and all antennas of one BS have to be selected together.

• As illustrated by the BER curves denoted by “JD-(NUG = 3, NIG = 12)” and

“JT-(NUG = 3, NIG = 12)” in the UL and in the DL, respectively, the system

performance of the cooperative communication scheme can be further improved

by considering some more significant channel groups. Generally, applying JD/JT

with a few appropriately selected significant channels, both the UL and the DL

can achieve very low BERs, although they don’t have the same BER distribution.
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Thirdly, the influence of different amount of considered significant CSI corresponding

to different numbers of selected significant channels on system performance of the

proposed cooperative communication scheme is investigated. Similar to the above

investigations, the system performance of the representative MSs in SA 1 including

cells 1, 2, and 3 is assessed in the 21-cell reference scenario. Applying the MS-oriented

dynamic significant channel selection strategy considering different numbers NUG of

significant useful channel groups and different numbers NIG of significant interfering

channel groups, the outage capacity of MSs in the three central cells is calculated and

shown in Figure 6.5 for the UL and in Figure 6.6 for the DL. The calculations are

based on the assumption that the remaining interfering signals and the noise signals

after partial JD/JT are uncorrelated and Gaussian distributed. With γ(k) indicating

the SINR for MS k which can be derived from the analytical assessment of the SINR

in Section 6.2.4, the corresponding instantaneous capacity is calculated as

C
(k)
int = log2

(
1 + γ(k)

)
. (6.23)

Based on a sufficient number of channel snapshots, the outage capacity Cout in SA 1

is defined with respect to its outage probability pout as

pout = Pr
{

C
(k)
int < Cout

}
, k = 1, 2, 3 , (6.24)

where pout describes the probability that the instantaneous capacity C
(k)
int of one MS

in SA 1 is smaller than the outage capacity Cout. For every pair of (NUG, NIG), an

outage capacity Cout can be calculated based on a given pout. The most important

results derived from Figure 6.5 and Figure 6.6 concerning the influence of the numbers

of selected significant useful/interfering channels are the following:

• Generally, the more significant channels are considered in the proposed coop-

erative communication scheme, the better system performance can be achieved

in the interference-limited cellular system. Considering NUG significant useful

channel groups for each MS in JD/JT,

η =
NIG

NUG · (K − 1)
(6.25)

indicates the ratio of the number of significant interfering channel groups NIG

considered for each MS in JD/JT to the number of interfering channel groups

NUG · (K − 1) connected to all the involved BSs for each MS. Interestingly, it is

shown that the outage capacity increases with the number NUG and the ratio η

rather than directly with the number NIG.

• Concerning the number of significant useful channels, the more significant useful

channels are considered, the more noise can be suppressed. However, the more
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Figure 6.5. Outage capacity of MSs in SA 1 including cells 1, 2, and 3 applying
JD in the UL considering different numbers of significant channel groups, pout = 0.1,
ΥN = 40 dB (interference-limited cellular system).
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BSs corresponding to the significant useful channels for each MS are involved in

JD/JT, the more interference is included in the matched filtering data estimate

for each MS. Therefore, in realistic interference-limited cellular systems, it is

not always true that a larger number of significant useful channels considered in

JD/JT can lead to a better system performance.

• Concerning the number of the significant interfering channels, generally the more

interfering channels are considered, the more interference can be eliminated or

avoided, but the larger the noise enhancement will be. In interference-limited

cellular systems with weak noise, the system performance of the proposed coop-

erative communication scheme, i.e., “JD/JT-(NUG, NIG)”, is mainly limited by

the remaining (NUG · (K − 1)−NIG) interfering channel groups which are not

taken into consideration in JD/JT. However, in cellular systems with very strong

noise and weak interference, it is not necessary to consider too many interfering

channels in JD/JT. Considering all the NIG = NUG · (K − 1) interfering channel

groups corresponding to NUG significant useful channel groups in JD and in JT,

the same outage capacity is obtained in the UL and in the DL. Considering the

same number NIG < NUG · (K − 1) of interfering channel groups, the UL and the

DL have different outage capacities in general. This result implies that consider-

ing the same number of significant channels the UL and the DL have the same

output SNRs but different output SINRs. The reason is that the data estimates

in the UL and those in the DL generally contain different interference powers.

• The outage capacity of the 21-cell cellular system with the cluster size r = 1

applying the intra-SA JD/JT with 3 cells per SA has been calculated for reasons

of comparison. Cout = 1.8 bits/s/Hz holds for the UL applying “JD-SA”, and

Cout =1.6 bits/s/Hz holds for the DL applying “JT-SA”. For a fair comparison,

the same number of useful channel groups and the same number of interfering

channel groups as considered in the intra-SA JD/JT are considered in the JD/JT

based on the MS-oriented dynamic significant channel selection strategy. Cout =

2.75 bits/s/Hz holds for the UL applying “JD-(NUG = 3, NIG = 6)”, and Cout =

3.068 bits/s/Hz holds for the DL applying “JT-(NUG =3, NIG =6)”. Obviously,

the JD/JT scheme with dynamically selected MS-oriented significant channels

outperforms the JD/JT scheme with structure-oriented fixed significant channels.

The proposed practical significant channel selection strategy is based on channel gains

and weighting factor magnitudes of the interference. In most scenarios, the channels

selected following this strategy play a significant role in the system performance. How-

ever, it is worth pointing out that from the point of view of system performance this

practical proposal is not the optimum solution. For example, the significant chan-

nels can be selected in a way to obtain the maximum SINR indicating the maximum



6.3 Numerical results for performance assessment 155

throughput of data transmission, or to obtain the maximum average magnitude of

LLRs indicating the maximum reliability information of data detection. In the follow-

ing, the idea of an advanced significant channel selection scheme aiming at optimum

system performance in terms of the reliability information is illustrated in an exemplary

scenario.

For the sake of simplicity, a real-valued two-user communication channel with a 2× 2

channel matrix H including i.i.d. channel coefficients hij∼N (0, 1) , i, j=1, 2 is taken as

an exemplary scenario. Applying BPSK modulation, i.i.d. data symbols are included

in the transmitted data vector d = (d1, d2)
T. The noise vector n = (n1, n2)

T contains

the Gaussian distributed noise signals, i.e., nk ∼ N (0, σ2) , k =1, 2, σ2 = 0.1. The

received vector y = (y1, y2)
T is obtained as y = H · d + n. For a snapshot of the

channel matrix H, the average magnitude of LLRs is obtained as
∣∣LLR(H)

∣∣ = E
{d,n}
{(
∣∣L (d1|y)

∣∣+ |L (d2|y)|)/2} , (6.26)

where L (di|y) with i=1, 2 can be calculated as

L (di|y)=ln

(
P (di = +1|y)

P (di = −1|y)

)
= ln

(
P (y|di = +1, dj = +1) + P (y|di = +1, dj = −1)

P (y|di = −1, dj = +1) + P (y|di = −1, dj = −1)

)

(6.27)

with j=1, 2, j 6= i. Two significant channel selection schemes are compared. Scheme

I as a simplified version of the proposed practical channel selection strategy selects

3 out of 4 channel coefficients with the largest channel gains. Scheme II aiming at

the maximum reliability information selects 3 out of 4 channel coefficients to achieve

the largest average magnitude of LLRs over random data symbols and random noise

signals. In the calculation, the exact channel coefficients of the 3 selected significant

channels and the statistical channel knowledge of the other insignificant channel are

considered. If h12 is treated as the insignificant channel,

P (y|d1, d2) =

∫ exp
(
− (y1−h11d1−ĥ12d2)2

2σ2

)

√
2πσ2

·
exp

(
− (ĥ12)2

2

)

√
2π

dĥ12 ·
exp

(
− (y2−h21d1−h22d2)2

2σ2

)

√
2πσ2

=
exp

(
− (y1−h11d1)2

2(d2
2+σ2)

− (y2−h21d1−h22d2)2

2σ2

)

2π
√

(d2
2 + σ2)σ2

(6.28)

is applied in (6.27). Without loss of generality, (6.28) can be easily modified to the case

that any other channel is treated as the insignificant one. According to the selection

results of the applied significant channel selection scheme,
∣∣LLR(H)

∣∣ for each snapshot

of the channel matrix H is obtained. Based on a sufficient number of snapshots of the

channel matrix, the expectation
∣∣LLR

∣∣ = E
{H}
{
∣∣LLR(H)

∣∣} can be calculated. The

reliability information loss of Scheme I as compared to Scheme II in this example can

be measured by (
∣∣LLR

∣∣(II) −
∣∣LLR

∣∣(I)) ≈ 22.7− 18.7 = 4.
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6.3.3 Influence of the smart BS-antenna-layout

In this section, the influence of the smart BS-antenna-layout on the system performance

of the proposed cooperative communication scheme in both the UL and the DL is

investigated. Some preliminary remarks concerning the investigations in the present

section are firstly made as follows:

• In a reference scenario with a finite size, in general the inter-cell interference for

the MS in a cell close to the scenario boundary is smaller than that for the MS

in a cell close to the scenario center. However, as mentioned before, the 21-cell

reference scenario could be a subsystem of a realistic large cellular system, and

every cell is surrounded by many other cells in reality. Without loss of generality,

the system performance of the MS in cell 1 of the 21-cell reference scenario is

investigated in this section ignoring the boundary effect.

• The influence of the smart BS-antenna-layout is investigated by comparing sys-

tem performances under different combinations of signal processing techniques

and BS-antenna-layouts. More precisely, the conventional intra-cell MF and

the proposed multi-cell JD/JT with significant CSI are considered as the can-

didate signal processing techniques. The omni-DAS, the sector-DAS I, and the

sector-DAS II which are introduced in Section 2.3 are considered as candidate

BS-antenna-layouts.

• This section focuses on purely interference-limited cellular systems without noise,

where the SINR of (6.14) and (6.19) can be simplified to the signal-to-interference

ratio (SIR). The system performance is assessed in terms of the outage probability

of the SIR calculated with respect to 10 dB.

In Figure 6.7 and Figure 6.8, the system performance of the MS in cell 1 moving from

the cell center to the “bad vertex” in the direction of the arrow as indicated in Figure

6.1 is investigated for the UL and for the DL, respectively. For every BS-antenna-

layout candidate, 3 intra-cell useful channels are considered in the conventional intra-

cell RxMF/TxMF. For a fair comparison, the same number of useful channels NU = 3

is selected as significant useful channels and considered in the proposed JD/JT scheme.

Additionally, NI = 6 significant interfering channels are taken into consideration in the

proposed JD/JT scheme for inter-cell interference management. At every investigated

position from the cell center to the “bad vertex”, the outage probability of the SIR is

calculated. In order to keep the continuity of system performance, for all BS-antenna-

layouts it is assumed that the position of the “bad vertex” is served by the same

antennas which serve the positions very close to the “bad vertex” inside cell 1.
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In Figure 6.9, the system performance difference between different combinations of

signal processing techniques and BS-antenna-layouts is more clearly shown with the

help of contour plots. Sector-DAS I as a representative BS-antenna-layout with di-

rectional antennas is compared with omni-DAS as a representative BS-antenna-layout

with omnidirectional antennas. The contours of the following ratios with respect to

the outage probability of SIR are plotted for the whole area of cell 1. For comparing

the performances of the sector-DAS I and the omni-DAS applying the intra-cell MF,

ΥRxMF−cell = 10 log10

(
Pr{10 log10 (γsector,RxMF−cell) ≤ 10dB}
Pr{10 log10 (γomni,RxMF−cell) ≤ 10dB}

)
dB (6.29)

and

ΥTxMF−cell = 10 log10

(
Pr{10 log10 (γsector,TxMF−cell) ≤ 10dB}
Pr{10 log10 (γomni,TxMF−cell) ≤ 10dB}

)
dB (6.30)

are considered for the UL and the DL, respectively. For comparing the performances of

the sector-DAS I and the omni-DAS applying the iterative ZF JD/JT with significant

CSI,

ΥJD−(NU,NI) = 10 log10

(
Pr{10 log10

(
γsector,JD−(NU,NI)

)
≤ 10dB}

Pr{10 log10

(
γomni,JD−(NU,NI)

)
≤ 10dB}

)
dB (6.31)

and

ΥJT−(NU,NI) = 10 log10

(
Pr{10 log10

(
γsector,JT−(NU,NI)

)
≤ 10dB}

Pr{10 log10

(
γomni,JT−(NU,NI)

)
≤ 10dB}

)
dB (6.32)

are considered for the UL and the DL, respectively. Similar to Figure 6.7 and Figure

6.8, NU = 3 significant useful channels and NI = 6 significant interfering channels are

considered in the proposed JD/JT scheme in Figure 6.9.

Concerning the influence of the smart BS-antenna-layout on the system performance,

the most important results drawn from Figure 6.7, Figure 6.8, and Figure 6.9 are as

follows:

• When applying the same signal processing technique for the MS at positions close

to the cell center, the omni-DAS with omnidirectional BS-antennas in the cell

center outperforms the considered two sector-DASs with directional BS-antennas

at cell vertices. On the contrary, the considered two sector-DASs outperform the

omni-DAS at positions close to the cell boundary. These results hold both in the

UL and in the DL. The main reason for these results is that the useful signal is

much stronger at the positions close to the BS-antennas than the positions far

away from the BS-antennas.

• Figure 6.7 and Figure 6.8 show that the sector-DAS I outperforms the sector-DAS

II at all the investigated positions from the cell center to the “bad vertex”. This

phenomenon is mainly due to the fact that the BS-antennas in sector-DAS I have
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more favourable directions than those in sector-DAS II to avoid inter-cell inter-

ference. Namely, as compared to sector-DAS I, in sector-DAS II the BS-antennas

considered for MS in cell 1 are more likely to receive inter-cell interference from

other MSs in the UL, and the BS-antennas considered for other MSs are more

likely to cause inter-cell interference to MS in cell 1 in the DL.

• In Figure 6.7 and Figure 6.8, the outage probability curves corresponding to the

same signal processing technique have some intersection points. These points

indicate the threshold points where one sector-DAS begins to outperform omni-

DAS when the MS is moving from the cell center to the “bad vertex”. There

is no point of intersection between the curves corresponding to the two sector

DASs. The threshold point is closer to the cell center when applying “JD/JT-

(NU = 3, NI = 6)” as compared to that applying “RxMF/TxMF-cell”. This

result implies that the area where sector-DAS outperforms omni-DAS when ap-

plying the iterative ZF JD/JT with significant CSI is larger than that when

applying the conventional intra-cell MF.

• Based on the above results, sector-DAS I as a better choice of the two sector

BS-antenna-layouts is further compared to the conventional omni-DAS in Figure

6.9. In an explicit manner, the contour plots of the ratios in (6.29), (6.30),

(6.31) and (6.32) described in dB clearly show the areas in cell 1 where the

communication quality of the sector-DAS I is better than that of the omni-DAS,

and vice versa. The corresponding extent of performance gain on the contour lines

are indicated. The following results can be seen when comparing the contour plot

for “RxMF/TxMF-cell” and for “JD/JT-(NU = 3, NI = 6)”. When the proposed

iterative ZF JD/JT with significant CSI is applied, the area where sector-DAS

I outperforms omni-DAS is larger and with a higher extent of performance gain

than that when the conventional intra-cell MF is applied. This phenomenon is

more obvious in the DL than in the UL.

• In a word, additional performance gain can be achieved by the smart BS-antenna-

layout in the proposed cooperative communication scheme with an intelligent

signal processing technique. Furthermore, one can even benefit more from the

smart sector BS-antenna-layout when applying the JD/JT with significant CSI

which is good at inter-cell interference management as compared to applying the

conventional intra-cell MF.

Therefore, a good combination of an intelligent signal processing technique and a smart

BS-antenna-layout shall be taken into consideration in the design of a practical coop-

erative communication scheme. The smart BS-antenna-layout is expected to take the

most of the advantages of the signal processing technique.
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6.3.4 Influence of the imperfectness of CSI

The above investigations are based on the ideal assumption that perfect channel knowl-

edge is available. However, this is not the case in reality due to the limited ability to

track CSI in realistic cellular systems. In this section, the influence of the imperfectness

of CSI on the cooperative communication scheme is studied.

Firstly, the sensitivity of some typical multiuser detection/transmission algorithms

to the imperfectness of CSI is checked in Figure 6.10 and Figure 6.11 for the

UL and the DL, respectively. Two exemplary real-valued channel matrices H1 =

(10, 1, 0.1; 10, 2, 0.1; 10, 5, 1) and H2 =(1, 0.8, 0.8; 1, 1, 0.8; 1, 0.8, 1) of small dimensions

are considered for the first investigations. Correspondingly, i.i.d. real-valued Gaussian

channel-errors with a variance of σ2
∆ are assumed. The extent of the imperfectness of

CSI can be indicated by the variance described in dB, i.e., 10 log10 (σ2
∆). In the simu-

lation, QPSK modulation with the symbol alphabet D= {dI + j ∗ dQ | dI, dQ∈{±1}}
is applied. In Figure 6.10 with different levels of the imperfectness of CSI, the perfor-

mances of the ZF detection algorithm as the limiting version of the linear iterative PIC

algorithm, the nonlinear SIC algorithm as introduced in Section 4.2.3, and the ML de-

tection algorithm as discussed in Section 4.2.1 are reviewed. Additionally, the optimum

MF bound denoted by “Opt. MF” is given as the best achievable lower bound of the

BER of any data detector. This optimum MF bound is obtained by applying the MF

considering all useful channels under the ideal assumption of no multiuser interference.

Similarly, in Figure 6.11, the performances of the ZF transmission algorithm as the

limiting version of the linear iterative parallel interference presubstraction algorithm

and the nonlinear THP algorithm as introduced in Section 5.2.3 are reviewed. In ad-

dition, the optimum MF bound denoted by “Opt. MF” under the ideal assumption

of no interference is given as the best achievable lower bound of the BER of any data

transmitter. The most important results derived from Figure 6.10 and Figure 6.11 are

as follows:

• The input SNRs for individual signal processing algorithms are adjusted in such

a way that the resulting BER values are always around 10−3 under perfect CSI.

With the increment of the channel-error variance, the sensitivity of different signal

processing algorithms to the imperfectness of CSI can be reviewed with respect

to the starting point and the speed of the BER performance degradation.

• Both in the UL and in the DL, with the increment of the extent of imperfectness of

CSI, the BERs of the linear/nonlinear interference cancellation/presubstraction

algorithms start to significantly increase earlier than the BERs of the opti-

mum detection/transmission algorithms and the optimum MF bound. However,
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the linear/nonlinear interference cancellation/presubstraction algorithms have a

lower speed of BER performance degradation as compared to the optimum de-

tection/transmission algorithms and the optimum MF bound.

• The sensitivity of the linear ZF detection algorithm and that of the nonlinear

SIC algorithm to the imperfectness of CSI can be compared in Figure 6.10. The

sensitivity of the linear ZF transmission algorithm and that of the nonlinear THP

algorithm to the imperfectness of CSI can be compared in Figure 6.11. Generally,

the answer to the question whether the linear or the nonlinear algorithm dealing

with multiuser interference is more sensitive to the imperfectness of CSI depends

on the structure of the channel matrix. Especially, the following result can be

derived when the channel vectors corresponding to different data symbols have

distinctively different Euclidean norms. As the level of the imperfectness of CSI

increases, the BER performance of the nonlinear algorithm starts to degrade later

but then degrades with a higher speed than that of the linear algorithm.

In the following, the influence of the imperfectness of CSI on the proposed practical co-

operative communication scheme is investigated in the 21-cell reference scenario. The

system performance is assessed in both the UL and the DL considering alternative

BS-antenna-layouts, i.e., omni-DAS and sector-DAS I. Applying the OFDM transmis-

sion technique, MSs suffer from only the inter-cell interference and the background

Gaussian noise in the reference scenario. The system performance of the cooperative

communication scheme dealing with interference and noise is limited by the imperfect

knowledge of CSI. In realistic large cellular systems, each cell is surrounded by many

cells. Without loss of generality, the following investigations focus on the performance

of the MS in cell 1, i.e., MS k = 1, which is close to the center of the reference scenario.

It is assumed that MS 1 is located at the fixed position of “bad vertex” as shown in

Figure 6.1, while other MSs are randomly distributed in other cells. If a good system

performance of MS 1 at this “bad vertex” can be obtained when applying the practical

cooperative communication scheme, even a better system performance for MS 1 can

be expected in the general case that this MS is randomly distributed in cell 1. As

mentioned in Section 6.3.1, the parameter ΥN is used to indicate the noise condition in

the system. The parameter Υ∆ is used to indicate the relative accuracy of CSI, which

implicitly indicates the extent of imperfectness of CSI. Roughly speaking, the smaller

the value of ΥN is, the stronger the background noise is. The smaller the value of Υ∆

is, the worse extent the imperfectness of the channel knowledge has.

The impact of imperfect CSI in individual steps of the cooperative communication

scheme is investigated in Figure 6.12 and Figure 6.13 for the UL and for the DL,
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respectively. With different levels of the imperfectness of CSI, the system performance

of MS 1 is assessed with respect to the average SINR. In the 21-cell reference scenario

applying the practical cooperative communication scheme, 4 significant useful channels

and 10 significant interfering channels are considered. The most important results

derived from the above two figures are as follows:

• The influence of imperfect CSI on the system performance is assessed in the fol-

lowing three cases. In the first case, imperfect CSI is applied in the significant

channel selection. Based on the imperfect selection results of significant channels,

perfect CSI is applied in the JD/JT. In the second case, perfect CSI is applied in

the significant channel selection. Based on the perfect selection results, imperfect

CSI of the significant channels is applied in JD/JT. In the third case, the im-

perfect CSI is applied in the whole cooperative communication scheme including

both the significant channel selection and the JD/JT. Taking the system perfor-

mance upper bound obtained by applying perfect CSI in the whole cooperative

communication scheme as the reference, the performance degradation caused by

the imperfectness of the CSI in different steps of the cooperative communication

scheme is clearly shown.

• Obviously, the accuracy of the CSI, or the imperfectness of the CSI from another

view, applied in JD/JT has a significant influence on the system performance.

Furthermore, it is interesting to see that imperfect CSI applied in the significant

channel selection can also cause serious performance degradation. With increas-

ing imperfectness of the CSI, insignificant channels in reality can be selected as

significant channels, and it has a great impact on the cooperative communication

scheme designed for appropriate selected significant CSI. It tells us from another

point of view how important it is to select suitable significant channels in order

to achieve a good performance of the cooperative communication scheme.

• It is shown that in both the UL and the DL of the omni-DAS, the imperfect

CSI in the significant channel selection and that in the JD/JT cause comparable

performance degradations. In both the UL and the DL of the sector-DAS I, the

imperfect CSI in the significant channel selection causes generally much less per-

formance degradation than that caused by the imperfect CSI in the JD/JT. The

reason is that with the smart BS-antenna-layout in the sector-DAS I, the mobile

radio channels corresponding to the distributed BS-antennas have distinctively

different channel coefficients. The significant channel selection in the sector-DAS

I is more robust against the imperfectness of CSI as compared to that in the

omni-DAS.
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The question about how much CSI should be considered in JD/JT as a function of the

extent of imperfectness of the CSI in order to achieve optimum system performance

is exemplarily answered by the numerical results in Figure 6.14 and Figure 6.15 for

the UL and for the DL, respectively. With different levels of the imperfectness of CSI

applied in JD/JT, the system performance of MS 1 at the “bad vertex” in the 21-cell

reference scenario considering different numbers of significant channels in JD/JT is

assessed with respect to the average SINR. The most important results derived from

Figure 6.14 and Figure 6.15 are as follows:

• With a high accuracy of the CSI, i.e., with a large value of the ratio Υ∆, gen-

erally the more significant useful channels and their corresponding significant

interfering channels are considered in JD/JT, the better system performance can

be obtained. The “full JD/JT” considers all NU = 63 useful channels and all

NI = NU · (K − 1) = 1260 interfering channels for every MS in the omni-DAS

and all the channels except the ineffective channels due to the sector antennas

for every MS in the sector-DAS I. This JD/JT scheme with full CSI achieves the

best system performance among all the investigated JD/JT schemes.

• With increasing imperfectness of the CSI, the JD/JT with full CSI which is more

sensitive to the channel knowledge condition as compared to the other investi-

gated JD/JT schemes considering less CSI is not always the best choice any more.

The intra-cell MF denoted by “RxMF/TxMF-cell” can be considered as a special

case of “JD/JT-(NU = 3, NI = 0)” in which intra-cell useful channels are selected

as significant useful channels and no interfering channels are considered. With

a high level of the imperfectness of the CSI, i.e., with a small value of the ratio

Υ∆, the simple intra-cell MF which is more robust against bad knowledge of CSI

can even offer us a better system performance than the other JD/JT schemes

with partial CSI. With different levels of the imperfectness of CSI, every inves-

tigated JD/JT scheme with certain numbers of significant useful channels and

significant interfering channels, e.g., “JD/JT-(NU = 4, NI = 10)” and “JD/JT-

(NU = 4, NI = 2)”, has the chance to achieve the best system performance among

all the investigated JD/JT schemes.

• From the above exemplary numerical results, it can be derived that in realistic

cellular systems the amount of CSI which shall be considered in JD/JT to obtain

optimum system performance is a function of the imperfectness of CSI. Generally,

the larger the imperfectness of the CSI is, the less amount of CSI should be con-

sidered. In a word, the proposed cooperative communication scheme considering

partial CSI can achieve optimum system performance with reduced implementa-

tion complexity and alleviated sensitivity to the imperfectness of the CSI.
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Figure 6.14. Average SINR E{γ(1)} as a function of Υ∆ in the UL, investigation on
the impact of imperfect CSI on cooperative communication with different amount of
significant CSI, ΥN = 40 dB (interference-limited cellular system).
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Figure 6.15. Average SINR E{γ(1)} as a function of Υ∆ in the DL, investigation on
the impact of imperfect CSI on cooperative communication with different amount of
significant CSI, ΥN = 40 dB (interference-limited cellular system).
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Chapter 7

Summaries

7.1 Summary in English

The reliability and the throughput of mobile radio cellular systems nowadays are mainly

limited by multiuser interference. In future 4G mobile radio cellular networks consid-

ered as OFDM-MIMO systems, cooperative communication based on coordinated BSs

is a very promising concept to perform inter-cell multiuser interference management.

The present thesis deals with the concept of cooperative communication in a systematic

way from its information-theoretic background to its practical system design.

The information-theoretic results in the present thesis show that the achievable rate

region of multiple users can be significantly enlarged through cooperative reception and

cooperative transmission as compared to that with no cooperation. At some operating

points of interest, cooperative communication considering appropriately selected partial

CSI achieves good system performance with little capacity loss as compared to that

with full CSI. These results give good guidelines for a practical design of cooperative

communication.

The main focus of this thesis is a practical design of the cooperative communication

scheme with partial CSI, i.e., significant CSI and imperfect CSI, for future realistic

mobile radio cellular systems. Practical constraints concerning the implementation

complexity and the limited ability to track CSI are considered in the system design.

A novel MS-oriented dynamic significant channel selection scheme distinguishing the

significant useful channels from the significant interfering channels is proposed. With

significant CSI corresponding to the selected significant channels, an efficient decen-

tralized cooperative signal processing scheme is proposed. This scheme is based on

coordinated BSs connected by backhaul links. In this way, JD for cooperative recep-

tion in the UL and JT for cooperative transmission in the DL are performed with a

good compromise between system performance and implementation complexity. Fur-

thermore, the impact of imperfectness of the CSI on the system performance is assessed.

The question about how much CSI should be considered as a function of the extent

of imperfectness of the CSI in JD/JT in order to achieve optimum system perfor-

mance is answered based on numerical results. Additionally, numerical results show

that the proposed intelligent signal processing technique can significantly benefit from

the proposed smart BS-antenna-layout. Moreover, several advanced statistical signal

processing schemes for multiuser detection are proposed.
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7.2 Summary in German

Die Zuverlässigkeit und der Durchsatz in zellularen Mobilfunksystemen sind heutzu-

tage hauptsächlich durch Mehrnutzerinterferenzen begrenzt. Zukünftige zellulare 4G

Mobilfunksysteme können als OFDM-MIMO Systeme betrachtet werden. In solchen

zukünftigen Mobilfunksystemen ist kooperative Kommunikation, basierend auf koor-

dinierten BSen ein sehr viel versprechendes Konzept zum Interzellinterferenzmanage-

ment. Die vorliegende Arbeit behandelt das Konzept der kooperativen Kommunikation

auf eine systematische Art und Weise vom informationstheoretischen Hintergrund bis

hin zum praktischen Systemdesign.

Die informationstheoretischen Ergebnisse der vorliegenden Arbeit zeigen, dass die

erreichbare Ratenregion von mehreren Nutzern durch den Einsatz von kooperativem

Empfang und kooperativem Senden, verglichen mit dem Fall, bei dem keine Koope-

ration stattfindet, signifikant vergrößert werden kann. In einigen interessanten Ar-

beitspunkten erreicht kooperative Kommunikation mit passend ausgewählter partieller

Kanalkenntnis, verglichen mit dem Fall, bei dem die vollständige Kanalkenntnis genutzt

wird, eine gute Performanz mit nur geringem Kapazitätsverlust. Diese Ergebnisse

liefern gute Richtlinien für die praktische Implementierung von Systemen mit koopera-

tiver Kommunikation.

Der Schwerpunkt der vorliegenden Arbeit liegt im praktischen Design kooperativer

Kommunikationssysteme mit partieller Kanalkenntnis für zukünftige realistische zellu-

lare Mobilfunksysteme. Hierbei bezeichnet partielle Kanalkenntnis signifikante Kanal-

kenntnis und imperfekte Kanalkenntnis. Beim Systemdesign werden zwei praktische

Beschränkungen betrachtet. Zum einen ist die Komplexität der Implementierung

und zum anderen ist die begrenzte Fähigkeit, die perfekte Kanalkenntnis zu er-

langen, zu berücksichtigen. Eine neue MS-orientierte dynamische Technik um sig-

nifikante Kanäle auszuwählen wird vorgeschlagen. Dabei wird zwischen signifikanten

Nutzkanälen und signifikanten Störkanälen unterschieden. Basierend auf der Kennt-

nis der ausgewählten signifikanten Kanäle wird eine effiziente dezentrale kooperative

Signalverarbeitungstechnik vorgeschlagen. Diese vorgeschlagene Technik basiert auf

koordinierten BSen, die über Backhaul Verbindungen miteinander kommunizieren.

Auf diese Art und Weise wird JD für kooperatives Empfangen im UL und JT für

kooperatives Senden im DL eingesetzt. Dabei wird ein guter Kompromiss zwischen

Systemperformanz und Implementierungskomplexität erreicht. Weiterhin wird der Ein-

fluss von imperfekter Kanalkenntnis auf die Systemperformanz bewertet. Die Frage

wie viel Kanalkenntnis für JD/JT benötigt wird, um optimale Systemperformanz

zu erreichen, wird numerisch beantwortet. Zusätzlich zeigen numerische Ergebnisse,
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dass die vorgeschlagene intelligente Signalverarbeitungstechnik signifikant von dem

vorgeschlagenen Layout der Antennen der BSen profitieren kann. Außerdem werden

fortschrittliche statistische Signalverarbeitungstechniken für die Mehrnutzerdetektion

vorgeschlagen.
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Appendix A

Formulas and derivations

A.1 Formulas for calculating the Han-Kobayashi

achievable rate region

A simplified explicit expression to compute the achievable rate region R(Z) de-

fined in Section 3.2.4 is shown in the following. Considering the random variables

Q, U1, U2, V1, V2, X1 and X2, P∗ denotes the set of all distributions of the probabil-

ity Z = Pr{q}·Pr{u1|q}·Pr{v1|q}·Pr{u2|q}·Pr{v2|q}·Pr{x1|u1, v1, q}· Pr{x2|u2, v2, q}.

Theorem A.1. [HK81] The rate region R(Z) with any Z ∈ P∗ is equal to the

polyhedron consisting all pairs (R1, R2) with nonnegative real values satisfying

R1 ≤ ρ1, R2 ≤ ρ2, R1 + R2 ≤ ρ12,

2R1 + R2 ≤ ρ10, R1 + 2R2 ≤ ρ20, (A.1)

where

ρ1 = σ1 + I(Y1; U1 | V1V2Q), (A.2)

ρ2 = σ2 + I(Y2; U2 | V1V2Q), (A.3)

ρ12 = σ12 + I(Y1; U1 | V1V2Q) + I(Y2; U2 | V1V2Q), (A.4)

ρ10 = 2σ1 + 2I(Y1; U1 | V1V2Q) + I(Y2; U2 | V1V2Q)− [σ1 − I(Y2; V1 | V2Q)]+

+ min{ I(Y2; V2 | V1Q), I(Y2; V2 | Q) + [I(Y2; V1 | V2Q)− σ1]
+,

I(Y1; V2 | V1Q), I(Y1; V1V2 | Q)− σ1}, (A.5)

ρ20 = 2σ2 + I(Y1; U1 | V1V2Q) + 2I(Y2; U2 | V1V2Q)− [σ2 − I(Y1; V2 | V1Q)]+

+ min{ I(Y1; V1 | V2Q), I(Y1; V1 | Q) + [I(Y1; V2 | V1Q)− σ2]
+,

I(Y2; V1 | V2Q), I(Y2; V1V2 | Q)− σ2},
([x]+ = x, if x ≥ 0; [x]+ = 0, if x < 0), (A.6)

with

σ1 = min{ I(Y1; V1 | V2Q), I(Y2; V1 | U2V2Q)},
σ2 = min{ I(Y2; V2 | V1Q), I(Y1; V2 | U1V1Q)},

σ12 = min{ I(Y1; V1V2 | Q), I(Y2; V1V2 | Q), I(Y1; V1 | V2Q) + I(Y2; V2 | V1Q),

I(Y2; V1 | V2Q) + I(Y1; V2 | V1Q)}. (A.7)
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Details of the proof of Theorem A.1 can be found in [HK81]. Observing the relations

between ρ1, ρ2, ρ12, ρ10 and ρ20, the polyhedron representing the region of R(Z) is

determined by its 7 extreme points as

A = (ρ1, ρ10 − 2ρ1), B = (ρ10 − ρ12, 2ρ12 − ρ10), C = (2ρ12 − ρ20, ρ20 − ρ12),

D = (ρ20 − 2ρ2, ρ2), E = (0, ρ2), G = (ρ1, 0), O = (0, 0). (A.8)

In the calculation of the achievable rate region for the two-user Gaussian IC, the rele-

vant quantities concerning receiver 1 in Theorem A.1 can be calculated by

I(Y1; U1 | V1V2) = ϕ(β1P1/(1 + a12β2P2)), (A.9)

I(Y1; V1 | V2) = ϕ(β̄1P1/(1 + β1P1 + a12β2P2)), (A.10)

I(Y1; V2 | V1) = ϕ(a12β̄2P2/(1 + β1P1 + a12β2P2)), (A.11)

I(Y1; V1V2) = ϕ((β̄1P1 + a12β̄2P2)/(1 + β1P1 + a12β2P2)), (A.12)

I(Y1; V1) = ϕ(β̄1P1/(1 + β1P1 + a12P2)), (A.13)

I(Y1; V2 | U1V1) = ϕ(a12β̄2P2/(1 + a12β2P2)), (A.14)

where ϕ(x) = log2(1 + x), σ2(Ui) = βiPi, σ2(Vi) = β̄iPi, βi + β̄i = 1, i=1, 2. Similarly,

the relevant quantities concerning receiver 2 in Theorem A.1 can be calculated by

applying the above equations from (A.9) to (A.14) with indices 1 and 2 exchanged

with each other everywhere.

A.2 Dualities between uplink and downlink channel

correlation matrices

Let’s define

Ak =
[
ĤUL,U

]∗T
k

ĤUL,I,k =
[
ĤU

]∗T
k

ĤI,k (A.15)

and

Bk = ĤDL,I,k

[
Ĥ

∗T
DL,U

]

k
= Ĥ

T

I,k

[
Ĥ

∗
U

]

k
. (A.16)

The matrix operator [·]k returns the k-th column of its argument as a column vector.

It can be seen that

Ak = BT
k (A.17)

always holds. The estimated channel correlation matrix R̂UL introduced in (4.59) can

be expressed by

R̂UL =




A1
...

AK


 , (A.18)
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and the estimated channel correlation matrix R̂DL introduced in (5.36) can be expressed

by

R̂DL =
(

B1, . . . ,BK

)
. (A.19)

Now we can easily obtain

R̂UL =




A1
...

AK


 =

(
B1, . . . ,BK

)T
=
(
R̂DL

)T

. (A.20)

A.3 Estimated transmit power scaling matrix

It is assumed that the same data vector d = (d(1) . . . d(K))T with the covariance matrix

Φd = E{dd∗T} = PdI
K×K is applied in both the UL and the DL. In the UL, with

the simple transmitter, s = d holds and the transmitted power for each data symbol

k is P
(k)
s = Pd. In the DL, after introducing a diagonal scaling matrix Γ̂ with positive

real-valued elements on its diagonal, the limiting value of transmitted vector in (5.41)

is obtained as

s(∞) = Ĥ
∗T
DL,U

(
ĜDL + diag

(
R̂DL

))−1

Γ̂ · d . (A.21)

The modulation matrix reads

M = Ĥ
∗T
DL,U

(
ĜDL + diag

(
R̂DL

))−1

Γ̂ . (A.22)

The requirement to use the same transmit power per data symbol P
(k)
s = Pd in the UL

and in the DL leads to [
M∗TM

]
k,k

= 1 , (A.23)

which means that the norm of each column of the modulation matrix is kept to be 1 in

order to keep the transmitted power per data symbol unmodified. From the condition

[
M∗TM

]
k,k

=

[
Γ̂

((
Ĝ + diag

(
R̂DL

))−1
)∗T

ĤDL,U Ĥ
∗T
DL,U

(
Ĝ + diag

(
R̂DL

))−1

Γ̂

]

k,k

= 1 , (A.24)

one obtains

Γ̂ =

(
diag

((
Ĝ + diag

(
R̂

∗T
DL

))−1

ĤDL,U Ĥ
∗T
DL,U

(
Ĝ + diag

(
R̂DL

))−1
))− 1

2

=

(
diag

((
Ĝ + diag

(
R̂

∗))−1

Ĥ
T

U Ĥ
∗
U

(
Ĝ + diag

(
R̂

T
))−1

))− 1
2

=

(
diag

((
Ĝ + diag

(
R̂
))−1

Ĥ
∗T
U ĤU

(
Ĝ + diag

(
R̂

∗T))−1
))− 1

2

. (A.25)
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A.4 Eigenvalues of the loop matrix

As we know, the UL and the DL have the same estimated channel gain scaling matrix

Ĝ as shown in (6.6). Concerning the estimated channel covariance matrix R̂, one can

easily obtain

diag
(
R̂
)

=
(
diag

(
R̂

T
))T

. (A.26)

Assuming that C and D are two arbitrary N -by-N square matrices, it has been shown

that C and CT have the same eigenvalues and that CD and DC have the same

eigenvalues [HJ85]. From these results, one can easily derive that (DC)T has the same

eigenvalues as CD. Assuming

C = Ĝ−1 (A.27)

D = diag
(
R̂
)

=
(
diag

(
R̂

T
))T

, (A.28)

the loop matrices can be written as

LUL = CD (A.29)

LDL = CT DT = (DC)T . (A.30)

So obviously one can obtain the result that the loop matrices LUL in the UL and LDL

in the DL have the same eigenvalues and then of course the same spectral radius.
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Appendix B

List of frequently used abbreviations and
symbols

B.1 Abbreviations

AWGN additive white gaussian noise
B3G beyond 3rd generation
BC broadcast channel
BER bit error rate
BS base station
CCDF complementary cumulative distribution function
CDMA code division multiple access
CoMP coordinated multi-point transmission
CP cyclic prefix
CPRI common public radio interface
CSI channel state information
CU central unit
DAS distributed antenna system
DFT discrete Fourier transform
DL downlink
DPC dirty-paper coding
IC interference channel
ICI inter-channel interference
IDFT inverse-discrete Fourier transform
i.i.d. independent and identically distributed
ISI inter-symbol interference
JD joint detection
JOINT joint transmission and detection integrated network
JT joint transmission
LTE long term evolution
MAC multiple access channel
MF matched filtering
MIMO multiple-input multiple-output
MMSE minimum mean square error
MS mobile station
OFDM orthogonal frequency division multiplexing
OFDMA orthogonal frequency division multiple access
OBSAI open base station architecture initiative
PDF probability density function
PIC parallel interference cancellation
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QoS quality of service
SA service area
SDMA space division multiple access
SINR signal-to-interference-plus-noise ratio
SIC successive interference cancellation
SIR signal-to-interference ratio
SISO single-input single-output
SIMO single-input multiple-output
SNR signal-to-noise ratio
SVD singular value decomposition
TDD time division duplex
THP Tomlinson-Harashima precoding
UL uplink
ZF zero forcing

B.2 Symbols

aij channel gain between transmitter j and receiver i
A amplitude of channel transfer function
ck,BC transmit signature for user k in a BC
ck,MAC receive signature for user k in a MAC
C capacity
C set of complex-valued numbers
d propagation distance
dB breakpoint distance in dual slope model

d(nus) data symbol of user nus

d(k) data symbol of MS k

d̂
(k)

estimated data symbol of MS k

d̂
(k)

(i) estimated data symbol of MS k in the i-th iteration
ˆ̂
d(k)(i) refined estimated data symbol of MS k in the i-th iteration
d data vector

d̂ estimated data vector

d̂(i) estimated data vector in the i-th iteration
ˆ̂
d(i) refined estimated data vector in the i-th iteration

D alphabet of data symbol d(k)

DK alphabet of data vector d
D linear demodulator matrix
e(nF) received signal on subcarrier nF in an OFDM symbol
e(kA) received signal at BS antenna kA

e(k) received signal at MS k
e received vector
∆f frequency spacing between adjacent subcarriers
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G logarithmic path gain
Ḡ average logarithmic path gain

Ĝ estimated channel gain scaling matrix
g linear path gain
ĝ(k) estimated channel gain scaling factor for MS k
ḡ average linear path gain
gR receive antenna gain
gT transmit antenna gain

h(µ) channel impulse response at time slot µ
hij channel coefficient between transmitter j and receiver i in an IC

H(nF) channel transfer function on subcarrier nF

H(f) channel transfer function
hi channel vector corresponding to transmitter antenna i
H channel matrix

H(kA,k) channel transfer function between BS antenna kA and MS k in the
system channel matrix H

Ĥ
(kA,k)

estimate of H(kA,k)

Ĥ estimated channel matrix
HDL DL channel matrix
HUL UL channel matrix

H
(k,kA)
DL DL channel coefficient between MS k and BS antenna kA

Ĥ
(k,kA)

DL estimate of H
(k,kA)
DL

H
(kA,k)
UL UL channel coefficient between BS antenna kA and MS k

Ĥ
(kA,k)

UL estimate of H
(kA,k)
UL

H̃U significant useful channel indicator matrix for all MSs
HU significant useful channel matrix for all MSs

ĤU estimated significant useful channel matrix for all MSs

H̃I,k MS-specific significant interfering channel indicator matrix for MS k
HI,k MS-specific significant interfering channel matrix for MS k

ĤI,k estimated MS-specific significant interfering channel matrix for MS k

H̃I combined significant interfering channel indicator matrix
HI combined significant interfering channel matrix

ĤI estimated combined significant interfering channel matrix
I identity matrix
K number of cells, which is equivalent to number of active MSs
KB number of BSs
KM number of MSs
KA number of BS antennas
L number of iterations
M linear modulator matrix
n(nF) noise signal on subcarrier nF in an OFDM symbol
n(kA) noise signal at BS antenna kA in the UL
n(k) noise signal at MS k in the DL
nj noise signal at receiver antenna j
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n noise vector
Ni noise variance at receiver antenna i
N0 the same noise variance at all receiver antennas
NA number of antennas at each BS
NF number of subcarriers
Ng discrete length of the channel impulse response
NI number of significant interfering channels for every MS
NIG number of significant interfering channel groups for every MS
NU number of significant useful channels for every MS
NUG number of significant useful channel groups for every MS
Nus number of users per cell
Pd average transmit power of every data symbol
P transmit sum power
Pk transmit power for user k

P̃k optimum transmit power allocated to user k with available channel
knowledge

Q time-sharing random variable
Q

i
input covariance matrix for user i in a BC

Q set of random variable Q
r cluster size
r(k) matched filtering estimate for MS k
Ri data rate of user i
R set of real-valued numbers
RHK the Han-Kobayashi achievable rate region for an IC

R̂ estimated channel correlation matrix
s(nF) transmitted signal on subcarrier nF in an OFDM symbol
s(k) transmitted signal from MS k
s(kA) transmitted signal from BS antenna kA

s transmitted vector
Si data rate of private message from transmitter i in an IC
Φn covariance matrix of noise signals
Φx covariance matrix of input signals
t(k) predistorted data symbol of MS k
t(k)(i) predistorted data symbol of MS k in the i-th iteration
t predistorted data vector

t̂(i) predistorted data vector in the i-th iteration
Ti data rate of common message from transmitter i in an IC
Td original data symbol duration
Ts OFDM symbol duration
Ui random variable carrying private message from transmitter i
Ui set of random variable Ui

Vi random variable carrying common message from transmitter i
Vi set of random variable Vi

Wi message for user i from transmitter i
Wii private message for user i from transmitter i
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Wij common message for users i and j from transmitter i
Wi message set for user i
w(µ) noise signal at time slot µ in an OFDM symbol
Xi set of input signal at transmitter antenna i
X n

i set of input vector at transmitter antenna i
Xi input signal variable at transmitter antenna i
xi codeword for user i
x channel input vector
x̃ channel input vector with cyclic prefix
xi input signal from transmitter antenna i
x̂i estimated input signal from transmitter antenna i
x(µ) input symbol at time slot µ in an OFDM symbol
Yi set of output signal at receiver antenna i
Yn

i set of output vector at receiver antenna i
Yi output signal variable at receiver antenna i
y

i
output signal at receiver antenna i

y(µ) output symbol at time slot µ in an OFDM symbol
y channel output vector
ỹ channel output vector with cyclic prefix
z colored/white Gaussian noise vector in a SIMO channel for one user
Kz covariance matrix of colored/white Gaussian noise vector in a SIMO

channel for one user
α path loss attenuation exponent
β scaling factor
λ system wavelength
λk singular value of the channel matrix
γ(k) SINR of user k

γ
(k)
MAC SINR of user k in a MAC

γ
(k)
BC SINR of user k in a BC

γ
(k)
F SINR of user k which is firstly decoded in a two-user MAC applying

the SIC strategy

γ
(k)
S SINR of user k which is secondly decoded in a two-user MAC applying

the SIC strategy

γ
(k)
JD SINR of MS k applying JD in the UL

γ
(k)
JT SINR of MS k applying JT in the DL

Γ transmit power scaling matrix
∆ channel-error matrix
η ratio of two numbers
ǫn error probability
ρs spectral radius
σ2 variance of noise
σ2

i variance of noise at individual receiver i
σ̂2

i estimated variance of noise at individual receiver i
σ2

G variance of logarithmic path gain
σ2

H variance of channel transfer function
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σ2
∆ variance of channel error

σ2
hij

variance of fading channel between transmitter j and receiver i

Υ logarithmic ratio of two numbers
ΥN logarithmic ratio of the average receive signal power to the noise power
Υ∆ logarithmic ratio of the average receive signal power to the variance of

channel estimation error
diag (·) a diagonal matrix with the diagonal elements of its argument as its own

diagonal entries
diag{·} a diagonal matrix with its argument elements as its own diagonal entries

diag (·) a matrix with 0’s as its diagonal entries and the off-diagonal elements
of its argument as its own off-diagonal entries

exp(·) exponential function of its argument
E {·} expectation of its argument
F−1 (·) IDFT of its argument
F (·) DFT of its argument
O(·) computational complexity order of its argument
p(·) probability density function of its argument
p(·|·) conditional probability density function of its argument
Pr{·} probability of its argument
Pr{·|·} conditional probability of its argument
QHD (·) hard quantization function of its argument
σ2(·) variance of a random variable of its argument
(·)T transposition of its argument
(·)∗ conjugate of its argument
(·)∗T conjugate transpose of its argument
[A]k the k-th column of the matrix A as a column vector
[a]µ the µ-th element of the vector a as a scalar

⊙ element-wise multiplication
⊛ circular convolution
N (µ, σ2) real Gaussian random variable with mean µ and variance σ2

CN (0,K) circularly symmetric Gaussian random vector with covariance matrix
K and mean zero

CN (0, σ2) circularly symmetric complex Gaussian random variable with the real

and imaginary parts are i.i.d. N
(
0, σ2

2

)

I(X; Y ) mutual information of random variables X and Y
I(X; Y |Z) conditional mutual information of random variables X and Y given Z
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block estimation algorithms for the detection of spread spectrum signals
transmitted over frequency selective channels. IEICE Transactions on
Communications, vol. 76, 1993, pp. 825–834.

[Bin90] Bingham, J. A. C.: Multicarrier modulation for data transmission: An
idea whose time has come. IEEE Communications Magazine, vol. 28,
1990, pp. 5–14.



Bibliography 183

[Blu03] Blum, R.: MIMO capacity with interference. IEEE Journal on Selected
Areas in Communications, vol. 21, 2003, pp. 793–801.

[Car75] Carleial, A.: A case where interference does not reduce capacity. IEEE
Transactions on Information Theory, vol. 21, 1975, pp. 569–570.

[Car78] Carleial, A. B.: Interference channel. IEEE Transactions on Information
Theory, vol. 24, 1978, pp. 60–70.

[CDG00] Catreux, S.; Driessen, P.; Greenstein, L.: Simulation results for an
interference-limited multiple-input multiple-output cellular system. IEEE
Communication Letters, vol. 4, 2000, pp. 334–336.

[CG87] Costa, M. H. M.; Gamal, A. E.: The capacity region of the discrete and
memoryless interference channel with strong interference. IEEE Trans-
actions on Information Theory, vol. 33, 1987, pp. 710–711.

[Cha66] Chang, R. W.: Synthesis of band-limited orthogonal signals for multi-
channel data transmission. Bell Systems Technical Journal, vol. 45, 1966,
pp. 1775–1796.

[Cho08] Choi, J.: Data detection with imperfect CSI using averaged likelihood
function. IEEE Transactions on Wireless Communications, vol. 7, 2008,
pp. 4117–4121.

[CMGEG08] Chong, H.; Motani, M.; Garg, H.; El Gamal, H.: On the Han-Kobayashi
region for the interference channel. IEEE Transactions on Information
Theory, vol. 54, 2008, pp. 3188–3195.

[Cos83] Costa, M. H. M.: Writing on dirty paper. IEEE Transactions on Infor-
mation Theory, vol. 29, 1983, pp. 439–441.

[Cos85] Costa, M. H. M.: On the Gaussian interference channel. IEEE Transac-
tions on Information Theory, vol. 31, 1985, pp. 607–615.

[COS91] COST231: Urban transmission loss models for mobile radio in the 900-
and 1800 MHz bands terrestrial radio access (UTRA). Technical Report,
1991.

[Cov72] Cover, T. M.: Broadcast channels. IEEE Transactions on Information
Theory, vol. 18, 1972, pp. 2–14.

[CRP09] CPRI Specification V4.1. 2009.

[CS00] Caire, G.; Shamai, S.: On achievable rates in a multi-antenna broadcast
downlink. Proc. 38th Annual Allerton Conference on Communications,
Control and Computing, Monticello, 2000, pp. 715–724.

[CS03] Caire, G.; Shamai, S.: On the achievable throughput of a multiantenna
Gaussian broadcast channel. IEEE Transactions on Information Theory,
vol. 49, 2003, pp. 1691–1706.



184 Bibliography

[CT06] Cover, T. M.; Thomas, J. A.: Elements of Information Theory. 2. edition.
John Wiley & Sons, 2006.

[CTC91] Chow, P. S.; Tu, J. C.; Cioffi, J. M.: A discrete multitone transceiver
system for HDSL applications. IEEE Journal on Selected Areas in Com-
munications, vol. 9, 1991, pp. 895–908.

[CV93] Cheng, R.; Verdu, S.: Gaussian multiaccess channels with ISI: Capacity
region and multiuser water-filling. IEEE Transactions on Information
Theory, vol. 39, 1993, pp. 773–785.

[DKZ08] Du, J.; Kang, G.; Zhang, P.: Low complexity power allocation strategy
for MIMO systems with imperfect CSI. Electronics Letters, vol. 44, 2008,
pp. 651–652.

[DMP04] Dai, H.; Molisch, A.; Poor, H.: Downlink capacity of interference-limited
MIMO systems with joint detection. IEEE Transactions on Wireless
Communications, vol. 3, 2004, pp. 442–453.

[DSR98] Divsalar, D.; Simon, M. K.; Raphaeli, D.: Improved parallel interference
cancellation for CDMA. IEEE Transactions on Communications, vol. 46,
1998, pp. 258–268.

[DWA09] Deng, S.; Weber, T.; Ahrens, A.: Capacity optimizing power alloca-
tion in interference channels. International Journal of Electronics and
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Thesen

1. Conventional mobile radio cellular systems are interference-limited.

2. The OFDMA transmission technique could be applied to eliminate the intra-

cell interference with respect to inter-symbol interference and intracell multiuser

interference.

3. Cooperative communication based on coordinated base stations (BSs) is a promis-

ing candidate for intercell interference management.

4. A two-user communication channel without any cooperation between transmit-

ters or between receivers can be considered as a two-user interference channel.

The Han-Kobayashi strategy achieves the best known inner bound for the capac-

ity region of the interference channel.

5. A two-user communication channel with cooperative receivers can be considered

a two-user multiple access channel with multiple antennas at the common re-

ceiver. The minimum mean square error detection combined with the successive

interference cancellation strategy in the receiver achieves its capacity region.

6. A two-user communication channel with cooperative transmitters can be con-

sidered as a two-user broadcast channel with multiple antennas at the common

transmitter. The dirty-paper coding strategy in the transmitter achieves its ca-

pacity region.

7. A two-user communication channel with full cooperation at both the transmitters

and the receivers can be considered as a MIMO channel. Optimum power allo-

cation based on the singular value decomposition of the channel matrix achieves

its sum-capacity.

8. The cooperative communication scheme can significantly enlarge the achievable

rate region of the interference channel as compared to the scheme with no coop-

eration.

9. At some operating points of interest, cooperative communication with appropri-

ately selected partial channel state information achieves good system performance

with little capacity loss as compared to that with full channel state information.

10. A practical cooperative communication scheme considering the channel knowl-

edge, the signal processing algorithm and the decentralized implementation ar-

chitecture is proposed for realistic cellular networks.
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11. In order to make a good compromise between performance and complexity, the

significant channel state information corresponding to the channels which play

a significant role in the system performance is considered in joint detection and

joint transmission.

12. According to the functionalities of physical channels, the significant useful chan-

nels are distinguished from the significant interfering channels for each mobile

station (MS). A dynamic MS-oriented significant channel selection scheme is pro-

posed.

13. The iterative zero-forcing joint detection with significant channel state informa-

tion for interference cancellation is performed at the coordinated BSs to imple-

ment cooperative reception in the uplink.

14. The iterative zero-forcing joint transmission with significant channel state infor-

mation for interference presubstraction is performed at the coordinated BSs to

implement cooperative transmission in the downlink.

15. The decentralized implementation can make full use of the proposed iterative

zero-forcing joint detection/transmission algorithm. The joint signal processing

of all MSs is distributed to a parallel cooperative signal processing of individual

MSs.

16. The joint detection/transmission scheme with dynamically selected MS-oriented

significant channels outperforms the joint detection/transmission scheme with

structure-oriented fixed significant channels.

17. The system performance can be improved by considering more significant inter-

fering channels at the BSs corresponding to the significant useful channels.

18. Intelligent signal processing techniques can significantly benefit from smart BS-

antenna-layouts.

19. The imperfectness of the channel state information has a great impact on both

the significant channel selection and the joint detection/transmission.

20. The larger the imperfectness of the channel state information is, the less channel

state information should be considered in joint detection/transmission to obtain

the optimum system performance.

21. Advanced statistical signal processing schemes for multiuser detection exploiting

the soft information could further improve the system performance.
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Selbstständigkeitserklärung
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