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Motivation and Summary of Main Re-
sults

Lenders who consider to borrow to small and medium enterprises (SMEs)

or consumers face substantial informational problems. Even if these bor-

rowers are observationally identical for their lenders, as a matter of fact,

they have some private information about their default risk. Thus, lenders

who, ceteris paribus, merely offer a flat rate of interest to observationally

identical borrowers, in effect pool borrowers with different default risks.

In case of perfect competition these lenders make zero expected profits.

For this reason the flat rate of interest adjusts to the average risk of the

pool. As a result, with the pooling interest rate low-risk borrowers pay a

higher than their fair risk-adjusted interest rate. This has consequences

for their welfare. On the one hand, because of the higher loan costs they

raise a smaller loan than under symmetric information. On the other

hand, it drives those low-risk borrowers out whose expected return from

an investment of the loan is too low to afford the pooling interest rate.

Both, underinvestment and adverse selection impose informational costs

on low-risk borrowers.

Thus, the lenders are interested in a loan policy which reduces these

informational costs for the low-risk borrowers. For that purpose, they offer

a menu of loan contracts which is designed such that borrowers truthfully

reveal their privately known riskiness by choosing their optimal loan con-

tract. This raises the research question which contractual instruments are

eligible to screen borrowers’ private information about their default risk.

The thesis is subdivided into three chapters. Chapters 1 and 3 are

done solely on my own. In Chapter 2 I have developed research idea and

model on my own, but it is written down jointly with professor Philipp

C. Wichardt. Although these chapters are individual papers and can be

read independently, they are related to each other. Chapter 1 explains

why there is credit rationing in competitive loan markets with imperfect

information. As credit rationing causes informational costs, chapters 2 and

3 introduce cheaper devices to screen borrowers’ privately known riskiness.

Chapter 1 theoretically shows why lenders ration loan size and loan

applicants to screen borrowers’ riskiness in a competitive spot loan mar-

ket with imperfect information. In contrast to the existing literature, it
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explains why rationing of loan applicants exists and why it co-exists with

rationing of loan size.

To answer these questions, it considers a competitive spot loan mar-

ket with imperfect information about the technological characteristics of

its loan applicants’ investment projects which differ with respect to risk-

iness and return. If riskier technologies yield a higher return, rationing

works as a screening instrument which is more costly for high-risk than

for low-risk loan applicants. Then, although rationing of low-risk loan ap-

plicants imposes opportunity costs on them this makes them better off.

Divisibility of investment technologies enables banks to use loan size as

a further screening device. Then, banks favor to ration loan size instead

of loan applicants. Only if the difference of the marginal return between

the investment technologies is sufficiently small relative to the difference

in their riskiness, solely rationing of loan size becomes too expensive and

banks additionally ration loan applicants.

The results of this chapter suggest that future empirical research should

pay more attention to the borrowers’ privately known investment technol-

ogy. Knowing the characteristic investment technologies would facilitate a

better understanding why rationing occurs in loan markets with imperfect

information. Furthermore, it is left to test empirically if observationally

identical, but unobservably less risky borrowers are rather rationed. And,

if less risky loan applicants are only rationed if rationing of their loan size

becomes too expensive.

Chapter 2 theoretically examines how lenders can reduce costs to screen

borrowers’ riskiness by a commitment to grant a loan in the future and

including a material adverse change (MAC) clause while a spot loan market

co-exists. This contributes to the literature as it explains why the MAC

clause under loan commitments is so ubiquitous although lenders do not

invoke it very often.

In addition to the co-existing spot loan market in chapter 1, lenders

now sell a commitment against a fee to grant a loan in the future at prede-

termined contractual terms agreed upon today. In the event of a takedown

of the loan under the commitment, the low-risk borrowers repay the loan

with a higher probability than the high-risk borrowers. Lenders take ad-

vantage of that and use the commitment fee to subsidize the interest rate.
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However, the usage of a commitment as a screening device is limited as

empirical evidence shows that high-risk borrowers have a higher takedown

probability under a commitment than low-risk borrowers. Lenders counter

that by including a material adverse change (MAC) clause in the commit-

ment contract. This clause allows them to deny a loan legally if, in their

opinion, a material adverse change in the borrowers’ financial condition

has occurred. With the MAC clause lenders decrease the takedown prob-

ability of the high-risk borrowers such that the low-risk borrowers benefit

more from the subsidy of the interest rate. Thus, the MAC clause makes

the loan commitment more effective as a screening device.

It is left for future research to test empirically that the inclusion of the

MAC clause in the loan commitment contract attracts less risky borrowers

and increases loan size even though there is still some credit rationing.

Chapter 3 empirically tests how borrowers’ impatience can be used

to screen their private information about default risk. With borrowers‘

impatience, it identifies a new screening device that has not been broadly

analyzed in the literature yet.

To show this, it analyzes consumer loans on the German online lending

platform smava.de between March 2007 and May 2012. Besides the fact

that Smava provides information about the borrowers’ repayment behav-

ior, its unique lending process has further advantages. First, I can observe

the same information about the loan application like the lenders on the

platform. This enables me to distinguish between the effect of observable

and unobservable risk on interest rate. Results show that both, observa-

tionally riskier and observationally identical, but riskier borrowers pay a

higher interest rate. Second, starting with the day when a loan application

is posted on smava, investors have a maximum of 14 days to supply the

requested amount. As soon as loan supply equals requested loan size, the

loan is granted. Impatient borrowers can make a use of this feature and

offer a higher rate to obtain their loan significantly faster and with a higher

probability. Third, smava provides an instant loan service which proposes

an interest rate which is sufficiently high so that the applicant gets his

loan financed within a few minutes or hours. Very impatient borrowers

who choose an instant loan are on average riskier.

These empirical results leave several questions open for future research.
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To mitigate asymmetric information, it is advantageous to disentangle the

different types of impatience and to understand how they are related to

default risk. This would have broad implications for policy and welfare.

While credit rating agencies can use this knowledge to improve the evalua-

tion of the loan applicants’ riskiness, lenders can offer a menu of contracts

which differ such that patience of loan applicants reveals their privately

known default risk.
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Chapter 1

On the Existence of Credit

Rationing and Screening with Loan

Size in Competitive Markets with

Imperfect Information

Abstract Although credit rationing has been a stylized fact since the

ground-breaking papers by Stiglitz and Weiss (1981, hereinafter S-W) and

Besanko and Thakor (1987a, hereinafter B-T), Arnold and Riley (2009)

note that credit rationing is unlikely in the S-W model, and Clemenz

(1993) shows that it does not exist in the B-T model. In this chapter, I

explain why credit rationing, more specifically rationing of loan applicants,

does exist in a competitive market with imperfect information, and occurs

only for low-risk loan applicants. In cases of indivisible investment tech-

nologies, low-risk applicants are rationed. In cases of divisible investment

technologies, rationing of loan size is restricted to rationing of loan appli-

cants. In the event that the difference in the marginal return between the

investment technologies is sufficiently small relative to the difference in

their riskiness, rationing of loan size alone yields high opportunity costs;

in addition, low-risk loan applicants are rationed in this case.

0Acknowledgements: I am grateful to Anjan Thakor, Hellmuth Milde, Radha Gopalan, Ron
Masulis, Doris Neuberger, Philipp Wichardt, Guiseppe Coco and the seminar participants of the
Olin Business School, Washington University in St. Louis, the DIW in Berlin and the University
of Rostock for helpful comments and discussions. Financial support by University of Rostock is
gratefully acknowledged.
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1.1 Introduction

In their pioneering paper, Stiglitz and Weiss (1981, hereinafter S-W) state

that credit rationing exists in markets with borrowers who privately know

the riskiness of their investment technology. In fact, by credit rationing, S-

W mean rationing of loan applicants; that is, in the equilibrium, some loan

applicants are rejected while other observationally identical loan applicants

are accepted. While S-W established the foundation for the literature on

adverse selection and credit rationing in financial markets, Arnold and

Riley (2009, hereinafter A-R) cast some doubt on S-W’s globally hump-

shaped expected bank profit as a function of loan rate. They show that

this expected profit function cannot have the hump shape suggested by

S-W.

A-R recall from S-W that, although all investment technologies have

the same mean return, they differ with respect to their riskiness. This im-

plies that riskier investment projects have a higher return than less risky

projects if they are successful. From these investment technologies follows

that a bank that merely offers a flat rate of interest to observationally iden-

tical borrowers effectively pools borrowers with differing levels of riskiness.

Raising this flat loan rate simply drives the less risky applicants out of the

loan; there is no ’hump’. Based on this observation, A-R show that any

equilibrium with rationing must have at least two loan rates, with credit

rationing for the lower loan rate and no rationing for the higher loan rate.

However, running a numerical analysis, A-R conclude that credit rationing

is unlikely.

Besanko and Thakor (1987a, hereinafter B-T) provide another explana-

tion for credit rationing in a market under perfect competition. In their

model, the loan applicants’ privately known investment technology differs

only in riskiness, but not with respect to return. In the B-T equilibrium,

low-risk applicants are rationed if they cannot provide sufficiently high col-

lateral. However, Clemenz (1993) points out that the situation described

by B-T does not constitute a Nash-equilibrium. Clemenz shows that an-

other profitable loan contract exists for low-risk loan applicants without

credit rationing, but at a higher loan rate.

Credit rationing implies opportunity costs for the rejected low-risk loan

applicants. To reduce these informational costs, banks use loan size to
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screen borrowers’ riskiness. However, Milde and Riley (1988), Schmidt-

Mohr (1997, hereinafter S-M) and Bester (1985) show that loan size must

be rationed, thus incurring opportunity costs for the borrowers, as loan

size rationing means that, for the given loan rate, they obtain a smaller

loan size than desired.

Empirical evidence confirms that rationing exists for both loan appli-

cants (Cole 1998, Blackwell and Winters 1997) and loan size (Petersen and

Rajan 1994, 1995). Besanko and Thakor (1987b) consider these two types

of rationing to be co-existing screening devices but cannot explain why

rationing occurs. This raises the research question of why credit rationing

exists, specifically rationing of observationally identical loan applicants.

Further, why does loan size rationing exist, and why does it co-exist with

rationing of observationally identical loan applicants?

In this chapter, I show that credit rationing is more costly for high-risk

than for low-risk loan applicants. Thus, rationing works as a screening

instrument that makes low-risk loan applicants better of although it im-

poses opportunity costs on them. Divisibility of investment technologies

enables banks to use loan size as a further screening device. When possi-

ble, banks prefer to ration loan size rather than loan applicants. Only if

the difference in the marginal return between the investment technologies

is sufficiently small relative to the difference in their riskiness, rationing of

loan size alone becomes too expensive and, as a result, banks ration loan

applicants as well.

The remainder of this chapter is organized as follows: Section 2 analyzes

the competitive loan market Nash-equilibrium for indivisible and divisible

investment technologies, and Section 3 concludes the chapter.

1.2 The Analysis

1.2.1 The General Set-Up

The risk-neutral entrepreneur Ei considers raising a loan in a competitive

market to invest it in a project. Before t = 1, Ei privately observes the

technology of his investment project, which has either a low (L) or a high

risk (H), in the sense of its success probability, such that pL > pH. The

risk-neutral bank knows only that L occurs with probability α and that H
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occurs with probability 1− α. At t = 1, there are three stages. In the first

stage, the bank offers a menu of loan contracts. In the second stage, Ei

either applies for one of these loan contracts or chooses his outside option,

with payoff 0. In the third stage, it is realized whether or not the bank

will grant Ei the loan. If Ei does not obtain a loan, he chooses his outside

option.1 If Ei obtains the loan, he invests it in his project. In this case, at

t = 2, the project return of his investment is realized. The return depends

on investment technology. With success probability pi, its return is Ri;

with probability 1 − pi, it is zero. The timing of events is summarized in

Figure 1.1.

before t=1 at t=1 at t=2

If technology is indivisible: 
– 𝑅𝐻 > 𝑅𝐿 
 
If technology is divisible: 

– 𝑅𝑖 ≔ 𝑅𝑖 𝑠  
– 𝑅𝑠

𝐻 > 𝑅𝑠
𝐿 > 0 

– 𝑅𝑠𝑠 ≔ 𝑅𝑠𝑠
𝐻 = 𝑅𝑠𝑠

𝐿 < 0 

1-α 

low risk                high risk 
      L                           H 

Entrepreneur E observes his 
investment technology  i 

α 1-𝑝𝑖  

       𝑅𝑖                                0 

Realization of project return 

𝑝𝑖  

1-𝜏𝑖  

𝐸𝑖  is accepted         𝐸𝑖  is rejected                          
& raises a loan        & chooses 0 

𝜏𝑖  

with probability 𝑝𝐿 > 𝑝𝐻 that 
investment in technology is 
successful  

1) Bank offers menu of spot loan contracts 
with contractual variables: 

– loan rate 𝑟𝑖  

– probability 𝜏𝑖  that 𝐸𝑖  is rationed 

– loan size 𝑠𝑖 (=1 if technology is  indivisible) 
 
2) 𝐸𝑖  either applies for one of the loan 
contracts or chooses outside option with 
payoff 0 
 
3) Realization whether  𝐸𝑖  is rationed or not 

Figure 1.1: Timeline of events.

1.2.2 Indivisible Investment Technology

Consider an entrepreneur Ei who has the opportunity to invest in a project

with an indivisible technology. The riskier technology has a higher return

(i.e., RH > RL). To finance that project, Ei needs to borrow a loan of

size one. The bank offers Ei a loan contract comprising loan rate r, the

1Stiglitz and Weiss (1981), Arnold and Riley (2009) and Clemenz (1993) note that rejected loan
applicants may choose the contract with the higher loan rate. However, including this possibility in
my model does not have any effect on the design of L’s contract. Thus, for simplicity, I assume that
a rejected loan applicant chooses his outside option.
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probability τ that he is rationed, and a loan size equal to one. At t = 1,

the bank’s expected profit from a loan with contractual variables (τ, r) to

Ei is given by

ΠBank
(
τ, r; pi

)
:= τ

(
pir − ρ

)
(1.1)

where ρ denotes the gross deposit rate, which represents the bank’s costs

of funds. If Ei applies for loan contract (τ, r), his expected profit function

is given by

Πi (τ, r) := τpi
(
Ri − r

)
. (1.2)

In a Nash-equilibrium, every bank takes offers of competing banks as

given and independent of its own actions. A loan contract does not exist

outside the Nash-equilibrium with which the bank, if offered, will make a

positive profit. Thus, a competitive bank makes zero expected profits with

borrower Ei:

ΠBank
(
τ i, ri; pi

)
= 0. (1.3)

As the bank cannot observe Ei’s type, it can only separate L and H by

an incentive compatible loan policy (τ, r) := (τ i, ri)
i
, with i = L,H, which

satisfies

ΠL
(
τL, rL

)
≥ ΠL

(
τH , rH

)
(1.4)

ΠH
(
τH , rH

)
≥ ΠH

(
τL, rL

)
(1.5)

Naturally, Ei prefers the contract that maximizes his expected profit func-

tion. He chooses to apply for his optimal loan contract if

Πi (τ, r) := τpi
(
RI − r

)
≥ 0. (1.6)

From this follow Propositions 1 and 2.

Proposition 1 (Equilibrium) In a competitive loan market with asymmet-

ric information about divisible investment technologies, a Nash-equilibrium

exists only if the share of L is sufficiently small; that is,

α < α̂Indiv := 1− ρ−1pH
(
pLRL − pHRH

) (
pL − pH

)−1
.

Then, in the Nash-equilibrium, the bank’s optimal loan policy (r∗, τ ∗), with

loan rate r and probability τ that Ei is rationed, is separating and given
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by

rH∗ =ρ/pi, τH∗ = 1

rL∗ =ρ/pi, τL∗ =
(
RH − ρ/pH

) (
RL − ρ/pL

)−1
< 1.

Proposition 2 (Welfare) In a competitive loan market with asymmetric

information about indivisible investment technologies, H always obtains

his first-best loan contract, while L does not and is rationed; that is,

τL∗ < 1.

The intuition of Proposition 2 is as follows. To evaluate welfare, con-

sider the Nash-equilibrium under full information as a benchmark. It is

straightforward to show that

ri∗FB =ρ/pi (1.7)

τ i∗FB =1. (1.8)

Then, interest rate ri∗FB covers loan costs, and Ei is not rationed. To un-

derstand why the Nash-equilibrium under asymmetric information is not

first-best, consider the slope of Ei’s iso-profit curve, which is described by

the total differential of (1.2) with respect to r and τ

dr

dτ
|Πi=const. =

Ri − r
τ

> 0. (1.9)

As RH > RL, H always has a steeper iso-profit curve than L. That means

that H is always willing to pay a higher r than L to be marginally less

rationed. See Figure 1.2 for an illustration of credit rationing.2

Consider a competitive bank that offers contract P with a flat rate of

interest r̂Pool such that it makes zero profit. This contract pools L and H.

As L has a lower success probability than the average of the pool, he has

to pay a higher interest rate, r̂Pool > rL∗FB. L always prefers a lower iso-profit

curve, as, for a given τ , a smaller r increases his expected profit. Thus,

in a competitive loan market, another bank can attract L with contract

A, which has a lower loan rate of rL∗ = rL∗FB, although this means that L is

2(1.9) satisfies the single-crossing property and has a maximum as d2r/dτ2|Πi=const. =
−
(
Ri − r

)
/τ2 < 0.
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τ 

 

r 

𝑟𝐿∗ 
 

𝜏𝐿∗ 
 

𝜏𝐻∗ = 1 
 

H´s iso-profit curve 

L´s iso-profit curve 

  

𝐵 

  

𝐴 

  

𝑃 

   

𝐶 

  

𝐷 

 

𝑟𝐻∗ 
  

𝑟𝑃𝑜𝑜𝑙∗ 
  

𝑟 𝑃𝑜𝑜𝑙∗ 
  

Figure 1.2: The Nash-equilibrium in a competitive loan market with asymmetric
information about indivisible investment technologies. If the pooling loan rate rPool

is sufficiently large, L prefers contract A to pooling contract P . In this case, a Nash-
equilibrium does exist and is separating. H chooses contractB, and L chooses contract
A, which rations him (i.e., τL∗ < 1). If rPool is small enough that L prefers C to A, a
Nash-equilibrium does not exist.

rationed (i.e. τL∗ < 0). In contrast to L, H is willing to pay a higher r to

avoid being rationed and chooses his first-best contract B.

This separating equilibrium is not a Nash-equilibrium, if α > α̂Indiv. In

this case, rPool∗ is sufficiently low that L prefers pooling contract C to A.

C is not a contract in the Nash-equilibrium, as another bank can attract

L with contract D. In this case, the bank makes negative profits with

contract C and thus no longer offers it. H also chooses D, so the bank

also makes negative profits with D. Thus, a Nash-equilibrium exists only

if α < α̂Indiv.

I will now review A-R and Clemenz to show why credit rationing is

unlikely in the S-W model and impossible in the B-T model but does exist

in the Nash-equilibrium of my model.

S-W and A-R consider a loan market which is characterized by asym-

metric information about investment technologies, which all have the same

mean return µ but differ with respect to their riskiness in the sense of mean
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preserving spreads. Their argument for credit rationing relies on a bank

whose expected profit as a function of loan demand is hump-shaped. A-R

show that this function can never be globally (cf. S-W’s Figure 4, p. 397),

but only locally (cf. A-R’s Figure 1, p. 2015) hump-shaped. Thus, the bank

offers at least two equilibrium loan rates (cf. A-R’s Figure 2, p. 2016 and

S-W’s Figure 5, p. 398). The lower loan rate entails an excess demand for

loans (i.e., rationing of loan applicants). To satisfy the rejected applicants,

the bank offers a second contract at higher than the Walrasian loan rate.

Analyzing this credit rationing equilibrium numerically, A-R conclude that

such a rationing equilibrium is unlikely. However, A-R and S-W only con-

sider pooling contracts; in so doing, they rule out loan policies that reveal

the borrowers’ riskiness.

To examine whether, in the Nash-equilibrium, there is a loan policy

that reveals the borrowers’ riskiness truthfully, I simplify S-W and A-

R’s model and consider a high-risk (H) and a low-risk (L) investment

technology. Following A-R’s notation, Ei’s random gross return is R̃i =

µ + z̃i. The random z̃i has a zero mean, but a distribution with support

[−λi, λi], where zH > zL. Moreover, A-R assume R̃i > 0, which implies

z̃i ≤ µ. The assumption of a second-order stochastic dominance means

that L’s and H’s distribution of returns Fi (z) differ such that∫ u

l

FH (z) dz ≥
∫ u

l

FL (z) dz, (1.10)

where u > l. In contrast to A-R, I also include the probability τ that Ei is

rationed in his expected profit function, which is given by3

Πi (r, τ) = τ

[
µ+

∫ −(µ−r)

−λi
Fi (z) dz − r

]
. (1.11)

From above results Ei’s isoprofit curve, which is given by the total differ-

entiation of (1.11) with respect to r and τ :

dr

dτ
|Πi=const. =

µ+
∫ −(µ−r)
−λi Fi (z) dz − r

τ (1− Fi (− (µ− r)))
> 0. (1.12)

3This payoff function corresponds to equation (1) in Arnold and Riley (2009, p. 2013). Their
notation is adapted to the notation used in the present chapter.
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d2r

dτ 2
|Πi=const. = −

µ+
∫ −(µ−r)
−λi Fi (z) dz − r

τ 2 (1− Fi (− (µ− r)))
< 0. (1.13)

As (1.11) and FH (z) ≥ FL (z), ∀z, H always has a steeper iso-profit curve

than L. This corresponds to the properties of Ei’s iso-profit curve (1.9)

in my model. Thus, an equilibrium that constitutes a Nash-equilibrium

can never be pooling. Instead, the Nash-equilibrium, if it exists, is always

separating. Thus, credit rationing of L is likely in the S-W model.

Clemenz (1993) shows that B-T’s credit rationing equilibrium does not

constitute a Nash-equilibrium. B-T’s investment technologies differ with

respect to their riskiness only, not with respect to their return in the event

of a successful project such that, in my notation, R := RH = RL. Then,

including collateral as a screening instrument, L has a steeper iso-profit

curve in the (r, τ)-space than H. Clemenz shows that a bank can deviate

from B-T’s rationing equilibrium and make positive profits by offering a

loan contract with no rationing at a higher loan rate. Without collateral,

there is also no credit rationing in the B-T model. To understand this,

consider Ei’s iso-profit curve

dr

dτ
|Πi=const. =

R− r
τ

> 0. (1.14)

Thus, L’s and H’s iso-profit curve does not differ, which makes screening

with credit rationing impossible.

1.2.3 Divisible Investment Technology

Now, consider an entrepreneur Ei who has the opportunity to invest a

loan in a divisible technology. The riskier technology entails an invertible

higher marginal return for all s, RH
s > RL

s > 0, but at a decreasing rate; that

is, Rss := RH
ss = RL

ss < 0.4 At t = 1, the bank’s expected profit from a loan

to Ei - with the contractual variables loan rate r, size s and probability τ

that Ei is rationed - is given by

ΠBank (r, τ, s) = τ
(
pir − ρ

)
s. (1.15)

4S-M and Bester also include loan size as a contractual variable, but they do not consider the
possibility of the rationing of loan applicants. While Bester’s assumption B corresponds to my
investment technology, S-M’s technological characteristics are a special case of my model. S-M’s
investment projects always have the same mean return; i.e., pLRL (s) = pHRH (s) for all s.
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If Ei chooses this loan contract, his expected profit function is given by

Πi (r, τ, s) = τpi
(
Ri (s)− rs

)
. (1.16)

In a Nash-equilibrium, a competitive bank does not make negative ex-

pected profits with any contract. Outside the equilibrium, there is no

contract with which the bank, if offered, will make a positive profit. Thus,

the bank’s loan policy (r, τ, s) := (ri, τ i, si)
i

maximizes Πi (r, τ, s), subject to

ΠL
(
rL, τL, sL

)
≥ ΠL

(
rH , τH , sH

)
(1.17)

ΠH
(
rH , τH , sH

)
≥ ΠH

(
rL, τL, sL

)
(1.18)

Πi
(
ri, τ i, si

)
≥ 0. (1.19)

ΠBank
(
ri, τ i, si

)
= 0. (1.20)

0 ≤ τ i ≤ 1 (1.21)

where i = L,H. Note that (1.17) and (1.18) are the incentive-compatible

constraints, (1.19) is Ei’s participation constraint that guarantees that Ei

raises a loan, (1.20) is the bank’s zero expected profit condition, and (1.21)

is the feasibility constraint for the rationing of Ei.

From this follow Propositions 3 and 4.

Proposition 3 (Equilibrium) In a competitive loan market with asymmet-

ric information about divisible investment technologies, a Nash-equilibrium

exists only if the share of L is sufficiently small; that is,

α < α̂Div := ΠL
(
rL∗, τL∗, sL∗

)
= ΠL,Pool

(
rPool∗, sPool∗

)
with rPool∗ = ρ

(
α̂Divp

L + (1− α̂Div) pH
)−1

. This Nash-equilibrium is not first-

best if the difference between H’s and L’S marginal return (i.e., ∆Rs :=

RH
s −RL

s ) is sufficiently small relative to the difference in their riskiness

(∆p := pL − pH). In this case, the bank’s optimal loan policy (r∗, τ ∗, s∗),

which comprises gross loan rate r, loan size s and probability τ that Ei is
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rationed, is separating such that H’s respectively L’s loan contract is

rH∗ =ρ/pH , τH∗ = 1, sH∗ := pH
(
RH
s

(
sH∗
)
− ρ/pH

)
= 0

rL∗ =ρ/pL

τL∗ =


1 if

ε
ΠL
L∗(τ̄L=1),sL

εε
ΠH
L∗(τ̄L=1),sL

≥ 1

RH(sH∗)−rH∗sH∗

RH(sL∗)−rL∗sL∗ < 1 otherwise

sL∗ :=

R
L
s

(
sL∗
)
−
(
RH
s

(
sL∗
)
−RL

s

(
sL∗
))

pH

pL−pH = rL∗ if
ε
ΠL
L∗(τ̄L=1),sL

ε
ΠH
L∗(τ̄L=1),sL

≥ 1

∂ΠLL∗/Π
L
L∗

∂sL/sL∗ =
∂ΠHL∗/Π

H
L∗

∂sL/sL∗ otherwise.

where Πi
L∗
(
τ̄L = 1

)
:= Πi

(
rL∗, τ̄L = 1, sL∗

)
denotes Ei’s expected profit if he

chooses the loan contract designed for L, assuming that the bank does

not ration him (i.e., τ̄L = 1) and εΠiL∗(τ̄L=1),sL :=
∂ΠiL∗(τ̄L=1)/ΠiL∗(τ̄L=1)

∂sL/sL∗ . There

is a unique interior solution for si∗.

Proposition 4 (Welfare) In a competitive loan market with asymmetric

information about divisible investment technologies, H always obtains

his first-best contract, whereas L does not if the difference between H’s

and L’s marginal return (i.e., ∆Rs := RH
s −RL

s ) is sufficiently small relative

to the difference in their probability of success (∆p := pL − pH).

To evaluate welfare, consider the equilibrium under full information as a

benchmark. In this scenario, the bank knows Ei’s type and, in the Nash-

equilibrium, the optimal loan policy maximizes Ei’s expected profit subject

to (1.20). It is a straightforward process to verify that the Nash-equilibrium

under symmetric information is

ri∗FB =ρ/pi (1.22)

τ i∗FB =1 (1.23)

si∗FB :=Ri
s

(
si∗FB

)
= ρ/pi (1.24)

Under full information, interest rate ri∗FB covers loan costs, Ei is not rationed

(i.e., τ i∗FB = 1), and size si∗FB equates Ei’s marginal return in the event of a

project success and the bank’s marginal lending costs.

The intuition of Proposition 3 is as follows. Consider the slope of Ei’ s

iso-profit curve which is the total differential of his expected profit function
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(1.16) with respect to r and s:

dr

ds
|Πi=const. =

Ri
s − r
s

(1.25)

As RH
s > RL

s , ∀s > 0, H is always willing to pay a higher r for a marginal

increase of s; that is, H always has a steeper iso-profit curve than L.5 See

Figure 1.3 for an illustration.
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Figure 1.3: Nash-equilibrium in a competitive loan market with asymmetric infor-
mation about indivisible investment technologies. The equilibrium is separating if H
chooses contract B and L chooses contract A. If pooling interest rate rPool is suf-
ficiently small, L and H will prefer pooling contract C in order to get on a lower
iso-profit curve. In this case, deviation contract D attracts L. However, as this makes
C unprofitable, H also chooses D, which, in turn, also becomes unprofitable. Thus,
the bank offers no contracts, and a Nash-equilibrium does not exist.

Again, a competitive bank offers a menu of contracts A and B, which

satisfy the incentive compatibility constraints (1.17) and (1.18) as well as

the bank’s zero expected profit condition (1.20). B has a higher loan rate

5(1.25) satisfies the single-crossing property and has a maximum as d2r/ds2|Πi=const. =(
Ri

sss−
(
Ri

s − r
))
/s2 < 0 as Ri

s > 0 and Rss < 0, ∀s > 0.
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and a larger loan size than A. L has no incentive to choose B, as rH∗ >

rL∗, although sH∗ is too large for him. Thus, L’s incentive compatibility

constraint (1.17) is not binding, and H always obtains his first-best contract.

However, H’s incentive compatibility constraint (1.18) is binding if H

is willing to accept A’s smaller-than-optimal loan size sL∗ < sH∗ in order

to pay A’s lower rL∗ < rH∗. This applies if the difference between H’s and

L’s first-best loan size (i.e., ∆s∗FB := sH∗FB − sL∗FB) is sufficiently small relative

to the difference in their first-best loan rate (∆r∗FB := rH∗FB − rL∗FB). ∆r∗FB
increases with the difference in the probability of success ∆p := pL − pH,

while ∆s∗FB increases with the difference in the marginal return of H and

L (i.e., ∆Rs := RH
s − RL

s ). Thus, H chooses L’s first-best contract if ∆Rs

is sufficiently small relative to ∆Rs. To prevent this, under asymmetric

information, contract A rations L’s loan size in order to deter H. Loan

size sL∗ < sL∗FB is rationed because, in the Nash-equilibrium, for a given

rL∗, L would like to raise a larger loan. This imposes opportunity costs on

L, which increase with rationing of loan size. As soon as these costs are

sufficiently high, specifically when

εΠLL∗(τ̄L=1),sL > εε
ΠH
L∗(τ̄L=1),sL

, (1.26)

in addition to loan size rationing, the bank rations L.

Such a Nash-equilibrium only exists if the pooling interest rate rPool∗

is sufficiently high. In this case, pooling contract P does not constitute

a contract in the Nash-equilibrium. The reason is that another bank can

attract exclusively L with contract A which has a lower interest rate rL∗ =

rL∗FB and a smaller loan size sL∗ than P .

Otherwise, a Nash-equilibrium does not exist. In this case, rPool∗ is

sufficiently low, such that L prefers pooling contract C to A. However,

C does not constitute a Nash-equilibrium, as another bank can attract

exclusively L with deviation contract D. Now, only H chooses C. Because

the bank then makes negative profits with C, it chooses to stop offering it.

Thus, H also chooses D. As a result, the bank also makes negative profits

with D and then offers no loan contracts in a Nash-equilibrium. As rPool∗

decreases with α, a Nash-equilibrium does not exist for a sufficiently high

α ≥ α̂Div.
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1.3 Concluding Remarks

Although A-R note that credit rationing is unlikely in the S-W model and

Clemenz shows that it does not exist in the B-T model, this chapter shows

that there is an appropriate framework for credit rationing. I analyze

investment projects with technological characteristics similar to those in

A-R’s and S-W’s model, but different from those in B-T’s respectively

Clemenz’ model. In contrast to A-R and S-W, I consider loan policies

that are incentive-compatible in the sense that they truthfully reveal the

borrowers’ privately known riskiness.

In the case of indivisible projects, rationing occurs if a riskier invest-

ment technology yields a higher return. In the case of divisible projects,

rationing occurs only iff the marginal return on investment is sufficiently

similar for both technologies relative to the difference in their riskiness.

While high-risk borrowers always obtain their first-best contract, rationing

occurs for low-risk borrowers. If the investment technology is divisible, the

bank rations loan size. Only in the event that the rationing of loan size

alone becomes too expensive does the bank also ration loan applicants.

These results suggest that future empirical research should pay more

attention to borrowers’ privately known investment technologies. Know-

ing the characteristics of these technologies would facilitate a better un-

derstanding of why rationing occurs in loan markets with imperfect in-

formation. Furthermore, it is left to future research to test empirically

whether observationally identical but unobservably less risky borrowers

are rationed more than their riskier counterparts.

1.4 Appendix

Proof of Proposition 1. Consider a competitive loan market with asym-

metric information about indivisible investment technologies. In a com-

petitive loan market, the bank makes zero profits in the Nash equilibrium.

Thus, equation (1.1) can be solved for

ri∗ = ρ/pi. (1.27)
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Recall from (1.7) that Ei then pays his first best loan rate, i.e. ri∗ = ri∗FB. As

pL > pH, L has a lower first best loan rate than H, i.e. rL∗FB < rH∗FB and L has

no incentive to choose H’s first best loan contract. Thus, I can drop L’s

incentive compatible constraint (1.4) and set τH∗ = 1. However, H has an

incentive to choose L’s first best loan contract. An incentive compatible

loan policy must satisfy H’s incentive compatible constraint (1.5), which is

written out

pH
(
RH − ρ/pH

)
≥ τLpH

(
RH − ρ/pL

)
. (1.28)

Solve equation (1.28) for τL:

τL∗ ≤ RH − ρ/pH

RH − ρ/pL
. (1.29)

It is straightforward to see that τL∗ is always smaller than one as pL > pH.

Figure 1.2 illustrates that a Nash-equilibrium does only exist if L prefers

separating loan contract A to pooling contract P

ΠL
(
τL∗, rL∗

)
> ΠL

(
τPool∗, rPool∗

)
. (1.30)

Recall that the bank does only ration to deter H. As P pools H and L

rationing does not occur, i.e. τPool∗ = 1. Written out, inequality (1.30) is

τL∗pL
(
RL − rL∗

)
≥ pL

(
RL − rPool∗

)
. (1.31)

Set (1.29), (1.27) and rPool∗ = αρ/pL + (1− α) ρ/pH in (1.31) to get

(
pHRH − ρ

) (
pLRL − ρ

)−1
pL
(
RL − ρ/pL

)
≥ pL

(
RL −

(
αρ/pL + (1− α) ρ/pH

))
.

(1.32)

Then, solve (1.32) for α

α < α̂Indiv := 1− ρ−1pH
(
pLRL − pHRH

) (
pL − pH

)−1
. (1.33)

Proof of Proposition 2. To evaluate welfare of Ei under asymmetric

information, compare it to the full information Nash-equilibrium. H does

always obtain the first best contract. While L is not rationed under full

information, he is rationed under asymmetric information. To understand

24



the effect of rationing on L’s welfare, differentiate L’s expected profit with

respect to τL:

∂ΠL/∂τL = pL
(
RL (s)− rs

)
> 0. (1.34)

Thus, rationing of L decreases his expected profit, which is why he does

not obtain his first best contract under asymmetric information.

Proof of Proposition 3. Consider a competitive loan market with

asymmetric information about divisible investment technologies. In this

market, a bank with expected profit function πBank (r, τ, s; pi) offers a menu

of loan contracts (r, τ, s) := (ri, τ i, si)
i

to Ei with contractual variables loan

rate r, probability τ that Ei is rationed and size s. Ei’s expected profit

function from this loan contract is πi (r, τ, s). He chooses his optimal loan

contract or outside option 0.

This proof is organized as follows. First, I show that L’s incentive com-

patible constraint (1.17) is never binding. Second, I show for which divisible

investment technologies H’s incentive compatibility constraint (1.18) is not

binding. Third, given that investment technologies are such that (1.18) is

binding, I formulate the Lagrangian. I differentiate this Lagrangian with

respect to contractual variables r, τ , s and Lagrange multipliers to deter-

mine the menu of loan contracts in the Nash-equilibrium. Finally, I show

under which conditions a Nash-equilibrium does exist.

Proof that L’s incentive compatibility constraint is never binding. To

proof this, analyze L’s incentive compatibility constraint (1.17) under full

information. Written out, and reduced by pL on both sides of the inequality,

(1.17) is

RL
(
sL∗FB

)
− rL∗FBsL∗FB > RL

(
sH∗FB

)
− rH∗FBsH∗FB. (1.35)

As pL > pH, L pays a lower loan rate than H, i.e. rL∗FB > rH∗FB. As sL∗FB
is a unique interior solution, L does not profit from another loan size.

Concluding, L has no incentive to choose H’s first best loan contract.

Proof for which investment technologies H’s incentive compatibility con-

straint is not binding. To proof this, analyze H’s incentive compatibility

constraint (1.18) under full information. Writing out (1.18) and reducing it
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by pH on both sides of the inequality results in

RH
(
sL∗FB

)
− rL∗FBsL∗FB > RH

(
sH∗FB

)
− rH∗FBsH∗FB. (1.36)

Transform (1.36) to

RH
(
sH∗FB

)
−RH

(
sL∗FB

)
<
(
rH∗FBs

H∗
FB − rL∗FBsL∗FB

)
. (1.37)

As Ri
s is invertible, Ri

s (si∗FB) = ρ/pi can be transformed to si∗FB = Ri
s
−1

(ρ/pi).

Thus, the first best si∗FB depends on Ri
s and pi, i.e. si∗FB (Ri

s, p
i) and I can

rewrite (1.37) as

RH
(
sH∗FB

(
RH
s , p

H
))
−RH

(
sL∗FB

(
RL
s , p

L
))
<(

pLsH∗FB
(
RH
s , p

H
)
− pHsL∗FB

(
RL
s , p

L
)) ρ

pHpL
. (1.38)

In equation (1.37) I can see that H incurs opportunity costs from L’s smaller

loan as sH∗FB > sL∗FB, but benefits from L’s lower loan rate, rH∗FB > rL∗FB. Now,

regard equation (1.38). As for a higher Ri
s
−1

(x), ∀x, sH∗ becomes larger,

∆s∗FB := sH∗FB− sL∗FB increases with ∆Rs := RH
s −RL

s . As ri∗FB = ρ/pi, ∆r := rH∗FB−
rL∗FB increases with ∆p := pL − pH. Concluding, H’s incentive compatibility

constraint (1.18) is only binding if ∆Rs is sufficiently small relative to ∆p.

Lagrangian and FOC. As L’s incentive compatibility constraint (1.17) is

never binding, it can be dropped. Then, H does always obtain his first best

contract
(
rH∗, τH∗, sH∗

)
, so that ΠH

H∗ := ΠH
(
rH∗, τH∗, sH∗

)
. In the following,

suppose that ∆Rs is sufficiently small relative to ∆p such that H’s incentive

compatibility constraint (1.18) is binding. Then, L’s loan contract is chosen

such that it maximizes his expected profit subject to (1.18). In brief, the

Lagrangian is

L
(
rL, τL, sL;λI , λB

)
=

ΠL
(
rL, τL, sL

)
+ λI

[
ΠH
H∗ − ΠH

(
rL, τL, sL

)]
+ λBΠBank

(
rL, τL, sL; pL

)
(1.39)
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and written out

L
(
rL, τL, sL;λI , λB

)
= τLpL

(
RL
(
sL
)
− rLsL

)
+λI

[
ΠH
H∗ − τLpH

(
RH

(
sL
)
− rLsL

)]
+λBτ

L
(
pLrL − ρ

)
sL. (1.40)

To determine the bank’s optimal contract, at first, calculate the first order

conditions of (1.40) with respect to contractual variables
(
rL, τL, sL

)
and

Lagrange multipliers λI and λB
6

∂L/∂rL = τLsL
(
−pL + λIp

H + λBp
L
)

= 0 (1.41)

∂L/∂sL = τL
[
pL
(
RL
s − rL

)
− λIpH

(
RH
s − rL

)
+ λB

(
pLrL − ρ

)]
= 0 (1.42)

∂L/∂τL = pL
(
RL − rLsL

)
− λIpH

(
RH − rLsL

)
+ λB

(
pLrL − ρ

)
sL = 0 (1.43)

∂L/∂λI = ΠH
H∗ − τLpH

(
RH − rLsL

)
= 0 (1.44)

∂L/∂λB = τL
(
pLrL − ρ

)
sL = 0. (1.45)

Then, solve first order condition

• (1.41) for λI

λI =
pL

pH
(1− λB) ; (1.46)

• (1.42) for λB

λB = 1− pH

pL
λI . (1.47)

As (1.46) and (1.47) only contain λI and λB, I can determine the Lagrange

multipliers by setting

• (1.46) into (1.47) and solve for λ∗B

λ∗B =
RH
s −RL

s

RH
s − rL

= 1− RL
s − rL

RH
s − rL

; (1.48)

• λ∗B into (1.46) and solve for λ∗I

λ∗I =
pL
(
RL
s − rL

)
pH (RH

s − rL)
. (1.49)

6For brevity, I denote RL := RL (s) for i = L,H.
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Menu of loan contracts in the equilibrium. In the equilibrium, the bank

offers the menu of loan contracts
(
rL∗, τL∗, s∗

)
. Because of perfect com-

petion, the bank solves (1.41) for rL∗ and makes zero profits

rL∗ = ρ/pL. (1.50)

Then, to determine the optimal contract, the bank first checks whether to

ration L or not. Based on the initial situation that there is no rationing,

i.e. τ̂L = 1, the bank does not ration L if rationing of loan size, i.e. a

decrease of sL, yields lower opportunity costs for L than rationing of loan

applicants, i.e. a decrease of τL. Then, L benefits more from a marginal

increase of τL than of sL:

pL
(
RL
s − rL

)
− λ∗IpH

(
RH
s − rL

)
≥

pL
(
RL − rLsL

)
− λ∗IpH

(
RH − rLsL

)
. (1.51)

Set (1.49) and (1.50) into (1.51)

pL
(
RL
s − ρ/pL

)
−
pL
(
RL
s − ρ/pL

)
pH (RH

s − ρ/pL)
pH
(
RH
s − ρ/pL

)
≥

pL
(
RL − sLρ/pL

)
−
pL
(
RL
s − ρ/pL

)
pH (RH

s − ρ/pL)
pH
(
RH − sLρ/pL

)
(1.52)

It is straightforward to see that left side of equation (1.52) is zero. Trans-

form (1.52) to get

pH
(
RH
s − ρ/pL

)
pH (RH − sLρ/pL)

≤
pL
(
RL
s − ρ/pL

)
pL (RL − sLρ/pL)

(1.53)

If condition (1.53) holds, in the equilibrium, L is not rationed, i.e. τL∗ = 1.

Then, the bank sets λ∗B and λ∗I into (1.42) and chooses s∗ such that

RL
s

(
sL∗
)
− ρ

pL
=
(
RH
s

(
sL∗
)
−RL

s

(
sL∗
)) pH

pL − pH
. (1.54)

There is an interior solution for L’s optimal loan size s∗. First, regard the

left side of equation (1.54). L’s marginal return RL
s decreases with s as

RL
ss < 0. Thus, the left side of equation (1.54) decreases with s. Second,

regard the right side of equation (1.54). As RB,ss ≥ RG,ss, term RB,s − RG,s
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is non-decreasing with investment size. Thus, s∗ can be chosen to equate

the left and the right side of (1.54).

If condition (1.53) does not hold, the bank sets

• (1.49) and (1.48) into (1.43) to get

pH
(
RH
s

(
sL∗
)
− ρ/pL

)
pH (RH (sL∗)− sL∗ρ/pL)

≤
pL
(
RL
s

(
sL∗
)
− ρ/pL

)
pL (RL (sL∗)− sL∗ρ/pL)

(1.55)

• (1.49) and (1.48) into (1.44) to get

τL∗ =
ΠH
H∗

pH (RH − sL∗ρ/pL)
(1.56)

Conditions for existence of Nash-equilibrium. From Figure 1.3, I know

that a Nash-equilibrium does only exist if L prefers the separating to the

pooling contract, i.e. ΠL
(
rL∗, sL∗

)
> ΠL,Pool

(
rPool∗, sPool∗

)
. The bank’s ex-

pected profit function is

ΠBank,Pool (r, s) :=
(
pPoolr − ρ

)
s. (1.57)

Under a perfect competition, the bank makes zero profits. It chooses

loan rate rPool∗ such that ΠBank,Pool (r, s) = 0. Trivial transformations result

in rPool∗ = ρ
(
αpL + (1− α) pH

)−1
. Thus, a higher fraction of L, α, decreases

rPool∗. A lower rPool∗ again increases L’s profit from the pooling loan contract

ΠL,Pool
(
rPool∗, sPool∗

)
. Thus, L chooses the separating loan contract if α < α̂Div

where

α̂Div := ΠL
(
rL∗, sL∗

)
= ΠL,Pool

(
rPool∗, sPool∗

)
(1.58)

with

rPool∗ = ρ
(
α̂Divp

L + (1− α̂Div) pH
)−1

. (1.59)

Proof of Proposition 4. To analyze welfare of Ei in a competitive loan

market Nash-equilibrium, I compare his loan contract (ri∗, τ i∗, si∗) to his

first best contract (ri∗FB, τ
i∗
FB, s

i∗
FB). While it is straightforward to see that

rH∗ = rH∗FB and that τ i∗ < 1 decreases welfare, I need to prove that sL∗ < sL∗FB.

For that compare (1.54) and (1.24). They only differ in their right side.
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While the right side of (1.24) is zero, the right side of (1.54) is bigger than

zero. Thus, sL∗ < sL∗FB.

1.5 References

Arnold, L.G., Riley, J.G., 2009. On the Possibility of Credit Rationing

in the Stiglitz-Weiss Model. The American Economic Review 99:5,

2012-2021.

Besanko, D., Thakor, A., 1987a. Collateral and Rationing: Sorting Equi-

libria in Monopolistic and Competitive Loan Markets. International

Economic Review 28:3, 671-689.

Besanko, D., Thakor, A., 1987b. Competitive Equilibrium in the Loan

Market under Asymmetric Information. Journal of Economic The-

ory 42, 167-182.

Bester, H., 1985. The Level of Investment in Credit Markets with Im-

perfect Information. Journal of Institutional and Theoretical Eco-

nomics 141, 503-515.

Blackwell, D.W., Winters, D.B., 1997. Banking Relationships and the

Effect of Monitoring on Loan Pricing. The Journal of Financial

Research 20:2, 275-289.

Clemenz, G., 1993. A Note on the Nonexistence of a Rationing Equilib-

rium in the Besanko-Thakor Model. International Economic Review

34, 727-737.

Cole, R., 1998. The Importance of Relationships to the Availability of

Loan. Journal of Banking and Finance 22, 959-977.

Milde, H., Riley, J.G., 1988. Signaling in Credit Markets. The Quarterly

Journal of Economics 103:1, 101-129.

Petersen, M.A., Rajan, R.G., 1994. The Benefits of Lending Relation-

ships: Evidence for Small Business Data. The Journal of Finance

49:1, 3-37.

30



Petersen, M.A., Rajan, R.G., 1995. The Effect of Credit Market Competi-

tion on Lending Relationships. The Quarterly Journal of Economics

110, 407-443.

Schmidt-Mohr, U., 1997. Rationing versus Collateralization in Competi-

tive And monopolistic Loan Markets with Asymmetric Information.

The European Economic Review 41, 1321-1342.

Stiglitz, J., Weiss, A., 1981. Credit Rationing in Markets with Hidden

Information. The American Economic Review 71:3, 393-410.

31



Chapter 2

Why the MAC Clause Is so

Ubiquitous in Bank Loan

Commitments Although It Is

Hardly Ever Invoked

Abstract Many loan commitment contracts contain a material adverse

change clause which allows banks to renege or step back from their commit-

ment based on rather subjective claims regarding the borrowers’ prospec-

tive financial situation. While this sounds like an attractive option for

banks, empirical evidence shows that, despite its frequent appearance in

contracts, the clause is rarely invoked (cf. Sufi, 2009; Ivashina and Scharf-

stein, 2010). In the present paper, we argue that this is due to the fact

that, in combination with appropriate pricing on the spot loan market, the

clause is essentially an effective means to screen the borrowers’ riskiness.

In particular, it renders loan commitment contracts comparably more ex-

pensive for high-risk borrowers, thereby directing them to the spot loan

market. Low-risk borrowers, in turn, are still attracted to loan commit-

ment contracts as for them the implicit extra cost is lower. Thus, there is

no need for banks to step back from earlier promises. Moreover, we show

that the presence of the clause increases welfare as it decreases credit ra-

tioning for low-risk entrepreneurs and reduces total loan costs.

0Acknowledgements: I am grateful to my co-author Philipp C. Wichardt, Anjan Thakor, Ron
Masulis, Renee Adams, Doris Neuberger, John Bechara and Shashwat Alok for helpful comments.
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2.1 Introduction

In addition to spot loans, bank loan commitments are an important in-

strument for corporate liquidity management which contributes to over 80

percent of commercial and industrial loans (Duca and Van Hoose, 1990).

Loosely speaking, by selling such a commitment, banks promise to grant

a loan to the respective entrepreneur in the future based on contractual

terms agreed upon today. However, such loan commitments imply a con-

siderable risk for banks as entrepreneurs tend to intensify their usage in

periods of economic distress (Agarwal et al., 2006) or if they have higher

financial distress likelihoods (Sufi, 2009); and both situations imply an

increased probability of default.

As a natural consequence of this risk, banks have developed various

ways to protect themselves against future losses. For example, they of-

ten condition their commitment on the development of some variable not

falling below / rising above a predefined threshold.1 Doing so, they try

to avoid having to grant a loan if there is a significant deterioration of

the borrowers’ financial condition. An obvious problem of such covenants,

however, is that they are always backwards oriented as the respective fi-

nancial variables are derived from past performance. In practice, banks

therefore usually renegotiate as soon as they anticipate a future covenant

violation.2

In order to put these renegotiations and, more generally, potential with-

drawals from the commitment on safer grounds, banks can (and do) include

a material adverse change (MAC) clause in the loan commitment contract

(Sufi, 2009; and Berger and Udell, 1995). This clause allows them to deny

loans under the commitment if “in the opinion of the Bank, any material

adverse change in the Borrower’s financial condition from that reflected in

its annual report for its fiscal year ending December 31, , or in the Bor-

rowers business operations or prospects” has occurred (Ergungor, 2001,

p.2/3, providing a typical MAC clause; emphasis as in original). Thus,

the MAC clause is only legally effective if banks receive new information

indicating a credible threat that the borrowers’ financial condition will

1Demiroglu and James (2010) examine such financial covenant variables and the determinants of
their thresholds in bank loans.

2Roberts and Sufi (2009) find that only around 20% of renegotiations in their sample are based
on actual covenant violations.
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deteriorate after the loan commitment has been sold.

An apparent drawback of the MAC clause, of course, is its subjective

phrasing. As argued by Boot, Greenbaum and Thakor (1993), this of-

fers banks an opportunity, for example, to deny loans when the banks

themselves are at a low resource state. It is therefore less surprising that

an invocation of the MAC clause often leads to litigation (Ivashina and

Scharfstein, 2010). What is more surprising, though, is that the empirical

evidence shows that banks rarely invoke the MAC clause (Sufi, 2009 and

Ivashina and Scharfstein, 2010).

This raises two questions. Namely, why is the MAC clause so ubiquitous

although banks do not rely on it very often? Eventually, the product sold,

i.e. the loan commitment contract, would supposedly be more attractive

without it – a fact that might be exploited to generate further revenues.

And, more generally, why should borrowers buy a commitment that can

be broken for rather subjective reasons, potentially resulting in long legal

disputes, in periods of distress when they would need it most?

In the present paper, we try to answer exactly these questions. In

particular, we argue that, in the presence of an additional spot market,

including the MAC clause into loan commitment contracts is an effective

means to screen the borrowers’ riskiness so that the actual invocation of the

clause is essentially an off equilibrium path event. In a nutshell, the argu-

ment is that, using the MAC clause, banks can increase the price of a loan

commitment in a way that affects high-risk entrepreneurs more strongly

than low-risk entrepreneurs. Thus, if appropriately combined with other

screening instruments such as credit rationing, low-risk borrowers obtain

more loans under loan commitments than on the spot market while high-

risk entrepreneurs raise larger loans on the co-existing spot market and

pay a higher rate than low-risk entrepreneurs under the commitment.

While the present discussion is purely theoretical, there are of course

various related empirical studies on loan commitments and credit rationing

which by and large support the present argument. For example, the find-

ing that there is credit rationing on the spot loan market is empirically

confirmed by Petersen and Rajan (1994), Cole (1998) or Blackwell and

Winters (1997) – although Thakor (2005) provides a theoretical argument

to the contrary. Moreover, the prediction that under loan commitments
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with the MAC clause there be less credit rationing than on the spot mar-

ket is empirically supported by Berger and Udell (1992).3 And, last but

not least, the finding that borrowers who rely on loan commitments bear

less risk than borrowers who raise a spot loan is compatible with earlier

theoretical results by Duan and Yoon (1993) and Thakor (1989); in addi-

tion, both Avery and Berger (1991) and Qi and Shockley (1995) provide

empirical evidence for this prediction.

Finally, the present analysis suggests the new testable empirical pre-

diction that the introduction of the MAC clause into loan commitment

contracts attracts less risky borrowers and increases loan size even though

there is still some credit rationing. While it is beyond the scope of this

paper to establish the empirical correctness of these predictions, we are

optimistic that this will be possible in future research.

The rest of the paper is organized as follows. In Section 2, we present

the technical analysis: the general set-up (Section 2.2.1), the spot loan

equilibrium (Section 2.2.2), the loan commitment without and with an

MAC clause (Section 2.2.3). Section 3 concludes. All formal proofs are

gathered in the Appendix.

2.2 The Analysis

The subsequent discussion is subdivided into three parts. After a descrip-

tion of the general set-up in Section 2.2.1, Section 2.2.2 analyzes a situation

with only a spot loan market and shows that only high-risk borrowers ob-

tain their first best contract but low-risk borrowers do not. Section 2.2.3,

then, introduces an additional loan commitment market and explains why

these commitments attract only low-risk borrowers. Moreover, it argues

how adding MAC helps to further separate low-risk borrowers from high-

risk ones and that, by doing so, the MAC clause has positive welfare effects.

2.2.1 The General Set-Up

Consider the following situation: There are two agents, an entrepreneur,

E, and a bank. At t = 0, E considers to invest in a risky project. The

3Note that other papers predict that there is over-lending (Duan and Yoon, 1993; and Thakor,
2005) or optimal lending (Thakor, 1989) under commitments.
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investment has to be made in the future, namely at t = 1, and is realized

at t = 2. The return of the project, R, depends on three factors: the

investment size, I, an agent specific state of the world at t = 1, θ, which

can either be good (θ = G) or bad (θ = B), and the type of E, which can be

either high risk (H) or low risk (L) and which is indexed by i, i.e. i ∈ {H,L}.
Thus, we have R := Ri(I, θ) with I being a variable of choice to be made at

t = 1 and i and θ being random variables determined by Nature prior to

t = 0 (i) and between t = 0 and t = 1 (θ). Moreover, by assumption, θ is

observable to both agents at t = 1 and we have θ = G with probability β

and θ = B with probability 1 − β. By contrast, the type i of E is private

information of the entrepreneur and we have i = L with probability α and

i = H with probability 1− α; slightly abusing notation, we simply write H

instead of EH and L instead of EL in the sequel.

Regarding the actual return of the project at t = 2, we assume the

following dependencies for i ∈ {L,H}:

• The state of the world, θ, affects the return only if θ = B and the

project is successful. In that case the project’s return R is reduced

by a fixed amount D. Otherwise, there is no effect of θ on R.

• The project is successful with type-dependent probability pi, i ∈ {H,L};
pL > pH. If it is successful, we assume that for all I > 0 and θ ∈ {G,B}:

RH
I (I, θ) :=

∂RH(I, θ)

∂I
>
∂RL(I, θ)

∂I
=: RL

I (I, θ) > 0

and, using the same simplification of notation, 0 > RH
II(I, θ) ≥ RL

II(I, θ).

Moreover, for the sake of argument, we assume that the revenue Ri

always exceeds D (the fixed additional cost if θ = B) if the project is

successful.

• In case the project fails, we assume that Ri = 0 for i ∈ {L,H}.

Finally, in addition to the project, we assume that Ei always has the

chance to opt for a deterministic outside option at t = 1 which generates a

value of O at t = 1.

In this situation, Ei has to decide at t = 0 how to finance the project

at t = 1 conditional on the realization of θ. Here, we assume that Ei, in

addition to his cash flow, C, can either choose to buy a loan commitment
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at t = 0, which he may or may not use at t = 1 depending on θ, or to raise

a spot loan at t = 1 if his expected return from the project is positive. The

timing of events is summarized in Figure 2.1.

before t=0 at t=0 between t=0 and t=1 at t=1 at t=2

E decides on 

financing of risky 

project at t=1

with:  
- success probability 𝑝𝐿 > 𝑝𝐻  
- return 𝑅𝐿 𝐼 > 𝑅𝐻 𝐼  

- 1𝐵 =  
1 𝑖𝑓 θ = 𝐵 
0 𝑖𝑓 θ = 𝐺

 

E invests 𝐼 in risky 
project or chooses 
outside option O 

1-α 

low risk        high risk 
      L                     H 

Entrepreneur E observes 
his type i 

α 1-β 

good state   bad state  
    (θ=G)            (θ=B) 

Realization of state 
of the world θ 

β 1-𝑝𝑖  

𝑅𝑖 𝐼 −𝐷 × 1𝐵            0 
 

Realization of 
project return 

𝑝𝑖  

Figure 2.1: Time-line of events.

2.2.2 The Spot Loan Market

To begin with, we analyze the situation in which only a spot loan market

exists. Consider the entrepreneur Ei who considers at t = 0 to raise a spot

loan at t = 1. At t = 1, the bank offers Ei a menu of spot loan contracts

comprised of a gross loan rate r and a loan size s.

Regarding the loan-contracts offered by the bank, it is important to

note that the bank’s expected profit from any spot loan does not depend

on θ but is only a function of contractual variables {r, s}, evaluated at

t = 1. The reason for this is that the realization of θ has no effect on Ei’s

repayments to the bank.4 Thus, the bank’s expected payoff, conditional

on Ei’s type, is given by

ΠBank
Spot (r, s) := ρ−1

(
pir − ρ

)
s. (2.1)

Here, we assume that the bank finances the loan at deposit rate ρ.

Turning to Ei, he either accepts the bank’s spot loan contract offer {r, s}
or chooses his outside option. If Ei raises a spot loan with contractual

variables {r, s}, his (expected) profit function, evaluated at t = 1, is given

4Recall that in case the project fails, the loan is lost anyway and that, by assumption, R always
covers the loan if the project is successful.
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by

Πi
Spot (r, s) := piρ−1

(
Ri (I, θ)− rs

)
(2.2)

where Ei invests I = C + s in the project at t = 1.

In a competitive Nash equilibrium, the bank’s profit must equal zero.

Moreover, the bank knows each type’s project characteristics, but can-

not observe Ei’s type. Thus, the bank’s spot loan policy (rSpot, sSpot) :=(
riSpot, s

i
Spot

)i
maximizes Πi (rSpot, sSpot) subject to

ΠL
(
rLSpot, s

L
Spot

)
≥ ΠL

(
rHSpot, s

H
Spot

)
(2.3)

ΠH
(
rHSpot, s

H
Spot

)
≥ ΠH

(
rLSpot, s

L
Spot

)
(2.4)

Πi
(
riSpot, s

i
Spot

)
≥ O. (2.5)

ΠBank
(
riSpot, s

i
Spot

)
= 0. (2.6)

with i = L,H. Note that (2.3) and (2.4) are the incentive compatibility

constraints; (2.5) is Ei’s participation constraint which guarantees that Ei

raises a loan; and (2.6) reflects the competitive markets assumption which

ensures the bank’s expected profit is zero.

Given
(
r∗Spot, s

∗
Spot

)
, Ei then either raises his optimal spot loan or chooses

outside option O. Note that Ei’s choice does not only depend on his type,

but also on the realization of state θ. Here we assume that, if θ = G, both

H and L want to invest in the project and, hence, want to raise a spot loan

at t = 1. However, if θ = B, Ei’s return in case of a success reduces by D

if he invests in the project – and this is independent of his type. In order

to make the problem interesting, we assume that in this situation only H

raises a spot loan while L chooses his outside option O.5

The resulting equilibrium in a pure spot loan market is described in

Proposition 5; implications for welfare are stated in Proposition 6; deriva-

tions are provided in the appendix.

Proposition 5 (Equilibrium) In a pure spot loan market, there only exists

a Nash-equilibrium in which banks offer a spot loan if the share of L is

sufficiently small (α < α̂Spot). The bank’s optimal spot loan policy in this

case, comprised of gross loan rate r∗Spot and loan size s∗Spot, is separating

5This assumption is in accordance with empirical findings (Sufi, 2009) suggesting that borrowers
intensify their investments if they are more likely to get into financial distress.
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and implicitly determined by

ri∗Spot =ρ/pi (2.7)

sH∗Spot :=RH
s

(
sH∗Spot

)
= rH∗Spot (2.8)

sL∗Spot :=RL
s

(
sL∗Spot

)
−
(
RH
s

(
sL∗Spot

)
−RL

s

(
sL∗Spot

))
pH
(
pL − pH

)−1
= rL∗Spot (2.9)

with i = L,H. Equation (2.7) states that rH∗Spot > rL∗Spot, equations (2.8) and

(2.9) implicitly define a unique interior solution for sSpot such that sH∗Spot >

sL∗Spot. Moreover, H chooses
(
rH∗Spot, s

H∗
Spot

)
, independent of the realization of

θ, and L chooses
(
rL∗Spot, s

L∗
Spot

)
if θ = G, but outside option O if θ = B.

Proposition 6 (Welfare) In the pure spot loan market equilibrium, inde-

pendent of the realization of θ, both H and L receive their first best loan

rate ri∗FB. However, only H obtains his first best loan size sH∗FB, while L’s

loan size sL∗Spot is rationed.

Note that the result is the typical one for situations with asymmetric

information: while the “bad” type, H, obtains his first best, the “good”

type, L, has to pay the price for separating from the bad – here in terms

of an inefficient loan size. As the returns to investment are higher for

H, loan size rationing of L ensures that, despite the difference in interest

payments, H does not opt for the cheaper loan.6

2.2.3 Adding a Loan Commitment Market

In the previous part, we have shown that in a pure spot loan market, L does

not obtain the first best contract as his loan size must be rationed in order

to avoid pooling of L and H. In the sequel, we investigate whether the

introduction of a loan commitment market, in addition to the coexisting

spot loan market, can increase welfare.

Loan Commitment without MAC Clause

For loan commitments, the situation is as follows: At t = 0, the bank sells

a commitment against the payment of a fee F to grant a loan at t = 1 to

6That credit rationing is possible if the return to investment increases with its riskiness has, for
example, also been observed by Bester (1985).
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the contractual terms (r, s) agreed upon at t = 0. Then, Ei decides whether

to buy the commitment or not. In order to pay the commitment fee, Ei

uses his cash flow C which we assume to equal F ∗ in equilibrium.7 Ei has

the option to take down the commitment at t = 1, but is not obliged to do

that. Apart from a takedown, Ei also has the option to raise a spot loan

or to choose his outside option O at t = 1. At t = 2, in the event of an

investment in the project, returns are realized.

Whether Ei will take down the commitment at t = 1 or not depends on

the realization of θ. While both types take down the commitment if θ = G,

we again assumet that only H does so if θ = B. Thus, at t = 0 the banks’

expected payoff, conditional on Ei’s type is given by

πBankCom = F + γiρ−1s
(
pir − ρ

)
(2.10)

where γi denotes Ei’s takedown probability.

If Ei buys a loan commitment with contractual variables (F, r, s), his

(expected) profit function, evaluated at t = 0, is given by

πiCom (F, r, s) = γiρ−1pi
(
Ri (I; θ)− rs

)
+
(
1− γi

)
O − F (2.11)

with I = s and i = L,H.

In order to solve the resulting optimization problem, consider first the

spot loan market and recall that H already obtains his first best contract

in this market, whereas L’s loan size is rationed. Thus, the only agent

who might profit from the additional loan commitment market is L. In a

competitive loan commitment market the bank’s policy {F, r, s} therefore

maximizes πLCom (F, r, s) subject to

πLCom (F, r, s) ≥ πLSpot
(
rH∗Spot, s

H∗
Spot

)
(2.12)

πHSpot
(
rH∗Spot, s

H∗
Spot

)
≥ πHCom (F, r, s) . (2.13)

πBankCom (F, r, s) = 0 (2.14)

r ≥ 1 (2.15)

7The assumption F ∗ = C is not crucial, but facilitates the technicalities as we can abstract from
how F is financed.
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where (2.12) is L’s participation constraint; (2.13) is the incentive compat-

ibility constraint which ensures that H does not choose the loan commit-

ment; (2.14) is the bank’s zero expected profit condition; and (2.15) is the

condition guaranteeing non-negative net loan rates.

The resulting equilibrium is described in Proposition 7, the existence

of the equilibrium in Corollary 1 and the effect of the introduction of the

loan commitment without an MAC on welfare in Proposition 8. Again, all

derivations are deferred to the appendix.

Proposition 7 (Equilibrium) In a situation with both, a competitive spot

loan market and a competitive loan commitment market (without MAC

clause), there only is a Nash-equilibrium in which positive loan commit-

ments are offered if the share of L is sufficiently small, i.e. α < α̂Com

(otherwise, there is only a pure spot loan market Nash-equilibrium). For

βpL − pH sufficiently large, H chooses a spot loan at t = 1 and does so

independent of the realization of θ; L in turn buys a loan commitment

at t = 0 with contractual variables – fee F ∗Com, rate r∗Com and size s∗Com –

implicitly defined by:

s∗Com :=RL
I (s∗Com)−

(
RH
I (s∗Com)−RL

I (s∗Com)
) βpH

βpL − pH
=

ρ

pL
(2.16)

F ∗Com =

[
pH
(
RH (s∗Com)− ρs∗Com

pL

)
− πHSpot

]
ρ−1βpL

βpL − pH
(2.17)

r∗Com =
πHSpot − pH

(
RH (s∗Com)− rH∗Spots∗Com

)
− (1− β) rH∗Spots

∗
Com

(βpL − pH) s∗Com
. (2.18)

Equation (2.16) implicitly defines a unique interior solution for sCom.

Moreover, L takes down the loan commitment only if θ = G; if θ = B, L

chooses outside option O.

Corollary 1 (Existence of separating Nash equilibrium) Adding a loan com-

mitment market increases the range of low-risk borrowers for which there

is a separating Nash equilibrium, i.e. α̂Com > α̂Spot.

Proposition 8 (Welfare) Combining the spot loan market with a loan com-

mitment market increases the effectiveness of the bank’s screening so

that L’s welfare is improved while the welfare of H remains unchanged.
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In particular, H still obtains his first best loan on the spot loan mar-

ket, while L now obtains a larger loan s∗Com > s∗Spot than on the spot loan

market.

Intuitively, the point to note is that, on the loan commitment market,

banks at t = 0 charge a fee, F , which they can later use to subsidize the

repayment of the loan via a reduction in r. As borrowers differ in their

probability of success for a given investment, this can be used to offer

contracts consisting of a fee F , a loan size s and an interest rate r which

only just keep H on the spot loan market but still provide an improvement

for L; see Figure 2.2 for an illustration. In particular, low-risk borrowers

are willing to accept slightly higher increases in F for a given reduction in

r as their probability of success (and, hence, later repayments) is higher.

 

F 

r 

 

  

   

 

 

𝑍 

  

H´s iso-profit curve 
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Figure 2.2: Iso-profit curves for L and H type borrowers for spot loan and loan
commitment market (without MAC clause). H’s iso-profit curve intersects with the
bank’s zero profit line at Z so that, in equilibrium, H chooses spot loan contract B
and L chooses loan commitment contract Z.

However, even with the additional loan commitment market there still

is a rationing of the loan size for L and, of course, also the initially payable
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fee F induces costs. As the agent specific state of the world itself offers a

further possibility to differentiate between types, there still room left for

further improvements in the situation of L – assuming the market for loans

to be competitive. As we argue next, introducing the MAC clause utilizes

just this possibility.

Loan Commitment with MAC Clause

In the previous discussion, we have shown that H always raises a loan on

the spot loan market, while L is drawn to the co-existing loan commitment

market. However, although adding the loan commitment market improves

the situation for L, it still induces considerable screening costs. However,

as we will argue in the following, adding the MAC clause offers a way for

banks to screen the borrowers’ riskiness in a way that is less costly – in

expected terms – for L. More specifically, with the MAC clause, the bank

is legally able to deny a loan if, in the opinion of the bank, a material

adverse change (MAC) in the borrower’s financial condition has occurred

(cf. Ergungor, 2001).8 As this in itself has a stronger deterrent effect on

high-risk borrowers than on low-risk ones, it allows banks to offer loan

commitment contracts which otherwise are more attractive in terms of

loan size and interest rate. As we will see, again assuming competitive

markets, this leads to a further improvement in the welfare of L.

In terms of our model, the bank can infer the borrower’s financial con-

dition from his type specific state of the world θ which is determined prior

to t = 1. In particular, we assume that, if θ indicates a material adverse

change in the borrower’s financial condition (θ = B), the bank invokes the

MAC clause and simply denies the loan to E at t = 1. Thus, at t = 0,

the invocation of the MAC clause is probabilistic and given by µ(θ) where

µ(G) = 0 and µ(B) reflects the share share of H-type borrowers who buy-

ing a loan commitment at t = 0. Accordingly, the bank’s profit function

evaluated at t = 0 is given by

πBankMAC (µ (θ) , F, r, s) = F + ρ−1 (1− µ (θ)) γis
(
pir − ρ

)
. (2.19)

8The invocation of the MAC clause can only become operative if there is a credible threat that
the borrower’s financial condition will deteriorate sufficiently. Commonly, the MAC clause may refer
to material adverse changes (i) in the market, (ii) in the financial conditions of the borrower or (iii)
in the national or international financial, economic or political conditions (Worthington, 2003).
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As E can only take down the commitment if the bank has not invoked

the MAC clause, his expected profit function, evaluated at t = 0, is given

by

πiMAC (µ (θ) , F, r, s) = ρ−1 (1− µ (θ)) γipi
(
Ri (I)− rs

)
+ ρ−1µ (θ) γiOi − F (2.20)

with i = H,L and OH = πHSpot,H for H and OL = O for L.

Putting things together, the resulting equilibrium under a loan com-

mitment with an MAC clause is described in Proposition 9, existence of

a separating equilibrium is discussed in Corollary 2 and the effect of the

introduction of the MAC clause on welfare is stated in Proposition 10.

Derivations once again are deferred to the appendix.

Proposition 9 (Equilibrium) In a situation with both, a competitive spot

loan market and a competitive loan commitment market (with MAC

clause), there is a separating Nash equilibrium if the share of L-type

borrowers is sufficiently small, i.e. α < α̂MAC. In such an equilibrium,

H chooses a spot loan at t = 1 independent of the realization of θ, and

L buys a loan commitment including an MAC clause at t = 0 where the

contractual variables – fee F ∗MAC, rate r∗MAC and size s∗MAC – are implicitly

determined by:

s∗MAC :=RL
I (s∗MAC)−

[
RH
I (s∗MAC)−RL

I (s∗MAC)
] βpH

pL − pH
=

ρ

pL
(2.21)

F ∗MAC =

[
pH
(
RH (s∗MAC)− ρs∗MAC

pL

)
− πHSpot,G

]
ρ−1βpL

pL − pH
(2.22)

r∗MAC =
πHSpot,G − pH

(
RH − rH∗Spots∗MAC

)
(pL − pH) s∗MAC

(2.23)

µ∗ (θ = B) =1 & µ∗ (θ = G) = 0 (2.24)

Equation (2.21) implicitly defines a unique interior solution for sMAC.

Moreover, L takes down the loan commitment at t = 1 only if θ = G,

while he chooses outside option O if θ = B; thus, in equilibrium, the

MAC clause is never invoked.
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Corollary 2 (Existence of separating Nash equilibrium) Under a loan com-

mitment that includes an MAC clause there is a separating Nash equi-

librium for a higher share of L than under a loan commitment without

an MAC clause or in a pure spot market, i.e. α̂MAC > α̂Com > α̂Spot.

Proposition 10 (Welfare) In a situation with both, a competitive spot loan

market and a competitive loan commitment market (with MAC clause)

H’s welfare does not change but L’s welfare increases. In particular, H

still obtains his first best loan on the spot market, while L now obtains a

larger loan s∗MAC > s∗Com than in the case where loan commitment contract

have no MAC clause.

Intuitively, the above argument is rather straightforward. As the bank

knows Ei’s expected profit function (2.20) the bank can infer that: (a) if

θ = G, both L and H take down the commitment, (b) if θ = B, only H, whose

return to investment is higher than L’s, would take down the commitment.

As the bank only wants to attract L with the commitment, it will always

invoke the MAC clause if θ = B – which only affects H. Accordingly,

introducing the MAC clause renders buying the loan commitment less

profitable for H as it decreases his expected profit at t = 0.

As a consequence of this, H requires a larger subsidy of r as a compen-

sation for a marginal increase of F than under a commitment without an

MAC clause, i.e. the iso-profit curve of H becomes steeper. And this makes

the usage of F to subsidize r more efficient as a screening instrument; see

Figure 2.3. Eventually, H still chooses his first best spot loan contract B

while L gets on a lower iso-profit curve implying that his expected profit

increases. In particular, the higher efficiency of the subsidy of r via F

enables the bank to reduce the usage of loan size rationing until it has the

same screening costs. Thus, by the inclusion of the MAC clause L obtains

larger loan size s∗MAC > s∗Com which increases his welfare.

To wit, while including a material adverse change clause into loan com-

mitment contracts appears to be a very unattractive feature from the per-

spective of the borrowers, it is actually turned out to be to their benefit

rather than to the benefit of the bank.
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Figure 2.3: Illustration of change in iso-profit curves for H and L once loan commit-
ments include an MAC clause. H’s iso-profit curve becomes steeper. Thus, while H
still chooses B, L now chooses loan commitment contract Z ′ and thereby reaches a
lower iso-profit curve.

2.3 Concluding Remarks

In the present paper, we have provided an argument for why the inclu-

sion of a MAC clause into loan commitment contracts is actually rather

in the interest of the borrowers, whose credit conditions are improved in

equilibrium, than of the banks, whose profits are reduced (assuming com-

petitive markets). In particular, the MAC clause offers a non-monetary

means to reduce the attractiveness of loan commitment contracts compa-

rably for high-risk borrowers relative to low risk ones. Thus, as we have

argued, high-risk borrowers in equilibrium are directed to the spot loan

market while only low-risk borrowers still buy loan commitment contracts.

And, as in equilibrium there is no need for banks to step back from earlier

promises, there is no need for banks to invoke the clause, this provides an

explanation for the empirical evidence which shows that, despite its fre-

quent appearance in contracts, the MAC clause is rarely invoked (cf. Sufi,

2009; Ivashina and Scharfstein, 2010). Moreover, we have shown that the
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presence of the clause increases welfare as it decreases credit rationing for

low-risk entrepreneurs and reduces total loan costs.

2.4 Appendix

Proof of Proposition 1. Consider a spot loan market. In this market, a

bank offers a menu of spot loan contracts (rSpot, sSpot) :=
(
riSpot, s

i
Spot

)i
with

i = H,L to Ei with contractual variables rate and size respectively. Then,

Ei chooses his optimal loan contract.

The proof is organized as follows. First, we formulating the Lagrangian

and solve for contractual variables to determine the menu of spot loan

contracts in the equilibrium. Then, we show that L never has incentive

to choose H’s spot contract and analyze under which conditions L’s spot

loan contract is not first best. Finally, we show under which conditions a

separating Nash equilibrium exists.

Lagrangian and FOC. The bank’s expected profit function is πBankSpot (rSpot, sSpot; p
i),

Ei’s expected profit function is πiSpot (rSpot, sSpot). We assume that L never

has an incentive to choose H’s spot loan contract, later we show that this

assumption always applies. Then, H always obtains his first best contract

and L’s loan contract is chosen such that it maximizes his expected profit

subject to that H does not have an incentive to choose it. In brief, the

Lagrangian is9

L
(
rL, sL;λI , λB

)
=

πLSpot
(
rL, sL

)
+ λI

[
πHSpot

(
rH , sH

)
− πHSpot

(
rL, sL

)]
+ λBπ

Bank
Spot

(
rL, sL; pL

)
(2.25)

and written out

L
(
rL, sL;λI , λB

)
= ρ−1pL

(
RL
(
IL
)
− rLsL

)
+λI

{
ρ−1pH

(
RH

(
C + sH

)
− rHsH

)
−
[
ρ−1pH

(
RH

(
IL
)
− rLsL

)]}
+λB

{
ρ−1

(
pLrL − ρ

)
sL
}

(2.26)

9For brevity, we denote ri := riSpot and size si := siSpot.
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with IL = C + sL. To determine the bank’s optimal contract, at first,

calculate the first order conditions of (2.26) with respect to contractual

variables (r, s) and Lagrange multipliers λI and λB
10

∂L/∂rL = ρ−1sL
(
−pL + λIp

H + λBp
L
)

= 0 (2.27)

∂L/∂sL = ρ−1pL
(
RL
I − rL

)
− λIρ−1pH

(
RH
I − rL

)
+ λBρ

−1
(
pLrL − ρ

)
= 0 (2.28)

∂L/∂λI = ρ−1pH
(
RH − rHsH

)
− ρ−1pH

(
RH − rLsL

)
= 0 (2.29)

∂L/∂λB = ρ−1
(
pLrL − ρ

)
sL = 0. (2.30)

Then, solve first order condition

• (2.27) for λI

λI =
pL

pH
(1− λB) ; (2.31)

• (2.28) for λB

λB = 1− pH

pL
λI . (2.32)

As (2.31) and (2.32) only contain λI and λB, we can determine the La-

grange multipliers by setting

• (2.31) into (2.32) and solve for λ∗B

λ∗B =
RH
I −RL

I

RH
I −

ρ
pL

= 1−
RL
I −

ρ
pL

RH
I −

ρ
pL

; (2.33)

• λ∗B into (2.31) and solve for λ∗I

λ∗I =
pL
(
RL
I −

ρ
pL

)
pH
(
RH
I −

ρ
pL

) . (2.34)

Menu of spot loan contracts in the equilibrium. In the equilibrium, the

bank offers the menu of spot loan contracts
(
r∗Spot, s

∗
Spot

)
. To determine the

optimal contract, the bank

10For brevity, we denote RL := RL (s) for i = L,H.
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• sets λ∗B and λ∗I into (2.28) and chooses s∗Spot such that

RL
I

(
sL∗Spot

)
− ρ

pL
=
(
RH
I

(
sL∗Spot

)
−RL

I

(
sL∗Spot

)) pH

pL − pH
. (2.35)

There is an interior solution for L’s optimal loan size s∗Spot. First,

regard the left side of equation (2.35). L’s marginal return RL
I decreases

with s as RL
II < 0. Thus, the left side of equation (2.35) decreases with

s. Second, regard the right side of equation (2.35). As RB,II ≥ RG,II ,

term RB,I − RG,I is non-decreasing with investment size. Thus, s∗Spot
can be chosen to equate the left and the right side of (2.35).

• Then, it solves (2.27) for rL∗Spot

r∗Spot =
ρ

pL
. (2.36)

Proof that L’s incentive compatibility constraint is never binding. To

prove this, we analyze L’s incentive compatibility constraint (2.3) under

full information. Written out, and reduced by pL on both sides of the

inequality, (2.3) is

RL
(
sL∗FB

)
− rL∗FBsL∗FB > RL

(
sH∗FB

)
− rH∗FBsH∗FB. (2.37)

As pL > pH, L pays a lower loan rate than H, i.e. rL∗FB > rH∗FB. As sL∗FB is a

unique interior solution, L does not profit from another loan size. Thus, L

has no incentive to choose H’s first best loan contract.

Proof for which investment technologies H’s incentive compatibility con-

straint is binding. To prove this, analyze H’s incentive compatibility con-

straint (2.4) under full information. Writing out (2.4) and reducing it by

pH on both sides of the inequality results in

RH
(
sL∗FB

)
− rL∗FBsL∗FB > RH

(
sH∗FB

)
− rH∗FBsH∗FB. (2.38)

Transform (2.38) to

RH
(
sH∗FB

)
−RH

(
sL∗FB

)
<
(
rH∗FBs

H∗
FB − rL∗FBsL∗FB

)
. (2.39)
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As Ri
s is invertible, Ri

s (si∗FB) = ρ/pi can be transformed to si∗FB = Ri
s
−1

(ρ/pi).

Thus, the first best si∗FB depends on Ri
s and pi, i.e. si∗FB (Ri

s, p
i) and we can

rewrite (2.39) as

RH
(
sH∗FB

(
RH
s , p

H
))
−RH

(
sL∗FB

(
RL
s , p

L
))
<(

pLsH∗FB
(
RH
s , p

H
)
− pHsL∗FB

(
RL
s , p

L
)) ρ

pHpL
. (2.40)

In equation (2.39), we can see that H incurs opportunity costs from L’s

smaller loan as ∆s∗FB := sH∗FB > sL∗FB, but benefits from L’s lower loan rate,

∆r∗FB := rH∗FB > rL∗FB. Thus, H does only have an incentive to choose L’s first

best contract if ∆r∗FB is sufficiently small relative to ∆s∗FB.

To understand for which investment technologies this occurs, consider

equation (2.40). For a given x, si∗FB becomes larger with Ri
s (x). This implies

that ∆s∗FB increases with ∆Rs := RH
s (x)− RL

s (x), ∀x. As ri∗FB = ρ/pi, ri∗FB be-

comes smaller with pi. Thus, ∆r∗FB increases with ∆p := pL−pH. Hence, H’s

incentive compatibility constraint (2.4) is only binding if ∆Rs is sufficiently

small relative to ∆p.

Conditions for existence of a separating Nash equilibrium. From Figure

2.4, we can see that in a separating spot loan market a Nash equilib-

rium only exists if L prefers the separating to the pooling contract, i.e.

ΠL
Spot

(
rL∗Spot, s

L∗
Spot

)
> ΠL,Pool

Spot

(
rPool∗Spot , s

Pool∗
Spot

)
. As the loan rate of the pooling spot

loan contract is rPool∗Spot = ρ
(
αpL + (1− α) pH

)−1
a higher fraction of L, α, de-

creases rPool∗Spot . A lower rPool∗Spot again increases L’s profit from the pooling spot

loan contract ΠL,Pool
Spot

(
rPool∗Spot , s

Pool∗
Spot

)
. Thus, L chooses the separating spot loan

contract if α < α̂Spot where

α̂Spot := ΠL
Spot

(
rL∗Spot, s

L∗
Spot

)
= ΠL,Pool

Spot

(
rPool∗Spot , s

Pool∗
Spot

)
(2.41)

with

rPool∗Spot = ρ
(
α̂Comp

L + (1− α̂Com) pH
)−1

. (2.42)

Proof of Proposition 2. To analyze the welfare of Ei in a pure spot

loan market equilibrium, we compare his spot loan contract
(
ri∗Spot, s

i∗
Spot

)
to

his first best contract (ri∗FB, s
i∗
FB).
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Figure 2.4: Spot loan market equilibrium. The equilibrium is separating if H chooses
contract B and L contract A.

In the first best equilibrium, information is symmetric such that the

bank also knows Ei’s type. From this, we derive Ei’s first best spot loan

contract {ri∗FB, si∗FB}

ri∗FB =ρ/pi (2.43)

si∗FB :=Ri
I

(
si∗FB

)
= ri∗FB. (2.44)

Ei’s first best loan rate ri∗FB entails zero profits for the bank, where H pays

a higher loan rate than L as he has a higher default risk. Ei’s first best

loan size si∗FB equates marginal return Ri
I and ri∗FB. Thus, for a given r, H

prefers a larger s than L as RH
I > RL

I .

While it is straightforward to see that rH∗Spot = rH∗FB, we need to prove that

sL∗Spot < sL∗FB. For that compare (2.35) and (2.44). They only differ in their

right side. While the right side of (2.44) is zero, the right side of (2.35) is

bigger than zero. Thus, sL∗Spot < sL∗FB.

Proof of Proposition 3. In addition to the co-existing spot loan market,
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a bank now offers a loan commitment contract without an MAC clause with

contractual variables fee F , rate r and size s. (F, r, s) does not affect H’s

expected profit from his optimal spot loan contract at t = 0 so that we can

write πHSpot := πHSpot
(
rH∗Spot, s

H∗
Spot

)
. Moreover, πiCom (F, r, s) denotes Ei’s expected

profit function at t = 0 if he buys a commitment.

The rest of this proof is organized as follows. To begin with, we formu-

late the Lagrangian and then solve for contractual variables to determine

the loan commitment contract without the MAC clause in the equilibrium.

Lagrangian and FOC. In brief, the Lagrangian is

L (F, r, s;λI , λB) =

πLCom (F, r, s) + λI
[
πHSpot − πHCom (F, r, s)

]
+ λBπ

Bank
Com

(
F, r, s; pL

)
(2.45)

and written out

L (F, r, s;λI , λB) = ρ−1βpL
(
RL (C − F + s)− rs

)
+ (1− β)w − F

+λI
{
πHSpot −

[
ρ−1pH

(
RH (C − F + s)− rs

)
− F

]}
+λB

{
ρ−1β

(
pLr − ρ

)
s+ F

}
. (2.46)

To determine the bank’s optimal contract, at first, calculate the first or-

der conditions of (2.46) with respect to contractual variables (F, r, s) and

Lagrange multipliers λI and λB
11

∂L/∂F = −
(
1 + ρ−1βpLRL

I

)
+ λI

(
1 + ρ−1pHRH

I

)
+ λB = 0 (2.47)

∂L/∂r = ρ−1s
(
−βpL + λIp

H + λBβp
L
)

= 0 (2.48)

∂L/∂s = ρ−1βpL
(
RL
I − r

)
− λIρ−1pH

(
RH
I − r

)
+ λBρ

−1β
(
pLr − ρ

)
= 0 (2.49)

∂L/∂λI = πHSpot − ρ−1pH
(
RH − rs

)
+ F = 0 (2.50)

∂L/∂λB = ρ−1β
(
pLr − ρ

)
s+ F = 0. (2.51)

Then, solve first order condition

11For brevity, we denote Ri := Ri (s) for i = L,H.
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• (2.48) for λI

λI =
βpL

pH
(1− λB) ; (2.52)

• (2.49) for λB

λB = 1− pH

pL
λI ; (2.53)

• (2.50) for F

F = ρ−1pH
(
RH − rs

)
− πHSpot; (2.54)

• (2.51) for r

r =
ρ

pL
− ρF

pLβs
=

ρ

pL

(
1− F

βs

)
. (2.55)

As (2.52) and (2.53) only contain λI and λB, we can determine the Lagrange

multipliers by setting

• (2.52) into (2.53) and solve for λ∗B

λ∗B =
RH
I −RL

I

RH
I −

ρ
pL

= 1−
RL
I −

ρ
pL

RH
I −

ρ
pL

; (2.56)

• λ∗B into (2.52) and solve for λ∗I

λ∗I =
βpL

(
RL
I −

ρ
pL

)
pH
(
RH
I −

ρ
pL

) . (2.57)

Loan commitment contract without MAC clause in the equilibrium. In

equilibrium, the bank offers loan commitment contract (F ∗Com, r
∗
Com, s

∗
Com).

To determine the optimal contract, the bank sets

• λ∗B and λ∗I into (2.47) and chooses s∗Com such that

RL
I (s∗Com)− ρ

pL
=
(
RH
I (s∗Com)−RL

I (s∗Com)
) βpH

βpL − pH
; (2.58)

• s∗Com and (2.54) into (2.55) and solves for r∗Com

r∗Com =
ρπHSpot − pH

(
RH − rH∗Spotβs∗Com

)
(βpL − pH) s∗Com

; (2.59)
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• s∗Com and r∗Com into (2.54) and solves for F ∗Com

F ∗Com =

[
pH
(
RH − ρs∗Com

pL

)
− ρπHSpot

]
ρ−1βpL

βpL − pH
(2.60)

so that F ∗Com > 0 as pH
(
RH (I∗)−

(
pL
)−1

ρs∗Com

)
> πHSpot.

Proof of Corollary 1. In Proposition 1, we show that in a pure spot

loan market a Cournot Nash equilibrium does only exist if α < α̂Spot. Now,

in addition L can choose a loan commitment without an MAC clause. In

Proposition 3, we show that L has a higher expected profit with this loan

commitment, ΠL
Com (r∗Com, s

∗
Com) > ΠL

Spot

(
rL∗Spot, s

L∗
Spot

)
, which is why L prefers

the loan commitment to a spot loan. Now, a separating Nash equilibrium

only exists if L prefers the loan commitment contract to the pooling spot

loan contract, i.e. ΠL
Com

(
rL∗Com, s

L∗
Com

)
> ΠL,Pool

Spot

(
rPool∗Spot , s

Pool∗
Spot

)
. Thus, L’s profit

from a pooling spot loan contract must be higher than in a pure spot loan

market. As α increases ΠL,Pool
Spot

(
rPool∗Spot , s

Pool∗
Spot

)
, we have α̂Com > α̂Spot where

α̂Com := ΠL
Com

(
rL∗Com, s

L∗
Com

)
= ΠL,Pool

Spot

(
rPool∗Spot , s

Pool∗
Spot

)
(2.61)

with

rPool∗Spot = ρ
(
α̂Comp

L + (1− α̂Com) pH
)−1

. (2.62)

Proof of Proposition 4. In a co-existing spot loan and loan commitment

market equilibrium, H still chooses his first best spot loan contract. Thus,

adding a loan commitment to the spot loan market does not change his

welfare. However, H now chooses the loan commitment instead of a spot

loan. To analyze its effect on L’s welfare, we compare his loan commitment

contract (r∗Com, s
∗
Com) to his spot loan contract

(
r∗Spot, s

∗
Spot

)
in equilibrium.

Proof that s∗Com > sL∗Spot. Suppose that s∗Com > sL∗Spot. Compare the right

sides of (2.58) and (2.35). The right side of (2.35) is bigger than the right
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side of (2.58) as

(
RH
I (s∗Com)−RL

I (s∗Com)
) pH

pL − pH
>
(
RH
I (s∗Com)−RL

I (s∗Com)
) βpH

βpL − pH
pH

pL − pH
>

βpH

βpL − pH
βpL − pH > βpL − βpH

β > 0.

(2.63)

Thus, s∗Com > sL∗Spot.

Proof that r∗Com < r∗Spot. Suppose that r∗Com < r∗Spot. Transform this in-

equality to πHSpot − pH
(
RH − ρs∗/pL

)
− (1− β) ρs∗

(
1− pH

)
/pH < 0. As the

bank does not completely screen the types12 with s, πHSpot is smaller than

pH
(
RH (I∗)−

(
pL
)−1

ρs∗
)
. As the third term is also negative, r∗Com < r∗Spot.

Proof of Proposition 5. Knowing Ei’s expected profit function (2.20),

the bank can infer who will take down the commitment conditional on

θ. If θ = G, both L and H take down the commitment. If θ = B, a

material adverse change decreases the expected profit of Ei’s investment

by D. Then, only H, who has a higher expected return than L, would

want to take down the commitment. As the bank only wants to attract L

with the commitment, it does only invoke the MAC clause if L does not

take down the commitment. Thus, the bank does not invoke the MAC

clause if θ = G, i.e. µ (θ = G) = 0, and invokes the MAC clause if θ = B, i.e.

µ (θ = B) = 1. Then, H chooses his first best spot loan as it were the case

under the commitment without the MAC clause.

The rest of this proof is organized as follows. To begin with, we formu-

late the Lagrangian and then solve for contractual variables to determine

the loan commitment contract with the MAC clause in the equilibrium.

12If the bank screened with s, then F = 0 and r∗Com = r∗Spot. Then, there wouldn’t be a loan
commitment.
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Lagrangian and FOC. The inclusion of the MAC changes H’s expected

profit function under the commitment to

πHMAC (F, r, s) = ρ−1βpH
(
RH (C − F + s)− rs

)
+ (1− β) πHSpot − F. (2.64)

Under a perfect competition the bank offers a loan commitment contract

such that it makes zero profits. This maximizes L’s expected profit under

the commitment with an MAC clause subject to that H chooses his first

best spot loan contract. In brief, the Lagrangian is

L (F, r, s;λI , λB) =

πLMAC (F, r, s) + λI
[
πHSpot − πHMAC (F, r, s)

]
+ λBπ

Bank
MAC

(
F, r, s; pL

)
(2.65)

and written out

L (F, r, s;λI , λB) = ρ−1βpL
(
RL (C − F + s)− rs

)
+ (1− β)w − F

+λI
{
πHSpot −

[
βρ−1pH

(
RH (C − F + s)− rs

)
+ (1− β) πHSpot − F

]}
+λB

{
ρ−1β

(
pLr − ρ

)
s+ F

}
. (2.66)

To determine the bank’s optimal contract, at first, calculate the first or-

der conditions of (2.66) with respect to contractual variables (F, r, s) and

Lagrange multipliers λI and λB
13

∂L/∂F = −
(
1 + ρ−1βpLRL

I

)
+ λI

(
1 + ρ−1βpHRH

I

)
+ λB = 0 (2.67)

∂L/∂r = ρ−1βs
(
−pL + λIp

H + λBp
L
)

= 0 (2.68)

∂L/∂s = ρ−1β
[
pL
(
RL
I − r

)
− λIpH

(
RH
I − r

)
+ λB

(
pLr − ρ

)]
= 0 (2.69)

∂L/∂λI = βπHSpot,G − βρ−1pH
(
RH − rs

)
+ F = 0 (2.70)

∂L/∂λB = ρ−1β
(
pLr − ρ

)
s+ F = 0. (2.71)

Then, solve first order condition

• (2.68) for λI

λI =
pL

pH
(1− λB) ; (2.72)

13For brevity, we denote Ri := Ri (s) for i = L,H.
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• (2.69) for λB

λB = 1− pH

pL
λI ; (2.73)

• (2.70) for F

F = ρ−1βpH
(
RH − rs

)
− ρ−1βπHSpot,G; (2.74)

• (2.71) for r

r =
ρ

pL
− ρF

pLβs
=

ρ

pL

(
1− F

βs

)
. (2.75)

As (2.72) and (2.73) only contain λI and λB, we can determine the Lagrange

multipliers by setting

• (2.72) into (2.73) and solve for λ∗B

λ∗B =
RH
I −RL

I

RH
I −

ρ
pL

; (2.76)

• (2.76) into (2.72) and solve for λ∗I

λ∗I =
pL
(
RL
I −

ρ
pL

)
pH
(
RH
I −

ρ
pL

) . (2.77)

Loan commitment contract with MAC clause in the equilibrium. In equi-

librium, the bank offers loan commitment contract (F ∗MAC , r
∗
MAC , s

∗
MAC). To

determine the optimal contract, the bank sets

• λ∗B and λ∗I into (2.58) and chooses s∗MAC such that14

RL
I (s∗MAC)− ρ

pL
=
[
RH
I (s∗MAC)−RL

I (s∗MAC)
] βpH

pL − pH
; (2.78)

• s∗MAC and (2.74) into (2.75) and solves for r∗MAC

r∗MAC =
πHSpot,G − pH

(
RH − ρ

pH
s∗MAC

)
(pL − pH) s∗MAC

; (2.79)

14The reasons for an interior solution are the same as in (2.58).
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• s∗MAC and r∗MAC into (2.74) and solves for F ∗MAC

F ∗MAC =

[
ρ−1βpH

(
RH − ρs∗MAC

pL

)
− ρ−1βπHSpot,G

]
pL

pL − pH
. (2.80)

Proof of Corollary 2. The proof of Corollary 2 works the same way

like the proof of Corollary 1. In Corollary 1, we show that on a co-existing

spot loan and loan commitment market without an MAC clause a Cournot

Nash equilibrium does only exist if α < α̂Com. Now, in addition, L can

choose a loan commitment with an MAC clause. In Proposition 5, we

show that ΠL
MAC (r∗MAC , s

∗
MAC) > ΠL

Com (r∗Com, s
∗
Com), which is why L prefers the

loan commitment with an MAC clause to a loan commitment without an

MAC clause. Now, a separating Nash equilibrium only exists if L prefers

the loan commitment contract with an MAC clause to the pooling spot

loan contract, i.e. ΠL
MAC

(
rL∗MAC , s

L∗
MAC

)
> ΠL,Pool

Spot

(
rPool∗Spot , s

Pool∗
Spot

)
. As α increases

ΠL,Pool
Spot

(
rPool∗Spot , s

Pool∗
Spot

)
, we have α̂MAC > α̂Com where

α̂MAC := ΠL
MAC

(
rL∗MAC , s

L∗
MAC

)
= ΠL,Pool

Spot

(
rPool∗Spot , s

Pool∗
Spot

)
(2.81)

with

rPool∗Spot = ρ
(
α̂Comp

L + (1− α̂Com) pH
)−1

. (2.82)

Proof of Proposition 6. In a co-existing spot loan and loan commitment

with MAC clause market, H still chooses his first best spot loan contract.

To analyze its effect on L’s welfare, we compare his loan commitment

contract with an MAC clause (r∗MAC , s
∗
MAC , F

∗
MAC) to his loan commitment

contract without an MAC clause (r∗Com, s
∗
Com, F

∗
Com) in the equilibrium.

As shown in Proposition 5, using the commitment fee to subsidize the

interest rate becomes more effective as a screening device. This decreases

total screening costs as then a bank which includes an MAC clause in the

loan commitment contract can adjust size s as shown in the following.

Proof that s∗MAC > s∗Com. Compare (2.78) and (2.58). They only differ in β

on the right side of equation (2.78). As β < 1, the right side of equation
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(2.58) is bigger than the right side of (2.78), so that s∗MAC > s∗Com.
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Chapter 3

Does Borrowers’ Impatience

Disclose their Hidden Information

about Default Risk?

Abstract

This chapter provides new evidence on borrowers’ hidden information

about their riskiness and its link to their impatience. To do so, I analyze

consumer loans on the German platform Smava, which has a unique peer-

to-peer lending process. Observationally identical but unobservably riskier

borrowers offer investors a higher interest rate. This helps them to obtain

their loan faster and with a higher probability. Very impatient borrowers

who use Smava’s instant loan service pay a higher interest rate and have a

higher default risk than less impatient borrowers. These findings suggest

that borrowers’ impatience can be used to screen their riskiness.

0Acknowledgements: I am grateful to Nataliya Barasinska, Rafael Weissbach, Ron Masulis,
Philipp Wichardt, Allen Berger, Doris Neuberger, Radha Gopalan, Jason Zein and the participants
of the research seminars in Bremen and Rostock for helpful comments and discussions.
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3.1 Introduction

Lenders use contractual variables to reveal their borrowers’ privately known

riskiness. In recent decades, the literature has identified several screening

devices, including loan size (Milde and Riley, 1987), co-signers (Besanko

and Thakor, 1987) and collateral (Bester, 1985a). However, the costs in-

curred by using these devices indicate a need for cheaper instruments.1

Among the potential devices to screen borrowers’ riskiness, one that has

been mainly ignored in the literature thus far is the borrowers’ patience.

Experimentally soliciting impatient borrowers, Meier and Sprenger (2012)

find that these borrowers default more often than more patient ones. How-

ever, the authors do not investigate a loan policy designed to screen bor-

rowers’ riskiness via their impatience. This raises the question of whether

borrowers signal hidden information about their default risk through their

impatience.

To answer this question, I analyze the German peer-to-peer platform

smava.de, which has a unique lending design. On the platform, loan ap-

plicants post a contract offer including their requested loan size and the

interest rate they are willing to pay. Based on this offer, investors decide

whether and how much to invest in this loan. As soon as the loan ap-

plication’s aggregated supply equals the requested loan size, or after 14

days, applicants obtain their requested loan. Thus, impatient loan appli-

cants can offer a higher interest rate to induce investors to supply their

desired loan faster. Further, very impatient loan applicants can make use

of Smava’s instant loan service. Through this service, Smava proposes an

interest rate that is high enough for the applicant to have his loan financed

within a few minutes or hours.2

This chapter is related to empirical literature on the role of hidden infor-

mation for loan contract choice. Hidden information is difficult to identify,

especially on credit markets (Chiappori and Salanie 2000). To put this

into practice, Ausubel (1999) and Agarwal et al. (2010) use market ex-

periments that show that borrowers who accept inferior offers are more

likely to default. However, in their analysis, it remains unclear whether

1For example, because borrowers do not obtain their desired loan size (Bester, 1985b) or the
transfer of collateral incurs a value loss (Chan and Kanatas, 1985).

2This information was provided by Smava at the author’s requestSmava.
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interest rate variation causes hidden action or hidden information about

default risk drives interest rate.3 To disentangle hidden information and

hidden action, Karlan and Zinman (2009) develop a new market field ex-

periment methodology. Using this method, they show that a variation in

interest rate not only is caused by hidden information but also contributes

to hidden action.

With respect to identification of hidden information and hidden action,

this chapter is most closely related to Adams et al. (2009). For identifi-

cation purposes, Adams et al. assume that, conditional on observable in-

formation, hidden action depends on size but not directly on interest rate.

However, this contradicts Karlan and Zinman’s (2009) insights showing

that variation in interest rate does also cause hidden action. Thus, my

identification assumption is that, conditional on observable information,

hidden action only depends on the repayment amount to the extent it in-

creases the default risk via size. From this reasoning, it follows that, if

an increase of repayment amount via interest rate residual yields a higher

default risk than the same increase of the repayment amount via size, this

occurs due to hidden information about default risk.

Another challenge in the literature is to determine whether informa-

tion is observable or unobservable for investors. Most data sets do not

include information collected by loan agents who personally meet loan ap-

plicants. On Smava, loan applicants act anonymously from the perspective

of investors, who can only observe information provided on the platform.

Because I can access the same information as the investors, it is likely

that any variation in the interest rate that cannot be explained by ob-

servable information exclusively incorporates information that is hidden

to investors.

Indeed, the empirical results of this chapter clearly indicate that bor-

rowers’ impatience is a key driver for their contract choice and their de-

fault risk. A higher repayment amount via size has a weaker effect on

default risk than a higher repayment amount via loan rate, conditional

on observable information. This strongly suggests that residual loan rate

incorporates some hidden information that cannot be explained by hidden

action. Highly impatient borrowers who choose Smava’s instant loan op-

3Ausubel (1999) only notes that it is unlikely for a small variation in interest rate to cause a
significant change in default risk.
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tion pay a higher interest rate and default more often than less impatient

borrowers. Moreover, observationally identical but riskier borrowers pay

a markup on the interest rate conditional on observable information. As

a result, they are more likely to obtain their loans and get them signif-

icantly faster. This suggests that impatience always plays an important

role. Lenders’ observable information affects contract design, as borrowers

with an observably higher default risk pay a higher interest rate.

This chapter is organized as follows. Section 2 explains Smava’s lend-

ing process. Section 3 identifies hidden information about default risk.

Section 4 analyzes why borrowers signal hidden information about default

risk. Section 5 identifies an alternative source of hidden information about

default risk. Finally, Section 6 concludes the chapter.

3.2 Description of Smava lending process and vari-

ables

The observation sample in this study includes all listings posted on Smava,

Germany’s peer-to-peer online lending platform, between March 2007 and

May 2012. A peer is a private person who is either a borrower or a lender;

lending is considered peer-to-peer as a lender directly gives a loan to a

borrower. Smava acts only as an intermediary that sets up the lending

rules for the peers.

A private person who wants to be a peer on Smava must first verify his

or her identity via the postident procedure of the German postal service

provider Deutsche Post. Through this identification, Smava collects and

verifies information about this private person, including socio-economic

variables (name, gender, birthdate, and state of residence in Germany)

and risk variables (Schufa rating and KDF indicator). The Schufa rating,

which indicates the probability that a private person will default, ranges

between A (lowest risk) and M (highest risk).4 The KDF indicator reflects

the private person’s financial burden from the loan. To determine this,

Smava calculates the KDF ratio5 and assigns it to a category between 1

4The Schufa is a German national credit bureau.
5The KDF ratio is calculated in three steps. In the first step, Smava determines monthly payments

on all outstanding consumer debts, including loans taken or requested on Smava. In the second step,
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KDF indicator 1 2 3 4 5

KDF ratio 0 to 20 % 20 to 40 % 40 to 60 % 60 to 80 % 80 to 100 %

Table 3.1: KDF indicator.

(lowest financial burden) and 4 (highest financial burden), as shown in

table 3.1.6 In addition, the private person provides his or her employment

status, which is not verified by Smava.7

Smava permits a private person to become a peer only if he or she is at

least 18 years old and has a German residence. A peer may be only either

a borrower or an investor, but not both. A peer who wants to apply for a

loan must have a monthly income of at least EUR 1,000, a KDF ratio not

exceeding 67 percent, and a Schufa rating indicating a risk no higher than

H.

A private person who becomes a peer does not reveal his or her iden-

tity to other market participants. For identification purposes, peers op-

erate under a unique username.8 After the verification process, Smava

continuously updates information about the peer.

In the observation sample, 5,902 peers applied for a loan. A peer who

applies for a loan posts a contract offer on the platform comprising the

Smava determines the private person’s personal monthly disposable income. It treats mortgage
payments as expenditures and subtracts them from the disposable income. Household savings are
not taken into account. Income from other household members can be optionally included who then
are liable, too. In the third step, Smava divides the private person’s personal monthly disposable
income by his monthly payments on all outstanding consumer debts.

6As Smava only publishes the KDF indicator, it provides only a rough estimate of the private
person’s personal financial burden. On the platform, the actual income and savings are not observ-
able. Furthermore, nothing is known about the income and wealth of other household members or
whether other household members are included in the calculation of the monthly disposable income
or not.

7In addition, the private person can voluntarily provide information about his or her education
and family status and may upload a picture. As individuals only sporadically choose to provide
this information, however, I have not included it in the analysis. Moreover, I define consumer loans
as those raised by blue-collar employees, white-collar employees, public officers or pensioners and
investment loans as those raised by businessmen, freelancers or managing partners. After establishing
these definitions, I split the sample and compared consumer to investment loans. As these two loan
types seem to have a different effect on rate and default risk, and as investment loans were introduced
later to the Smava lending platform and thus still constitute a small number of observations, I focus
on consumer loans in this study.

8Since October 2010, a peer can also comprise two private persons, whereby the second person is
the partnerwho must live in the same household. They are both liable but are treated as one peer.
Thus, all information is aggregated, with the exception of the age and gender of the partner, which
are suppressed.
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requested loan amount, the interest rate, and the desired term of the loan.9

The loan applicant also chooses the purpose of the loan from a list of 17

options. In addition, he may voluntarily choose to describe the purpose of

the loan.

After the listing is posted, investors can review this loan application

and evaluate the information provided on Smava’s website. In addition,

investors take macroeconomic conditions into account. As it is not possible

for me to observe what types of external information investors consider,

for the purpose of this study I use the average interest rate charged by

banks on the consumer loan market in the month of the loan10 and time

fixed effects as a proxy for these conditions.

Based on observable information, each investor can decide whether he

wants to contribute to the loan application. If an investor decides to supply

a loan, he must place a bid of at least EUR 250 but may not exceed the

requested loan amount.11 Due to risk diversification considerations, most

investors provide only a small fraction of the amount requested in the

application; thus, most loans are financed by many investors together.

The application is closed after 14 days or as soon as the aggregated supply

equals the requested loan amount. Thus, investors cannot underbid offers

from other investors by offering money at a lower interest rate. In contrast,

a loan applicant can raise the offered interest rate during the bid period.

In this case, all lenders obtain the final rate, which can be higher than the

starting rate.

If at least 25 percent of the requested loan amount is supplied, investors

are committed by Smava to grant the loan. This occurred for 5,312 appli-

cations in the observation sample. If the loan applicant accepts this loan

grant, the loan business is legally valid. In total, 4,945 loans were financed.

After loans are financed, Smava charges the borrower and lenders a fee.

Within my observation period, Smava changed its fee policy several times,

as shown in Table 3.2.

As the exact date of the change of the fee structure is known and changes

on average every year, I only control for fee fixed effects rather than year-

9The requested loan amount is a multiple of EUR 500 and ranges between EUR 500 and EUR
50,000. The interest rate is a multiple of 0.1 percentage points. The term is either 36 or 60 months.

10This information is available from the Deutsche Bundesbank.
11The bid must be a multiple of EUR 250; the maximum possible bid is EUR 25,000.
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Fee for lender

36 months 60 months

March 2007 to 

February 2009
1 % * size 1 % * size 0 €

February 2009 

to May 2010
max (2 % * size, 40 €) max (2,5 % * size, 40 €) 4 € per bid

June 2010 to 

May 2012
max (2,5 % * size, 40 €) max (3,5 % * size, 60 €) 1,35 % * bid size

Fee for borrower

Table 3.2: Smava’s fee policy.

fixed effects when estimating or controlling for interest rate. After the

loan is paid out, the borrower is required to repay installments in monthly

annuities.12 A borrower who wants to repay his loan early is permitted

to do so but must compensate his lenders for missed interest payments.

Smava records and publishes which installments are repaid on time, repaid

early, or not repaid.13 Table 3.2 defines the variables.

3.3 Identification of hidden information about de-

fault risk

3.3.1 Empirical strategy

The first goal of this study is to test whether borrowers signal that they

have some hidden information about default risk. Even if investors use

all available information to evaluate a loan applicant’s riskiness, they can-

not access as much information as the loan applicant can. Thus, a loan

applicant may have some private information about default risk that is

hidden from investors. In this case, the applicant’s default risk is higher

or lower as known to the applicant than as evaluated by investors. This

private information about default risk may have an impact on the appli-

cant’s contract offer; if so, investors can use the contract offer as a signal

to infer hidden information about the applicant’s default risk. However,

in trying to identify this hidden information, they face two main obstacles,

12As Smava only permits annuity loans, the amount of the monthly installments is the same each
month.

13A credit is declared as defaulted when the monthly payment is 60 days late.

67



Table 3.3: Variable definitions

Contractual characteristics

Interest rate Final nominal annual interest rate

IRR Internal rate of return

Size (e1,000s) Actual size of the loan

Term (60 months=1) Dummy variable that takes a value of one if duration of
the loan is 60 months and zero if duration is 36 months

Demand (e1,000s) Requested loan amount

Supply (e1,000s) Aggregate supply

Instant loan Dummy variable that takes a value of one if the loan is
granted until the 4th, 120th or 1,000th bid minute and
zero otherwise

Interest rate raised Dummy variable that takes a value of one if loan appli-
cant has raised interest rate during bid period

Final - start rate Final minus starting nominal annual interest rate

Risk characteristics

Schufa rating 8 dummy variables A (lowest risk) to H (highest risk)

KDF indicator 4 dummy variables 1 (the lowest) to 4 (the highest fi-
nancial burden)

Socio-economic characteristics

Age Age of loan applicant at application date

Gender (male=1) Dummy variable that takes a value of one if male and
zero if female

Job fixed effects 3 dummy variables that indicate whether loan applicant
is blue/white-collar employee, public officer or pensioner

Residence fixed effects 16 dummy variables that indicate state of the loan ap-
plicant’s residence in Germany

Loan-specific information

Membership, ln Logarithm of thetime between date of becoming a peer
and application date

Description, ln Logarithm of the number of characters in the description
provided with the loan application

Purpose fixed effects 17 dummy variables that indicate purpose of loan

Macroeconomic conditions

Bank’s interest rate average interest rate charged by banks on the consumer
loan market in the month of the loan

Fee fixed effects 3 dummy variables that indicate Smava’s fee policy at
the loan application date
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as illustrated in Figure 3.1.

Loan size

Symmetric information Asymmetric information

Non-contractual 

characteristics, 

term of the loan

Expected interest 

rate

Default risk caused by hidden 

action
Default risk that can be explained by symmetric informationDependent variable

Independent variables

Residual interest rateRepayment amount

Hidden information 

about default risk

Figure 3.1: Empirical strategy to identify hidden information about default risk.

Default risk can be driven by either symmetric information, which is ob-

servable to both lenders and borrowers, or asymmetric information, which

is observable to borrowers but not to lenders.

In the first step of my empirical strategy, I disentangle the effects of

symmetric from asymmetric information on interest rate. To identify the

effects of symmetric information on interest rate, I assume that symmetric

information has a causal effect on interest rate, but not vice versa. I

explain the interest rate conditional on symmetric information comprising

of non-contractual characteristics, term of the loan and size. Based on the

expected interest rate, I calculate the residual interest rate that cannot be

explained by symmetric information.

In the second step, I identify whether asymmetric information can be

traced to hidden information or to hidden action. Ausubel (1999), Agarwal

et al. (2010) and Adams et al. (2009) assume that only size, and not

residual interest rate, affects hidden action. However, this assumption

contradicts Karlan and Zinman’s (2009) empirical evidence that residual

interest rate does cause hidden action. Thus, my identification assumption

is that, controlling for observable information, hidden action depends on

the repayment amount. The reasoning behind this assumption is that a

larger repayment amount increases the borrowers’ private costs to repay

the loan as a function of effort. As the borrowers’ action is hidden from

their lenders, these higher costs give the borrowers an incentive to reduce

their effort. Loan size and residual interest rate affect hidden action insofar
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as they influence the repayment amount. If an increase in the repayment

amount via interest rate residual yields a higher default risk than the same

increase in the repayment amount via size, I assume that this additional

risk is caused by hidden information.

To identify hidden action, I also control for the KDF indicator to cap-

ture the effect of a higher repayment amount. This indicator is determined

by the KDF ratio, as shown in table 3.1. While the ratio increases with

the repayment amount, the KDF indicator only varies as a result of a suffi-

ciently large change in the KDF ratio. Thus, the KDF ratio is an imperfect

measure of the effect of repayment amount on hidden action.14

Directly controlling for repayment amount causes multicollinearity prob-

lems with the interest rate residual. By definition, a higher residual in-

terest rate increases the repayment amount. For this reason, I control

for loan size instead of repayment amount. Estimation results show that

the effect of the repayment amount on default risk via size is relatively

small compared to the effect of the repayment amount on default risk via

residual interest rate. Thus, a higher default risk due to a higher residual

interest rate cannot be justified only by the repayment amount.15

A potential concern with my analysis is that interest rate incorporates

information about default risk that is only observable to investors, but

not by the present researcher. In this case, observationally identical bor-

rowers have a different default risk for their lenders. This matters insofar

as lenders presumably charge a higher interest rate if this additional in-

formation indicates relatively higher riskiness. Figure 3.2 illustrates that,

on Smava, borrowers with a worse Schufa rating pay a higher interest

rate. As I cannot explain this higher interest rate by risk characteristics

that are observable to me, it translates to a higher residual interest rate.

In extreme cases, this fact indicates that variation in the residual interest

rate is due only to investors’ additional information about their borrowers’

default risk.

It is improbable that this concern will arise, as loan applicants on Smava

act anonymously and investors only have access to the same information

14Other observable characteristics are not influenced by a loan. While it is natural to assume
that a loan request does not change socio- or macroeconomic characteristics, German law forbids the
inclusion of the anticipated effect of a loan request on default risk in the Schufa rating.

15In a robustness check using total repayment amount instead of loan size, residual rate still had
a significantly positive and important effect on default.
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Figure 3.2: Average interest rate conditional on Schufa rating.

that I am able to observe in conducting this research. 16 Moreover, as

investors are private households, I expect that they evaluate available in-

formation less professional than I do, indicating that my results actually

underestimate the true effects.17

Note that my identification assumption implies loan size increases de-

fault risk not only because of hidden action but also because of hidden

information. The fact that borrowers have some hidden information about

default risk can also induce them to request a larger loan (Bester 1985b,

Adams et al. 2009). A loan applicant who privately knows that he has a

higher default risk than observed by investors may both request a higher

loan size and be willing to pay a higher interest rate (Bester, 1985b). This

implies that loan size may incorporate not only hidden action but also

some hidden information, as shown in figure 3.1.18 As size pools hidden

action and some hidden information, using its effect via repayment amount

16Using my empirical strategy, samples including bank loans are less eligible than my observation
sample as loan officers may collect some private information about their borrowers’ riskiness that
researchers are usually unable to observe.

17For example, I show that lenders misinterpret the KDF indicator and thus supply a larger loan
if it indicates a higher risk. Moreover, investors may observe risk-relevant information that is not
available on the platform, such as macroeconomic conditions. To account for this, I use as a proxy
the average consumer loan interest rate that banks charge on the consumer loan market, as well as
time-fixed effects.

18Adams et al. (2009) use variation of down payments to identify the effect of hidden information
about default risk on loan size.
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as a proxy for hidden action underestimates the true effect of hidden in-

formation on default risk.

3.3.2 Identification of hidden information

I first identify the effects of symmetric information on the rate for any

loan i. To do so, I specify an OLS model to regress interest rate ri on Xi,

which denotes non-contractual information and term of the loan, and on

loan size si:

ri = βXi + γf (si) + r̃i (3.1)

where r̃i is the error term, and γf (si) ≡ γ1si + γ2s
2
i . For my baseline esti-

mation, I use the (final) loan interest rate.

A potential concern with using interest rate is that Smava has a non-

linear fee structure and changes its fee policy over time (see figure 3.2),

resulting in two effects: 1) there is no linear relationship between interest

rate and the internal rate of return, and 2) a borrower and his lenders

have a different internal rate of return, which is non-linearly related. To

account for this, I run two additional regressions with both the borrower’s

and the lenders’ average internal rate of return.19 The monthly annuity of

loan application i at the end of every loan month is therefore

annuityi = si
rmonthi

(
1 + rmonthi

)Ti(
1 + rmonthi

)Ti − 1
(3.2)

where T denotes the term of the loan and rmonth = r/12.20 The borrower’s

internal rate of return IRRborrower
i equates

si − F borrower
i = −annuityi

Ti∑
t=1

(
1 + IRRborrower

i

)−t
(3.3)

and his lenders’ internal rate of return IRRlenders
i equates

−
(
si + F lenders

i

)
= annuityi

Ti∑
t=1

(
1 + IRRlenders

i

)−t
(3.4)

19To prevent biases caused by different average bid sizes between loans, I use the average number
of bidders in the sample to calculate the lenders’ fee.

20Smava divides the annual loan interest rate by 12 to calculate the annuity.
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where F denotes the fee, which differs between a borrower and his lenders.

Because of this fee, a borrower actually obtains si − F borrower
i , whereas his

lenders invest si+F
lenders
i . During the term of the loan, the borrower repays

his annuities to his lenders at the end of every month.

Table 3.4 shows how observable information affects the interest rate,

the internal rate of return for a borrower and the internal rate of return

for investors, respectively.21 Not surprisingly, borrowers with an obser-

vationally higher risk pay a significantly higher interest rate. In the first

instance, the requested interest rate decreases with age, while rate increase

with age squared. On average, male borrowers pay less than female bor-

rowers. The banks’ monthly average consumer loan interest rate has a

significantly positive effect on interest rate, whereas contractual charac-

teristics and loan-specific information do not have a significant impact on

interest rate.

To identify hidden information about default risk, I calculate residual

rate, with the assumption that residual rate incorporates not only the bor-

rower’s private information about default risk θ but also some randomness:

r̃i = θi + ũi (3.5)

Next, I rescale r̃i by the generated regressor r̂i. The rescaled r̃i still under-

lies the same uncertainty as ri
22. Thus, using residual rate as a regressand

yields consistent estimations with a valid interference.

3.3.3 Hidden information and default risk

Next, I test whether the residual interest rate incorporates some hidden

information about default risk. However, in the observation sample, only

895 of 5,026 loans could have come to the end of their loan term. As

it allows me to work with the full sample, I estimate default risk using

Cox’s (1972) proportional hazard model. This accounts for the default

pattern of the loan over time and with it for right-censored observations.

21I report the squared loan size, as I will show in the next section that loan size non-linearly
increases default risk.

22Wooldridge (2002, p. 115) discusses only estimators (in my case r̂i) as generated regressors.
As this approach ignores sampling variation, some uncertainty must be added to guarantee a valid
inference.
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Table 3.4: Identification of the effect of observable information on interest
rate. OLS regression with the dependent variable interest rate in column 1, internal rate
of return for borrower in column 2, and internal rate of return for lenders in column 3. As
internal rate of return already includes fees, changes in Smava’s fee policy are captured as
dummies in column 1 but not in columns 2 and 3.

(1) (2) (3)

Interest rate IRR borrower IRR lenders

Coef. Std. err. Coef. Std. err. Coef. Std. err.

Contractual characteristics

Size (e1,000s) 0.009 (0.009) -0.009 (0.011) 0.011 (0.010)

Size squared(e1,000s) -0.000 (0.000) 0.000 (0.000) -0.000 (0.000)

Term (60 months=1) 0.009 (0.052) -0.376*** (0.059) 0.234*** (0.057)

Risk characteristics

Schufa rating

B 0.778*** (0.069) 0.849*** (0.079) 0.817*** (0.076)

C 1.653*** (0.082) 1.825*** (0.094) 1.749*** (0.091)

D 2.159*** (0.083) 2.358*** (0.095) 2.281*** (0.091)

E 3.184*** (0.083) 3.531*** (0.095) 3.409*** (0.092)

F 4.029*** (0.083) 4.463*** (0.095) 4.325*** (0.091)

G 6.073*** (0.079) 6.801*** (0.090) 6.598*** (0.087)

H 7.810*** (0.091) 8.851*** (0.104) 8.575*** (0.100)

KDF indicator

2 0.178* (0.078) 0.168 (0.089) 0.187* (0.085)

3 0.367*** (0.075) 0.384*** (0.086) 0.393*** (0.083)

4 0.701*** (0.080) 0.763*** (0.092) 0.774*** (0.088)

Socio-economic characteristics

Age -0.049*** (0.010) -0.052*** (0.012) -0.052*** (0.011)

Age squared 0.001*** (0.000) 0.001*** (0.000) 0.001*** (0.000)

Gender (male=1) -0.126** (0.047) -0.146** (0.054) -0.149** (0.052)

Job fixed effects Yes Yes Yes

Residence fixed effects Yes Yes Yes

Loan-specific information

Membership, ln -0.005 (0.017) -0.001 (0.020) 0.005 (0.019)

Description, ln 0.000 (0.013) 0.008 (0.015) -0.008 (0.015)

Purpose fixed effects Yes Yes Yes

Macroeconomic conditions

Banks’ interest rate 0.696*** (0.199) 1.969*** (0.161) 1.416*** (0.155)

Month fixed effects Yes Yes Yes

Year fixed effects Yes Yes Yes

Fee fixed effects Yes No No

Constant 1.893 (1.397) -3.872*** (1.078) -0.718 (1.035)

R sq 0.797 0.775 0.807

Adj. R squ 0.794 0.772 0.805

F-test 269.915 243.752 296.467

p value 0.000 0.000 0.000

Observations 5026 5026 5026

Notes: *, ** and *** denote significance on the 5%, 1% and 0.1% levels respectively.
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The probability that a loan i defaults at t, given that it has not defaulted

before t, is

h (t | Xi, si, r̃i) = h0 (t) exp (βXi + γsi + δf (r̃i)) (3.6)

where h (t | Xi, si, r̃i) denotes the proportional hazard rate, t the number

of months the loan is running, h0 (t) the baseline hazard, Xi the observ-

able information for lenders, si the loan size, r̃i the residual rate and

δf (r̃i) ≡ δ1r̃i + δ2r̃
2
i . The main assumption of this model is that the baseline

hazard h0 (t) depends only on t. This implies that X, s and r̃ only shift the

proportional hazard rate, but do not change the default pattern over time.

Figure 3.3 shows the time pattern of the hazard rate for a loan with

a Schufa rating of A (lower line), E (middle line) and H (upper line).

Borrowers with a lower-risk Schufa rating (with a lower line) have a lower
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Figure 3.3: Hazard rate conditional on Schufa rating of A (lower line), E (middle line)
and H (upper line).

hazard rate for every loan month. The hazard rate increases non-linearly

with the loan month, reaches its maximum at around loan month 21, and

then decreases again.

As it is difficult to interpret the hazard rate intuitively, in addition, I

calculate the probability that loan i with term T will be fully repaid:

Si (T ) = exp

{
−
∫ T

0

h (t | Xi, si, r̃i) dt

}
. (3.7)
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Figure 3.4 shows this repayment probability as a function of the term

of the loan, conditional on its Schufa rating - A (upper line), E (middle

line) and H (lower line). Repayment probability decreases with the term

of the loan, and borrowers with a lower-risk Schufa rating (higher line)

have a higher repayment probability. To interpret figure 3.4, suppose,

for example, that the term of the loan is 36 months. For this loan, a

borrower with a Schufa rating of A has a repayment probability of more

than 95 percent, which drops to less than 90 percent for a rating of E

and only around 80 percent for a rating of H. This shows that there is a

considerable variation of default risk conditional on the borrower’s Schufa

rating.
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Figure 3.4: Probability of repayment of the loan conditional on Schufa rating of A
(upper line), E (middle line) and H (lower line).

Using a proportional hazard rate estimation, I suppose that the baseline

hazard solely depends on t. This constant relative hazard assumption is

reasonable if the log-log probability of the repayment, as a function of

the loan month conditional on the Schufa rating, shows a parallel pattern.

As an example, see figure 3.5. It compares such a function with Schufa

rating D to loans with another Schufa rating and finds this parallel pattern.

Running the same test with the other Schufa ratings shows similar results.

Table 3.5 shows the results of a proportional hazard rate estimation.23

23Loans repaid early are treated as being repaid until the last observation period.
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Figure 3.5: Survival rate function of Schufa rating D (upper line) is nearly parallel to
survival rate function of the other Schufa ratings (lower line).

In column 1, I control for residual interest rate; in column 2, for internal

rate of return for a borrower; and in column 3, for internal rate of re-

turn for investors.24 To make coefficients interpretable, table 3.5 displays

the coefficients in exponentiated form, which is denoted as hazard ratio.

Interest rate residual has a significant, non-linear, but mainly positive ef-

fect on hazard ratio. A one percent higher residual interest rate increases

the hazard ratio by 26.5 percent, while its square decreases the hazard

ratio by 0.5 percent. Controlling for internal rate of return in columns 2

and 3 improves the significance level to the 0.1 percent level. Meanwhile,

a one percent higher residual internal rate of return increases the hazard

ratio by 27.1 for borrowers and 21.1 percent for lenders, while its square

decreases the hazard ratio by 0.8 and 0.5 percent, respectively.

Although I focus on interest rate residual, the effect of other contractual

characteristics is similarly interesting. For all columns, I find that a e1,000

larger loan causes a 4.3 to 4.4 percent higher hazard ratio, while its square

causes a 0.1 percent lower hazard ratio. If KDF indicates that the loan

imposes a higher financial burden on the borrower, the default risk is

significantly higher. If the Schufa rating is worse, the default risk tends to

24I only include fee dummies if I control for interest rate, as the internal rate of return already
includes fees.
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Table 3.5: Hidden information and default risk. Cox proportional hazard regression
with dependent variable hazard ratio (exponentiated hazard rate). Column 1 controls for
residual interest rate as well as for fee dummies, column 2 controls for residual internal rate
of return for a borrower and column 3 controls for residual internal rate of return for lenders.

(1) (2) (3)

Hazard ratio Hazard ratio Hazard ratio

exp(Coef.) Std. err. exp(Coef.) Std. err. exp(Coef.) Std. err.

Contractual characteristics

Residual interest rate 1.265** (0.092)

Residual interest rate squared 0.995* (0.003)

Residual IRR borrower 1.271*** (0.058)

Residual IRR borrower squared 0.992*** (0.002)

Residual IRR lenders 1.212*** (0.062)

Residual IRR lenders squared 0.995* (0.002)

Size (e1,000s) 1.044*** (0.007) 1.043*** (0.007) 1.044*** (0.007)

Size squared(e1,000s) 0.999*** (0.000) 0.999*** (0.000) 0.999*** (0.000)

Term (60 months=1) 1.131*** (0.037) 1.145*** (0.037) 1.147*** (0.037)

Risk characteristics

Schufa rating

B 1.446*** (0.083) 1.447*** (0.083) 1.447*** (0.083)

C 1.756*** (0.109) 1.758*** (0.109) 1.754*** (0.109)

D 1.286*** (0.089) 1.295*** (0.089) 1.289*** (0.089)

E 3.491*** (0.195) 3.531*** (0.198) 3.494*** (0.196)

F 2.637*** (0.152) 2.641*** (0.152) 2.632*** (0.151)

G 3.689*** (0.201) 3.656*** (0.199) 3.635*** (0.198)

H 6.089*** (0.342) 6.092*** (0.343) 6.030*** (0.339)

KDF indicator

2 1.976*** (0.143) 1.985*** (0.143) 1.987*** (0.143)

3 2.726*** (0.189) 2.760*** (0.191) 2.753*** (0.191)

4 3.272*** (0.227) 3.305*** (0.229) 3.298*** (0.229)

Socio-economic characteristics

Age 0.931*** (0.005) 0.931*** (0.005) 0.931*** (0.005)

Age squared 1.001*** (0.000) 1.001*** (0.000) 1.001*** (0.000)

Gender (male=1) 0.919** (0.026) 0.919** (0.026) 0.921** (0.026)

Job fixed effects Yes Yes Yes

Residence fixed effects Yes Yes Yes

Loan-specific information

Membership, ln 1.091*** (0.012) 1.093*** (0.012) 1.091*** (0.012)

Description, ln 0.904*** (0.009) 0.910*** (0.009) 0.910*** (0.009)

Purpose fixed effects Yes Yes Yes

Macroeconomic conditions

Banks’ interest rate 2.218*** (0.242) 1.679*** (0.142) 1.653*** (0.139)

Month fixed effects Yes Yes Yes

Year fixed effects Yes Yes Yes

Fee fixed effects Yes No No

Pseudo R sq 0.037 0.037 0.037

AIC 143451.040 143476.630 143469.962

BIC 144171.422 144177.542 144170.874

p value 0.000 0.000 0.000

Observations 124853 124853 124853

Notes: *, ** and *** denote significance on the 5%, 1% and 0.1% levels respectively.
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be higher.25 A longer term of the loan significantly increases default risk.

Socio-economic characteristics also play a small role for default risk.

When a borrower is one year older, the hazard ratio is expected to decrease

by 6.9 percent, while squared age increases it by 0.1 percent. Gender is

still significant at the 1 percent level; males have a 7.9 to 8.1 percent lower

hazard risk than females.

A potential concern for large samples is that, although regressors are

significant at a low confidence level, they do not contribute to the relative

quality of the regression. Thus, including such a significant regressor may

increase the likelihood but overfit the model. Thus, although the residual

interest rate is significant, it may be relatively unimportant for the default

risk. One way to address this concern is to discuss the size of the exponen-

tiated coefficient. The estimation results suggest that an increase in the

residual interest has a strong impact on the hazard rate. To understand

this, regard column 3. On average, the hazard ratio increases by 71.86

percent per riskier Schufa class; this percentage changes by 43.92 percent

when regarding only classes A to G.26 This change is relatively small com-

pared to the impact of the internal rate of return for investors. A one

percent higher residual internal rate of return increases the hazard ratio

by 21.2 percent, while its square only decreases the ratio by 0.5 percent.

Another potential concern is that a higher residual interest rate may

only be due to hidden action. Specifically, a higher interest rate increases

the repayment amount, which may affect hidden action and thus default

risk. To understand why this is improbable, consider column 1 of table

3.5, which shows that a one percent higher interest rate, on average, in-

creases hazard ratio by 26.5 percent, while its square decreases it by 0.5

percent. To understand what a higher interest rate means for the re-

payment amount, consider a loan with the average loan size of e6,259.14

and the average interest rate of 9.53 percent. In this case, a one percent

higher interest rate increases the repayment amount by e62.59. The re-

payment amount would increase to the same extent if I increased the size

by e57.14.27 According to column 1 of table 3.5, an increase of the re-

25These results are robust and do not change when same regressions are run without residual
interest rate or loan size.

26The average increase of the hazard ratio for the seven Schufa classes A to H is (6.030−1)100%/7 =
71.86%, while for the six Schufa classes A to G it is (3.635− 1)100%/6 = 43.92%.

279.53%×e57.14+e57.14=e62.59
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payment amount via size increases the hazard ratio by 0.25 percent, while

increasing via the square of the size only increases the hazard ratio by

0.006 percent.28 This means that the effect of the repayment amount on

the hazard ratio is remarkably small. Thus, for the most part, the signif-

icant positive link between residual interest rate and default risk cannot

be explained by hidden action.

In table 3.5, I suggest that residual rate is non-linearly related to hazard

ratio. However, a simple interpretation of the exponentiated coefficients

does not aid in deciding whether a linear or a non-linear effect of inter-

est rate on hazard rate implies a better goodness of fit. To address this

concern, I use the Akaike Information Criterion (AIC) and the Bayesian

Information Criterion (BIC). To the term −2ln (L), AIC adds the penalty

term 2p and BIC adds the penalty term ln (N) p, where L is the maximized

log-likelihood, which uses p parameters. BIC differs from AIC in that it

additionally accounts for sample size N . For both criteria, a lower value

indicates a better fit of the model.29

Tables 3.6, 3.7 and 3.8 show the estimation results controlling for resid-

ual interest rate, residual internal rate of return for a borrower and residual

internal rate of return for investors respectively. Each table contains three

columns. The first column does not control for rate, the second includes

rate linearly, and the third includes rate non-linearly by additionally in-

cluding its square.

Both information criteria suggest that residual interest rate, residual

internal rate of return for a borrower and residual internal rate of return

for investors are important determinants of the hazard rate. For the best

goodness of fit, the AIC suggests to control for rate and its square in

table 3.6, while the BIC suggests to control for internal rate of return non-

linearly in table 3.7 and for interest rate linearly in tables 3.6 and 3.8.30

28As I only regard the small interval of e1,000, I suppose that the percentage increase of hazard
ratio is linear with the size. This results in an increase of 4.4%×e57.14/e1,000=0.25% and for its
square 0.1%×e57.14/e1,000=0.006%.

29In determining whether rate is important, the absolute value of the information criterion does
not play a role. A high absolute value results from a large number of parameters. While a reduction
in the number of parameters may improve the goodness of fit, it does not change the importance of
residual rate as a regressor of hazard rate.

30Another concern may be that residual interest rate may underlie uncertainty, in the sense of that
the error term follows a normal distribution, although the Cox proportional hazard rate estimation
supposes a lognormal distribution. To address this concern, I ran several robustness checks using
bootstrapping with residuals randomly drawn from the sample according to a log-normal distribution.
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3.4 Why borrowers signal hidden information about

default risk

3.4.1 Empirical strategy

The main result found in the previous section is that observationally identi-

cal borrowers signal their privately known default risk via interest rate that

cannot be explained by symmetric information. That means that from the

perspective of lenders, unobservably riskier borrowers pay a higher interest

rate despite the fact that doing so implies higher costs for the borrowers.

This raises the question of why borrowers signal their hidden information

about default risk in this way.

To answer this question, it may be informative to consider Smava’s

unique lending design. After the loan application is posted, the bid period

starts. This period can last up to 14 days, but it is closed earlier when

investors fully supply the requested loan amount. Thus, loan applicants

may offer a higher interest rate to induce investors to provide the loan

faster or with a higher probability.

3.4.2 Probability of obtaining the requested amount

To analyze how a higher interest rate affects the probability of obtain-

ing the requested loan amount, I include loan applications that are not

financed. Consider a loan application i with Xi, which denotes symmetric

information except loan size, and a request of size Di. Based on the OLS

estimation of interest rate in the previous section, the loan applicant is

expected to offer a rate of interest

r̂i = β̂Xi + γ̂f (Di) (3.8)

The results do not change.
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Table 3.6: Hidden information and default risk - robustness check with
residual interest rate. Cox proportional hazard regression with dependent variable
hazard ratio, which is the exponentiated hazard rate. As a robustness check, column 1
controls for residual interest rate, column 2 controls for residual interest rate, column 3
controls for residual interest rate and its square. A lower AIC or BIC indicates a better fit
of the model. Changes in Smava’s fee policy are captured by dummies in all columns.

(1) (2) (3)

Hazard ratio Hazard ratio Hazard ratio

exp(Coef.) Std. err. exp(Coef.) Std. err. exp(Coef.) Std. err.

Contractual characteristics

Residual interest rate 1.096*** (0.008) 1.265** (0.092)

Residual interest rate squared 0.995* (0.003)

Size (e1,000s) 1.048*** (0.007) 1.044*** (0.007) 1.044*** (0.007)

Size squared(e1,000s) 0.999*** (0.000) 0.999*** (0.000) 0.999*** (0.000)

Term (60 months=1) 1.187*** (0.039) 1.131*** (0.037) 1.131*** (0.037)

Risk characteristics

Schufa rating

B 1.457*** (0.083) 1.446*** (0.083) 1.446*** (0.083)

C 1.778*** (0.110) 1.755*** (0.109) 1.756*** (0.109)

D 1.306*** (0.090) 1.283*** (0.088) 1.286*** (0.089)

E 3.573*** (0.199) 3.466*** (0.194) 3.491*** (0.195)

F 2.668*** (0.153) 2.631*** (0.151) 2.637*** (0.152)

G 3.607*** (0.196) 3.679*** (0.200) 3.689*** (0.201)

H 5.809*** (0.324) 6.035*** (0.338) 6.089*** (0.342)

KDF indicator

2 1.975*** (0.143) 1.979*** (0.143) 1.976*** (0.143)

3 2.758*** (0.191) 2.724*** (0.189) 2.726*** (0.189)

4 3.325*** (0.231) 3.267*** (0.227) 3.272*** (0.227)

Socio-economic characteristics

Age 0.931*** (0.005) 0.931*** (0.005) 0.931*** (0.005)

Age squared 1.001*** (0.000) 1.001*** (0.000) 1.001*** (0.000)

Gender (male=1) 0.921** (0.026) 0.922** (0.026) 0.919** (0.026)

Job fixed effects Yes Yes Yes

Residence fixed effects Yes Yes Yes

Loan-specific information

Membership, ln 1.094*** (0.012) 1.090*** (0.012) 1.091*** (0.012)

Description, ln 0.907*** (0.009) 0.903*** (0.009) 0.904*** (0.009)

Purpose fixed effects Yes Yes Yes

Macroeconomic conditions

Banks’ interest rate 2.278*** (0.249) 2.217*** (0.242) 2.218*** (0.242)

Month fixed effects Yes Yes Yes

Year fixed effects Yes Yes Yes

Fee fixed effects Yes Yes Yes

Pseudo R sq 0.036 0.037 0.037

AIC 143594.800 143453.120 143451.040

BIC 144295.712 144163.767 144171.422

p value 0.000 0.000 0.000

Observations 124853 124853 124853

Notes: *, ** and *** denote significance on the 5%, 1% and 0.1% levels respectively.
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Table 3.7: Hidden information and default risk - robustness check with resid-
ual internal rate of return for borrower. Cox proportional hazard regression with
dependent variable hazard ratio, which is the exponentiated hazard rate. As a robustness
check, column 1 does not control for residual internal rate of return for a borrower, column
2 controls for residual internal rate of return for a borrower, column 3 controls for residual
internal rate of return for a borrower and its square. A lower AIC or BIC indicates a better
fit of the model.

(1) (2) (3)

Hazard ratio Hazard ratio Hazard ratio

exp(Coef.) Std. err. exp(Coef.) Std. err. exp(Coef.) Std. err.

Contractual characteristics

Residual IRR borrower 1.075*** (0.007) 1.271*** (0.058)

Residual IRR borrower squared 0.992*** (0.002)

Size (e1,000s) 1.048*** (0.007) 1.044*** (0.007) 1.043*** (0.007)

Size squared(e1,000s) 0.999*** (0.000) 0.999*** (0.000) 0.999*** (0.000)

Term (60 months=1) 1.199*** (0.039) 1.147*** (0.037) 1.145*** (0.037)

Risk characteristics

Schufa rating

B 1.454*** (0.083) 1.447*** (0.083) 1.447*** (0.083)

C 1.773*** (0.110) 1.754*** (0.109) 1.758*** (0.109)

D 1.307*** (0.090) 1.290*** (0.089) 1.295*** (0.089)

E 3.575*** (0.199) 3.481*** (0.195) 3.531*** (0.198)

F 2.660*** (0.152) 2.626*** (0.151) 2.641*** (0.152)

G 3.577*** (0.194) 3.627*** (0.197) 3.656*** (0.199)

H 5.776*** (0.322) 5.972*** (0.335) 6.092*** (0.343)

KDF indicator

2 1.988*** (0.143) 1.991*** (0.144) 1.985*** (0.143)

3 2.782*** (0.193) 2.756*** (0.191) 2.760*** (0.191)

4 3.351*** (0.232) 3.298*** (0.229) 3.305*** (0.229)

Socio-economic characteristics

Age 0.930*** (0.005) 0.931*** (0.005) 0.931*** (0.005)

Age squared 1.001*** (0.000) 1.001*** (0.000) 1.001*** (0.000)

Gender (male=1) 0.923** (0.026) 0.925** (0.026) 0.919** (0.026)

Job fixed effects Yes Yes Yes

Residence fixed effects Yes Yes Yes

Loan-specific information

Membership, ln 1.095*** (0.012) 1.091*** (0.012) 1.093*** (0.012)

Description, ln 0.911*** (0.009) 0.910*** (0.009) 0.910*** (0.009)

Purpose fixed effects Yes Yes Yes

Macroeconomic conditions

Banks’ interest rate 1.725*** (0.146) 1.691*** (0.143) 1.679*** (0.142)

Month fixed effects Yes Yes Yes

Year fixed effects Yes Yes Yes

Pseudo R sq 0.036 0.037 0.037

AIC 143606.783 143489.369 143476.630

BIC 144288.225 144180.546 144177.542

p value 0.000 0.000 0.000

Observations 124853 124853 124853

Notes: *, ** and *** denote significance on the 5%, 1% and 0.1% levels respectively.
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Table 3.8: Hidden information and default risk - robustness check with
residual internal rate of return for investors. Cox proportional hazard regression
with dependent variable hazard ratio, which is the exponentiated hazard rate. As a robustness
check, column 1 does not control for residual internal rate of return for lenders, column 2 controls
for residual internal rate of return for lenders, column 3 controls for residual internal rate of return
for lenders and its square. A lower AIC or BIC indicates a better fit of the model.

(1) (2) (3)

Hazard ratio Hazard ratio Hazard ratio

exp(Coef.) Std. err. exp(Coef.) Std. err. exp(Coef.) Std. err.

Contractual characteristics

Residual IRR lenders 1.083*** (0.007) 1.212*** (0.062)

Residual IRR lenders squared 0.995* (0.002)

Size (e1,000s) 1.048*** (0.007) 1.044*** (0.007) 1.044*** (0.007)

Size squared(e1,000s) 0.999*** (0.000) 0.999*** (0.000) 0.999*** (0.000)

Term (60 months=1) 1.199*** (0.039) 1.148*** (0.037) 1.147*** (0.037)

Risk characteristics

Schufa rating

B 1.454*** (0.083) 1.446*** (0.083) 1.447*** (0.083)

C 1.773*** (0.110) 1.751*** (0.109) 1.754*** (0.109)

D 1.307*** (0.090) 1.285*** (0.088) 1.289*** (0.089)

E 3.575*** (0.199) 3.463*** (0.194) 3.494*** (0.196)

F 2.660*** (0.152) 2.622*** (0.151) 2.632*** (0.151)

G 3.577*** (0.194) 3.620*** (0.197) 3.635*** (0.198)

H 5.776*** (0.322) 5.964*** (0.334) 6.030*** (0.339)

KDF indicator

2 1.988*** (0.143) 1.991*** (0.144) 1.987*** (0.143)

3 2.782*** (0.193) 2.750*** (0.190) 2.753*** (0.191)

4 3.351*** (0.232) 3.293*** (0.228) 3.298*** (0.229)

Socio-economic characteristics

Age 0.930*** (0.005) 0.931*** (0.005) 0.931*** (0.005)

Age squared 1.001*** (0.000) 1.001*** (0.000) 1.001*** (0.000)

Gender (male=1) 0.923** (0.026) 0.924** (0.026) 0.921** (0.026)

Job fixed effects Yes Yes Yes

Residence fixed effects Yes Yes Yes

Loan-specific information

Membership, ln 1.095*** (0.012) 1.090*** (0.012) 1.091*** (0.012)

Description, ln 0.911*** (0.009) 0.910*** (0.009) 0.910*** (0.009)

Purpose fixed effects Yes Yes Yes

Macroeconomic conditions

Banks’ interest rate 1.725*** (0.146) 1.657*** (0.140) 1.653*** (0.139)

Month fixed effects Yes Yes Yes

Year fixed effects Yes Yes Yes

Pseudo R sq 0.036 0.037 0.037

AIC 143606.783 143473.076 143469.962

BIC 144288.225 144164.253 144170.874

p value 0.000 0.000 0.000

Observations 124853 124853 124853

Notes: *, ** and *** denote significance on the 5%, 1% and 0.1% levels respectively.
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where β̂ and γ̂ denote the coefficients from estimation (3.1), and γ̂f (Di) ≡
γ̂1Di + γ̂2D

2
i .

31 However, I observe that the actual interest rate of loan

application i is ri; that is, it deviates by r̃i from r̂i. According to the

results of the previous section, a higher r̃i incorporates some of borrowers’

hidden information about a higher default risk.

One potential benefit of a higher residual interest rate may be that it

increases investors’ willingness to supply a higher Si. To test this, I specify

the Tobit model

Si =

S∗i = βXi + δf (r̃i) + εi if S∗i < Di

Di if S∗i ≥ Di

(3.9)

As I can only observe supply S∗i if S∗i < Di. If S∗i ≥ Di, I observe only Di;

thus, I only know that investors are willing to supply at least as much as

loan applicants demand.

Table 3.9 shows the estimation results. Columns 1 and 2 include all

loan applications, while columns 3 and 4 include only those loans that are

financed. Also, columns 1 and 3 control for interest rate, while columns 2

and 4 control for the internal rate of return for investors.

For all columns, a higher interest rate residual induces investors to

supply significantly more. For example, in column 1, a one-percent higher

interest rate residual increases supply by e1,109. The positive effect of

the interest rate residual is weaker if we regard only those loans that are

financed. In column 3, a one-percent higher interest rate residual only

increases supply by e418.

For financed loans, the Schufa rating does not influence supply. Regard-

ing loan applications, investors supply significantly less for Schufa classes

F to H. Interestingly, investors are willing to supply more if the KDF indi-

cates a higher risk. Also, a higher loan term significantly decreases supply

in columns 1 and 2 but has no effect in columns 3 and 4. Socio-economic

and loan-specific information does not have a significant impact on supply.

The results in table 3.9 show that the loan applicant can only estimate

Si under uncertainty. Thus, the previous results suggest that a higher r̃i

31Note that here γ̂1 and γ̂2 are multiplied by Di and not by Si. Thus, during the bid period, I
suppose that Si = Di. While this applies for most observations in my sample, it also helps me to
understand how Di affects the speed and probability of obtaining a loan.
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Table 3.9: Hidden information and supply. Tobit regression with the dependent variable
loan supply. As supply can only be observed if it is smaller than Demandi and larger than zero,
the model has a lower limit of zero and an upper limit of Demandi, which can vary with every loan
application i. Columns 1 and 2 contain all loan applications, while columns 3 and 4 contain only
loans that are financed. Columns 1 and 3 control for residual interest rate, while column 2 controls
for internal rate of return for investors based on requested loan amount, and column 4 controls for
internal rate of return for investors based on loan size. Changes in Smava’s fee policy are captured
as dummies in columns 1 and 3, but not in columns 2 and 4, as the internal rate of return for lenders
already includes fees.

(1) (2) (3) (4)

Supply Supply Supply Supply

Coef. Std. err. Coef. Std. err. Coef. Std. err. Coef. Std. err.

Contractual characteristics

Residual interest rate 1.109*** (0.058) 0.418*** (0.106)

Residual IRR investors 1.001*** (0.052)

Residual IRR lenders 0.385*** (0.095)

Term (60 months=1) -2.138*** (0.283) -2.605*** (0.285) 0.050 (0.500) 0.132 (0.496)

Risk characteristics

Schufa rating

B -0.560 (0.416) -0.494 (0.413) -1.374 (0.727) -1.432* (0.729)

C -0.357 (0.492) -0.230 (0.489) -1.241 (0.830) -1.330 (0.832)

D -0.446 (0.477) -0.352 (0.473) 1.029 (0.975) 0.934 (0.976)

E -0.568 (0.478) -0.437 (0.474) -0.376 (0.901) -0.362 (0.905)

F -1.833*** (0.434) -1.625*** (0.430) -1.922* (0.784) -1.987* (0.786)

G -1.872*** (0.412) -1.597*** (0.409) -1.264 (0.785) -1.318 (0.788)

H -1.556*** (0.457) -1.164* (0.456) -1.487 (0.839) -1.539 (0.841)

KDF indicator

2 1.920*** (0.296) 1.878*** (0.294) 1.176 (0.611) 1.197 (0.611)

3 3.675*** (0.310) 3.648*** (0.308) 2.009*** (0.609) 2.053*** (0.609)

4 4.659*** (0.353) 4.603*** (0.350) 2.106*** (0.635) 2.178*** (0.633)

Socio-economic characteristics

Age -0.102 (0.053) -0.099 (0.053) -0.034 (0.101) -0.038 (0.101)

Age squared 0.001 (0.001) 0.001 (0.001) 0.000 (0.001) 0.000 (0.001)

Gender (male=1) -0.419 (0.258) -0.369 (0.256) 0.313 (0.441) 0.299 (0.443)

Job fixed effects Yes Yes Yes Yes

Residence fixed effects Yes Yes Yes Yes

Loan-specific information

Membership, ln -0.152 (0.103) -0.151 (0.102) -0.257 (0.177) -0.233 (0.177)

Description, ln -0.154 (0.084) -0.135 (0.083) -0.012 (0.158) -0.040 (0.155)

Purpose fixed effects Yes Yes Yes Yes

Macroeconomic conditions

Banks’ interest rate -5.193*** (0.929) -4.645*** (0.799) -3.177 (1.643) -3.758* (1.464)

Month fixed effects Yes Yes Yes Yes

Year fixed effects Yes Yes Yes Yes

Fee fixed effects Yes No Yes No

Constant 24.214*** (6.382) 19.307*** (5.127) 16.839 (11.002) 25.369** (9.112)

lnsigma constant 1.340*** (0.025) 1.335*** (0.025) 1.325*** (0.037) 1.330*** (0.037)

p value 0.000 0.000 0.000 0.000

Observations 5983 5983 5026 5026

Notes: *, ** and *** denote significance on the 5%, 1% and 0.1% levels respectively.
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increases the probability that loan application i’s requested amount will

be financed. Moreover, the requested amount also affects this probability.

I test this hypothesis by specifying the Probit model

Prob (Si ≥ Di|Xi, Di, r̃i) = Φ (βXi + δf (r̃i) + γDi + εi) (3.10)

where D is the loan size demanded in application i. If the loan applicant

accepts the granted loan, the loan business comes into effect, which occurs

with probability Prob (accepted|Si ≥ Di).

Table 3.10 shows the estimation results. In columns 1 and 2, I estimate

the probability that the requested amount will be fully granted, and in

columns 3 and 4 I estimate the probability that the loan will be fully

financed.

In all columns of table 3.10, estimation results are similar. Residual

rate has a positive impact on the probability that the loan will be financed,

while its square has a negative effect. For example, in column 3, a one-

percent increase of the residual interest rate significantly increases the

probability that the loan will be fully financed - specifically, by 22.2 percent

- whereas its square only decreases the probability by 0.8 percent. Not

surprisingly, a e1,000 larger demand decreases the probability of obtaining

the requested amount by one percent and decreases the probability that

the loan will be financed by 1.2 percent. A longer loan term decreases the

probability of obtaining a loan by between 4.9 and 7.5 percent. However,

this effect is small relative to that of the residual rate.

In all columns, loan applicants whose Schufa rating is F or riskier have a

significantly lower probability of obtaining a loan. This is in contrast to the

counterintuitive result that loan applicants with a riskier KDF indication

actually have a higher probability of obtaining a loan.32

A potential concern is that demand is correlated with other observable

characteristics. As a robustness check, I ran the same regressions as in

table 3.10 and dropped the regressor Demand. The significance and signs

of the coefficients remained constant.

32Barasinska and Schäfer’s (2010) analysis of Smava finds the same result.
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Table 3.10: Hidden information and probability of obtaining requested
amount. Probit regression with the dependent variables probability that the requested loan
amount will be fully granted (in columns 1 and 2) and probability that the requested amount will
be fully financed (in columns 3 and 4). All columns contain all loan applications. Columns 1 and
3 control for residual interest rate and its square, while columns 2 and 4 control for internal rate
of return for investors based on the requested loan amount and its square. Changes in Smava’s fee
policy are captured as dummies in columns 1 and 3, but not in columns 2 and 4, as internal rate of
return for lenders already includes fees.

(1) (2) (3) (4)

Pr(granted) Pr(granted) Pr(financed) Pr(financed)

Coef. Std. err. Coef. Std. err. Coef. Std. err. Coef. Std. err.

Contractual characteristics

Residual interest rate 0.152*** (0.014) 0.222*** (0.020)

Residual interest rate squared -0.005*** (0.001) -0.008*** (0.001)

Residual IRR investors 0.123*** (0.011) 0.157*** (0.015)

Residual IRR investors squared -0.003*** (0.000) -0.005*** (0.001)

Demand (e1.000s) -0.010*** (0.001) -0.010*** (0.001) -0.012*** (0.001) -0.012*** (0.001)

Term (60 months=1) -0.058*** (0.009) -0.075*** (0.009) -0.049*** (0.011) -0.069*** (0.011)

Risk characteristics

Schufa rating

B -0.034** (0.012) -0.033** (0.012) -0.027 (0.015) -0.026 (0.015)

C -0.028 (0.015) -0.023 (0.015) -0.032 (0.018) -0.028 (0.018)

D -0.040** (0.014) -0.036* (0.014) -0.046** (0.018) -0.045* (0.018)

E -0.031* (0.015) -0.025 (0.015) -0.041* (0.018) -0.038* (0.018)

F -0.073*** (0.013) -0.065*** (0.013) -0.094*** (0.017) -0.090*** (0.017)

G -0.070*** (0.013) -0.062*** (0.013) -0.086*** (0.016) -0.083*** (0.016)

H -0.060*** (0.015) -0.048** (0.015) -0.098*** (0.018) -0.095*** (0.018)

KDF indicator

2 0.066*** (0.010) 0.064*** (0.010) 0.119*** (0.013) 0.118*** (0.013)

3 0.113*** (0.010) 0.112*** (0.010) 0.173*** (0.013) 0.174*** (0.013)

4 0.140*** (0.011) 0.139*** (0.011) 0.202*** (0.014) 0.204*** (0.014)

Socio-economic characteristics

Age -0.002 (0.002) -0.002 (0.002) -0.001 (0.002) -0.001 (0.002)

Age squared 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000)

Gender (male=1) -0.014 (0.008) -0.012 (0.008) -0.008 (0.010) -0.007 (0.010)

Job fixed effects Yes Yes Yes Yes

Residence fixed effects Yes Yes Yes Yes

Loan-specific information

Membership, ln -0.007* (0.003) -0.007* (0.003) -0.003 (0.004) -0.004 (0.004)

Description, ln -0.002 (0.003) -0.000 (0.002) 0.001 (0.003) 0.003 (0.003)

Purpose fixed effects Yes Yes Yes Yes

Macroeconomic conditions

Banks’ interest rate -0.221*** (0.029) -0.203*** (0.024) -0.224*** (0.038) -0.130*** (0.028)

Month fixed effects Yes Yes Yes Yes

Year fixed effects Yes Yes Yes Yes

Fee fixed effects Yes No Yes No

Observations 5983 5983 5983 5983

Notes: *, ** and *** denote significance on the 5%, 1% and 0.1% levels respectively.
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3.4.3 Time until the loan is financed

In the previous subsection, I showed that a higher residual interest rate

significantly increases investors’ willingness to supply. This subsection will

first analyze whether a higher residual interest rate also helps loan appli-

cants to obtain their loan faster and then will examine whether impatient

loan applicants default more often.

Bid time until requested loan amount is supplied

To examine the speed with which a loan applicant obtains a loan, I regard

the bid time from the posting of loan application i to its closing. To

estimate bid time bi, I specify the Tobit model

bi =


0 if bi ≤ 1

b∗i = βXi + δf (r̃i) + εi if 1 < bi < 20.160

20.160 if bi ≥ 20.160.

(3.11)

I cannot observe the bid time if the loan is supplied in the first minute, as in

this case investors could theoretically have preferred to supply even faster.

I also cannot observe the bid time if the loan application is closed after

14 days and demand still exceeds supply (i.e., Si < Di). In this case, more

time would be required for the demand to be satisfied. Thus, I can only

observe the bid time if Si = Di occurs between the first and the 20,160th

minute.33

Table 3.11 shows estimation results. Columns 1 and 2 include all ob-

servations, while columns 3 and 4 only include financed loans. Bid time

significantly decreases with interest rate, but this effect is non-linear, as

it weakens with a higher interest rate. For example, in column 3, a one

percentage point higher residual interest rate significantly decreases bid

time on average by 88 minutes and increases its square by 3 minutes. A

60-month loan term increases bid time in column 1 by 42, in column 2 by

50, and in columns 3 and 4 by 24 minutes, compared to a 36-month term.

Moreover, in columns 1 and 2, a risky Schufa rating (F to H) significantly

extends the bid time; on the other hand, surprisingly, bid time decreases

with a KDF indicating a higher risk.

3314 days times 24 hours/day times 60 minutes/hour = 20,160 minutes.
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Table 3.11: Hidden information and bid time. Tobit regression with lower limit of one
and upper limit of 20,160 as the dependent variable bid time (minutes) is censored. Columns 1 and
2 contain all loan applications, while columns 3 and 4 contain only financed loans. Columns 1 and
3 control for residual interest rate as well as for fee dummies, column 2 controls for internal rate
of return for investors based on requested loan amount, and column 4 controls for internal rate of
return for investors based on loan size.

(1) (2) (3) (4)

Bid time Bid time Bid time Bid time

Coef. Std. err. Coef. Std. err. Coef. Std. err. Coef. Std. err.

Residual interest rate -55.777*** (3.974) -87.767*** (7.873)

Residual interest rate squared 1.541*** (0.165) 3.026*** (0.299)

Residual IRR investors(lenders) -53.387*** (3.531) -59.185*** (5.601)

Residual IRR inv.(lend.) squ. 1.420*** (0.137) 2.264*** (0.242)

Term (60 months=1) 42.333*** (3.024) 50.053*** (3.012) 24.839*** (2.807) 23.558*** (2.784)

Risk characteristics

Schufa rating

B 0.841 (4.319) 0.269 (4.321) -1.207 (3.858) -1.091 (3.869)

C -5.091 (5.166) -6.569 (5.167) -6.467 (4.613) -6.244 (4.626)

D 1.784 (5.127) 0.124 (5.130) -3.929 (4.631) -3.871 (4.644)

E 0.915 (5.131) -2.070 (5.139) -4.203 (4.666) -4.135 (4.681)

F 21.337*** (5.026) 17.704*** (5.033) 12.530** (4.620) 12.393** (4.636)

G 21.032*** (4.772) 17.561*** (4.774) 9.283* (4.428) 9.371* (4.444)

H 14.023** (5.414) 8.861 (5.420) -0.148 (5.102) 0.360 (5.124)

KDF indicator

2 -27.423*** (4.246) -27.251*** (4.247) 7.270 (4.344) 6.731 (4.355)

3 -37.636*** (4.098) -37.853*** (4.096) 8.204 (4.200) 7.510 (4.209)

4 -49.071*** (4.448) -49.645*** (4.441) 5.157 (4.478) 4.413 (4.486)

Socio-economic characteristics

Age 1.398* (0.626) 1.412* (0.626) 0.546 (0.582) 0.622 (0.583)

Age squared -0.009 (0.007) -0.009 (0.007) -0.002 (0.006) -0.003 (0.006)

Gender (male=1) 7.144* (2.908) 6.819* (2.909) 3.228 (2.653) 3.019 (2.661)

Job fixed effects Yes Yes Yes Yes

Residence fixed effects Yes Yes Yes Yes

Loan-specific information

Membership, ln 1.541 (1.086) 1.510 (1.085) 0.271 (0.970) 0.250 (0.970)

Description, ln 5.040*** (0.829) 4.634*** (0.821) 4.251*** (0.754) 4.508*** (0.749)

Purpose fixed effects Yes Yes Yes Yes

Macroeconomic conditions

Banks’ interest rate 107.903*** (11.946) 110.794*** (8.485) 67.934*** (11.184) 92.465*** (7.929)

Month fixed effects Yes Yes Yes Yes

Year fixed effects Yes Yes Yes Yes

Fee fixed effects Yes No Yes No

Constant -113.788 (87.770) -75.543 (61.304) 318.676*** (94.769) -101.011 (61.764)

sigma constant 98.184*** (0.898) 98.253*** (0.898) 82.463*** (0.822) 82.719*** (0.825)

Pseudo R sq 0.037 0.036 0.019 0.018

p value 0.000 0.000 0.000 0.000

Observations 5983 5983 5026 5026

Notes: *, ** and *** denote significance on the 5%, 1% and 0.1% levels respectively.
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A potential concern of the estimation results in table 3.11 is that a

larger demand increases bid time. To address this concern, I could simply

control for Demand. However, if observable characteristics indicate a lower

risk, investors may be willing to supply more. If observationally less risky

loan applicants anticipate this, they may, on average, demand more. In

turn, investors may supply loans faster even though demand is greater. To

prevent this problem, I focus on investors’ bid speed instead of bid time.

As a proxy for bid speed, I use the average bid size per minute, denoted

by Bi ≡ Di/bi. To estimate Bi, I specify the Tobit model

Bi =


0 if Bi ≤ 0

B∗i = βXi + δf (r̃i) + εi if 0 < Bi < Di

Di if Bi ≥ Di.

(3.12)

I cannot observe Bi if investors do not supply anything during the 14-

day bid period (i.e. if Bi = 0). If, in contrast, a loan request is granted

immediately in the first minute, this results in Bi = Di; in this case, I

cannot observe whether investors would have preferred to supply more.

Thus, I can only observe B∗ if 0 < Bi < Di.

Table 3.12 shows estimation results. Columns 1 and 2 include all obser-

vations, while columns 3 and 4 include only financed loans. In the first two

columns, residual interest rate non-linearly increases bid size per minute,

while in the last two columns it has only a linear effect.34 For example,

in column 1, a one percentage point higher residual interest rate increases

the bid size per minute by e2.631, but its square only decreases the bid

size by e80 per minute. In column 3, a one percentage point higher resid-

ual interest rate increases the bid size per minute by e180 per minute.

In fact, in all columns, riskier Schufa classes have a significantly negative

impact on bid speed. In contrast, investors have a higher bid speed if KDF

indicates a higher risk as well as if the term of the loan is longer.

34I ran robustness checks controlling for residual interest rate linearly and non-linearly and com-
pared the AIC and the BIC. The regressions with the lowest values are shown in table 3.12.
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Table 3.12: Hidden information and bid speed. Tobit regression with lower limit zero
and variable upper limit demand Di as the dependent variable bid speed (bid size per minute) is
censored. Di can vary for every loan application i. Columns 1 and 2 contain all loan applications,
while columns 3 and 4 contain only financed loans. Columns 1 and 3 control for residual interest
rate as well as for fee dummies, column 2 controls for internal rate of return for investors based on
requested loan amount, and column 4 controls for internal rate of return for investors based on loan
size.

(1) (2) (3) (4)

Size/min Size/min Size/min Size/min

Coef. Std. err. Coef. Std. err. Coef. Std. err. Coef. Std. err.

Contractual characteristics

Residual interest rate 2.631*** (0.306) 0.180*** (0.052)

Residual interest rate squared -0.080*** (0.012)

Residual IRR investors 1.972*** (0.247)

Residual IRR investors squared -0.051*** (0.009)

Residual IRR lenders 0.149** (0.047)

Term (60 months=1) 1.852*** (0.176) 1.534*** (0.176) 2.558*** (0.185) 2.592*** (0.183)

Risk characteristics

Schufa rating

B -0.884*** (0.247) -0.863*** (0.246) -0.776** (0.251) -0.775** (0.251)

C -0.972*** (0.295) -0.930** (0.295) -1.108*** (0.300) -1.111*** (0.300)

D -1.399*** (0.295) -1.345*** (0.294) -1.355*** (0.303) -1.345*** (0.302)

E -1.404*** (0.297) -1.313*** (0.297) -1.438*** (0.306) -1.438*** (0.306)

F -1.757*** (0.289) -1.645*** (0.289) -1.606*** (0.302) -1.598*** (0.302)

G -2.042*** (0.274) -1.946*** (0.273) -1.811*** (0.286) -1.815*** (0.286)

H -2.900*** (0.312) -2.776*** (0.311) -2.865*** (0.326) -2.872*** (0.326)

KDF indicator

2 1.919*** (0.247) 1.928*** (0.246) 1.207*** (0.286) 1.220*** (0.285)

3 3.027*** (0.238) 3.041*** (0.237) 1.927*** (0.275) 1.940*** (0.275)

4 2.988*** (0.256) 3.010*** (0.255) 1.577*** (0.292) 1.587*** (0.292)

Socio-economic characteristics

Age -0.039 (0.036) -0.039 (0.036) -0.002 (0.038) -0.004 (0.038)

Age squared 0.001 (0.000) 0.001 (0.000) 0.000 (0.000) 0.000 (0.000)

Gender (male=1) 0.082 (0.167) 0.101 (0.167) 0.248 (0.173) 0.253 (0.173)

Job fixed effects Yes Yes Yes Yes

Residence fixed effects Yes Yes Yes Yes

Loan-specific information

Membership, ln -0.390*** (0.062) -0.393*** (0.062) -0.412*** (0.063) -0.412*** (0.063)

Description, ln -0.016 (0.048) -0.004 (0.047) 0.053 (0.049) 0.050 (0.049)

Purpose fixed effects Yes Yes Yes Yes

Macroeconomic conditions

Banks’ interest rate -1.289 (0.676) -1.454** (0.483) 0.535 (0.715) -0.216 (0.511)

Month fixed effects Yes Yes Yes Yes

Year fixed effects Yes Yes Yes Yes

Fee fixed effects Yes No Yes No

Constant -7.625 (5.166) -5.433 (3.634) -1.950 (5.052) 3.296 (3.432)

lnsigma constant 1.667*** (0.010) 1.665*** (0.010) 1.625*** (0.011) 1.625*** (0.011)

p value 0.000 0.000 0.000 0.000

Observations 5983 5983 5026 5026

Notes: *, ** and *** denote significance on the 5%, 1% and 0.1% levels respectively.
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Instant loan

In the previous subsection, I showed that a higher interest rate induces

investors to provide a loan faster or with a higher probability. However,

a loan applicant may not offer a higher interest rate for that purpose;

instead, he may have other reasons which I cannot observe. If this is the

case, then impatience may not be the reason that observationally identical

but unobservably riskier borrowers are willing to pay a higher interest rate.

To address this potential concern, I examine Smava’s instant loan ser-

vice as an applicant must access it before posting his loan request. This

service helps impatient applicants to obtain their loan within a few min-

utes or hours. In practice, Smava proposes a sufficiently high interest rate

through this service to enable a loan applicant to get his loan financed

instantly. Thus, by choosing the proposed interest rate for an instant loan,

a loan applicant unambiguously pays a higher interest rate because he is

impatient.

However, I cannot observe whether a peer has used the instant loan

service before posting his current loan application, as Smava does not

publish this information. Hence, I use a proxy to indicate an instant loan;

following Smava’s definition of an ’instant’ loan as a loan financed within

a few minutes or hours, I specify a loan as instant if its bid time does not

exceed a certain number of minutes. As a robustness check, I vary this

number of minutes.

Table 3.13 shows the results of the estimation of the hazard rate using

the Cox proportional hazard rate model. In columns 1, 2 and 3, I define

a loan as instant if its bid time does not exceed 4, 120 or 1,000 minutes

respectively. In column 4, I control for the bid time nonlinearly as a proxy

for the expected bid time, in order to analyze its effect on default risk.

Columns 1 to 3 show that borrowers who choose an instant loan have

significantly higher default risk. In column 1, borrowers who raise an in-

stant loan have a 78.2 percent higher hazard risk than borrowers who raise

loans more slowly. If the bid time exceeds four minutes, the probability

that some of the loans I define as ’instant’ are in actuality not instant in-

creases. In these cases, borrowers obtain their loans quickly because they

offer a higher interest rate for other purposes or simply due to luck, rather

than because they have used Smava’s instant loan service or wanted to
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have the loan financed instantly. Results in columns 2 and 3 indicate that

borrowers who wait longer for their loans default significantly less often.

While in column 2 borrowers with an instant loan have a 47.7 percent

higher risk than other borrowers, this percentage decreases to 42.2 per-

cent in column 3. However, a shorter bid time does not always mean a

higher default risk; column 4 shows a non-linear relationship between bid

time and default risk.

Although the dummy for an instant loan has a strong impact on default

risk, a higher residual interest rate still has a significant non-linear impact

on default risk. For example, in column 1, a one percent higher residual

interest rate increases the hazard ratio by 20 percent, but its square only

decreases the ratio by 0.6 percent. This result is remarkable, as a higher

interest rate could also capture the effect of the dummy that indicates an

instant loan. This could make my indicator for an instant loan insignificant

and works against me. The fact that the residual interest rate still has a

significant and positive effect indicates a strong link between impatience

and default risk which cannot be justified merely by the effect of a higher

residual interest rate.

In a robustness check, I control for residual interest rate instead of for

residual internal rate of return for investors. In this case, residual interest

rate has a significant effect on default risk but does not have a non-linear

effect.

3.5 Disclosure of information through starting in-

terest rate

The main result of this chapter is that observationally identical but un-

observably riskier applicants pay a higher interest rate because they are

more impatient to obtain a loan. Up to this point, I have only analyzed

the role of the final interest rate that is paid in the event of a legally valid

loan business. However, this is not the only information about interest

rate contained in my sample.

With the initial posting of the loan application, applicants offer a start-

ing interest rate. During the bid period, they have the opportunity to

raise this starting rate. If they do so, their final interest rate will higher
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Table 3.13: Instant loans and default risk. Cox proportional hazard regression with
dependent variable hazard ratio, which is the exponentiated hazard rate. Columns 1, 2 and 3 include
a dummy for all loans that are granted until the 4th, 120th and 1,000th bid minute, respectively.
Column 4 controls for bid time and its square in days.

(1) (2) (3) (4)

Hazard ratio Hazard ratio Hazard ratio Hazard ratio

exp(Coef.) Std. err. exp(Coef.) Std. err. exp(Coef.) Std. err. exp(Coef.) Std. err.

Contractual characteristics

Residual IRR borrower 1.200*** (0.054) 1.186*** (0.054) 1.187*** (0.054) 1.199*** (0.055)

Residual IRR borrower squared 0.994** (0.002) 0.995* (0.002) 0.995* (0.002) 0.995* (0.002)

Instant loan (=1 if ≤ 4th min) 1.782*** (0.069)

Instant loan (=1 if ≤ 120th min) 1.477*** (0.050)

Instant loan (=1 if ≤ 1000th min) 1.422*** (0.045)

Bid time (days) 0.912*** (0.011)

Bid time (days) squared 1.005*** (0.001)

Size (e1,000s) 1.063*** (0.008) 1.064*** (0.008) 1.064*** (0.008) 1.065*** (0.008)

Size squared(e1,000s) 0.999*** (0.000) 0.998*** (0.000) 0.998*** (0.000) 0.998*** (0.000)

Term (60 months=1) 1.173*** (0.038) 1.174*** (0.038) 1.170*** (0.038) 1.161*** (0.038)

Risk characteristics

Schufa rating

B 1.430*** (0.082) 1.424*** (0.082) 1.449*** (0.083) 1.474*** (0.085)

C 1.756*** (0.109) 1.721*** (0.107) 1.755*** (0.109) 1.782*** (0.110)

D 1.289*** (0.089) 1.282*** (0.088) 1.292*** (0.089) 1.283*** (0.088)

E 3.493*** (0.195) 3.479*** (0.195) 3.496*** (0.196) 3.536*** (0.198)

F 2.679*** (0.154) 2.692*** (0.155) 2.738*** (0.157) 2.717*** (0.156)

G 3.714*** (0.202) 3.717*** (0.202) 3.739*** (0.204) 3.724*** (0.203)

H 6.194*** (0.348) 6.230*** (0.350) 6.343*** (0.357) 6.427*** (0.363)

KDF indicator

2 1.973*** (0.142) 1.955*** (0.141) 1.977*** (0.142) 2.025*** (0.146)

3 2.766*** (0.192) 2.747*** (0.190) 2.758*** (0.191) 2.811*** (0.195)

4 3.304*** (0.229) 3.281*** (0.228) 3.288*** (0.228) 3.352*** (0.232)

Socio-economic characteristics

Age 0.931*** (0.005) 0.929*** (0.005) 0.930*** (0.005) 0.931*** (0.005)

Age squared 1.001*** (0.000) 1.001*** (0.000) 1.001*** (0.000) 1.001*** (0.000)

Gender (male=1) 0.930* (0.027) 0.931* (0.027) 0.925** (0.026) 0.927** (0.026)

Job fixed effects Yes Yes Yes Yes

Residence fixed effects Yes Yes Yes Yes

Loan-specific information

Membership, ln 1.107*** (0.012) 1.109*** (0.012) 1.104*** (0.012) 1.099*** (0.012)

Description, ln 0.927*** (0.009) 0.922*** (0.009) 0.920*** (0.009) 0.920*** (0.009)

Purpose fixed effects Yes Yes Yes Yes

Macroeconomic conditions

Banks’ interest rate 2.274*** (0.199) 2.180*** (0.191) 2.081*** (0.180) 2.012*** (0.173)

Month fixed effects Yes Yes Yes Yes

Year fixed effects Yes Yes Yes Yes

Pseudo R sq 0.038 0.038 0.038 0.038

AIC 143266.124 143345.851 143355.320 143369.800

BIC 143976.771 144056.499 144065.967 144090.182

p value 0.000 0.000 0.000 0.000

Observations 124853 124853 124853 124853

Notes: *, ** and *** denote significance on the 5%, 1% and 0.1% levels respectively.
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than their starting interest rate. Previous results suggest that the starting

interest rate contains some private information about default risk for two

reasons. First, less risky but observationally identical applicants are more

sensitive to the interest rate and may be more likely to prefer to start with

a lower interest rate. Second, more patient applicants are willing to wait

longer in exchange for a lower interest rate. Both of these reasons give

them an incentive to start with a lower interest rate than the final rate.

To test this, I run a Cox proportional hazard rate estimation, as shown

in table 3.14. In column 1, I additionally include a dummy that is equal to

one if the starting interest rate is lower than the final interest rate and is

equal to zero otherwise; in column 2, I control for the difference between

final and starting interest rate.

The starting interest rate is a significant signal for a loan applicant’s

privately known default risk. In particular, with a starting interest rate

smaller than the final interest rate is an important signal, as it decreases

the hazard ratio by 20.4%. Conversely, a final interest rate one percent-

age point higher than the starting interest rate significantly decreases the

hazard ratio by 3.4%.

3.6 Concluding Remarks

This chapter uses data from the unique German online lending platform

Smava to develop a new empirical strategy to identify hidden informa-

tion about default risk. It shows that borrowers signal hidden information

about their default risk as a result of their impatience. Observationally

identical but unobservably riskier borrowers offer a significantly higher

residual interest rate, which induces investors to supply more and thus

to grant the loan faster and with a higher probability. On average, very

impatient borrowers who use Smava’s instant loan service to obtain a loan

within a few minutes or hours are riskier than less impatient other bor-

rowers.

These insights contribute to a better understanding of which contractual

instruments are effective in screening borrowers’ privately known riskiness.

Nonetheless, this study leaves several questions open for future research.

Although it describes how impatience helps to screen borrowers’ riskiness,
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Table 3.14: Starting interest rate and default risk. Cox proportional hazard regression
with dependent variable hazard ratio, which is the exponentiated hazard rate. Column 1 includes a
dummy that is equal to one if the starting interest rate is lower than the final interest rate and is
equal to zero otherwise; column 2 includes the difference between final and starting interest rate.

(1) (2)

Hazard ratio Hazard ratio

exp(Coef.) Std. err. exp(Coef.) Std. err.

Contractual characteristics

Residual IRR borrower 1.247*** (0.057) 1.263*** (0.057)

Residual IRR borrower squared 0.993** (0.002) 0.993*** (0.002)

Interest rate raised 0.796*** (0.025)

Final - start rate 0.966*** (0.009)

Size (e1,000s) 1.050*** (0.007) 1.046*** (0.007)

Size squared(e1,000s) 0.999*** (0.000) 0.999*** (0.000)

Term (60 months=1) 1.150*** (0.037) 1.141*** (0.037)

Risk characteristics

Schufa rating

B 1.455*** (0.083) 1.446*** (0.083)

C 1.778*** (0.110) 1.769*** (0.110)

D 1.309*** (0.090) 1.301*** (0.090)

E 3.540*** (0.198) 3.548*** (0.199)

F 2.655*** (0.153) 2.651*** (0.152)

G 3.705*** (0.202) 3.678*** (0.200)

H 6.244*** (0.352) 6.234*** (0.352)

KDF indicator

2 1.985*** (0.143) 1.983*** (0.143)

3 2.754*** (0.191) 2.754*** (0.191)

4 3.309*** (0.230) 3.288*** (0.228)

Socio-economic characteristics

Age 0.930*** (0.005) 0.931*** (0.005)

Age squared 1.001*** (0.000) 1.001*** (0.000)

Gender (male=1) 0.913** (0.026) 0.913** (0.026)

Job fixed effects Yes Yes

Residence fixed effects Yes Yes

Loan-specific information

Membership, ln 1.099*** (0.012) 1.093*** (0.012)

Description, ln 0.915*** (0.009) 0.911*** (0.009)

Purpose fixed effects Yes Yes

Macroeconomic conditions

Banks’ interest rate 1.770*** (0.150) 1.675*** (0.141)

Month fixed effects Yes Yes

Year fixed effects Yes Yes

Pseudo R sq 0.037 0.037

p value 0.000 0.000

Observations 124853 124853

Notes: *, ** and *** denote significance on the 5%, 1% and 0.1% levels respectively.
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it does not disentangle different types of impatience (e.g. the speed or

the probability of obtaining the loan). Moreover, it identifies borrowers’

impatience solely via their contract choice. This raises the question of

how to identify impatience that is related to default risk. This could be

especially important for credit rating agencies as it helps them to mitigate

asymmetric information.
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