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Abstract

This work deals with fault diagnosis and fault-tolerant control strategies for wind turbines, which are im-
plemented in simulations using observer-based methods.
The thesis is divided in two main parts. In the first part Modelling and Control, the necessary groundwork
is laid out concerning the dynamic wind turbine models, the rotor speed control and the estimation of an
effective wind speed. This first part forms a basis for the second part Fault Diagnosis and Fault-Tolerant
Control, where the fault diagnosis and fault-tolerant control schemes are described and applied to several
fault scenarios.

Modelling and Control For the controller and observer designs, a dynamic nonlinear reduced-order
model of the wind turbine with four degrees of freedom is first set up. The nonlinearities stem from the
aerodynamics and are modelled by means of aero maps for the rotor torque and thrust.
The Takagi-Sugeno (TS) model structure, i.e. weighted sums of linear submodels, is used throughout
this work to adequately deal with the nonlinearities. Two different methods are applied to obtain the TS
structure from the underlying nonlinear model, namely fuzzy blending of Taylor-linearised submodels and
the sector nonlinearity approach, which yields an exact representation of the original model. The first
approach is used for the controller design, whereas the second is used for all observer designs in this work.
Based on the TS model obtained using local linearisations, a state-space controller in TS structure (Parallel
Distributed Compensation) is designed for the rotor speed control in the full load region, where the linear
sub-controllers are designed by means of the LQ optimality criterion.
In order to implement the observers for fault reconstruction, the current wind speed is needed. This quantity
can be measured using a nacelle anemometer, which is routinely done in wind turbines. However, this is
merely a single-point measurement, which is not an adequate estimate for the whole wind field acting on
the rotor. Therefore, a TS observer is designed in this work to reconstruct an effective wind speed, which
is later used as an input signal for the observers for fault reconstruction.

Fault Diagnosis and Fault-Tolerant Control The fault diagnosis task in this work is realised by means
of direct fault reconstruction. To this end, a Takagi-Sugeno sliding mode observer (TS SMO) is designed.
The so-called equivalent output injection signal, which corresponds to the average behaviour of the discon-
tinuous switching term, can be directly evaluated to obtain estimates of the faults.
One important contribution in this work is a modified, weighted switching term for the TS SMO, which
enables simultaneous reconstruction of faults of significantly differing orders of magnitude, which was not
feasible using a TS SMO with the standard switching term.
As example faults, both actuator input and parameter faults as well as sensor faults are simulated and re-
constructed. As simulation models, both the reduced-order nominal model and the aero-elastic code FAST
by NREL are used. As for the actuator parameter faults, the direct fault reconstruction method with TS
sliding mode observers has been applied for the first time in this work.
The reconstructed faults are then utilised to set up fault-tolerant control schemes for both actuator and sen-
sor faults by means of direct fault compensation. Promising results are obtained in the simulation studies,
where the active fault compensation in many cases nearly reproduces the behaviour of the fault-free simu-
lations. The stability of the controller in the full load region including faults and active fault compensation
is preserved, which is validated by analysing the derivatives of appropriate Lyapunov functions.
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Ξ Upper norm bound of combined disturbance and actuator fault
vector

Ξfa Upper norm bound for actuator fault vector

Ξξ Upper norm bound for disturbance vector

ρ Scalar gain factor for sliding mode switching term

ρ Gain matrix for sliding mode switching term

Ψ Upper norm bound for sensor fault vector

Ψd Upper norm bound for derivative of sensor fault vector

ωn Frequency parameter for 2nd-order pitch dynamics
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Introduction

1.1 Motivation and Goal

Steadily increasing sizes and a growing complexity of wind turbines give rise to increasing demands re-
garding system safety and availability. The safety demands are commonly met by introducing redundancy
in the system architecture, like additional sensors. Some of these system reduncancies are vital for a safe
operation of wind turbines. The classic example is the pitch system for adjusting the angles of a rotor
blade. For each of the three blades, one totally independent pitch system is used, such that in the worst
case of a failure in one or two pitch systems, the remaining one or two would still be able to bring the
turbine to a standstill. By contrast, other redundancies rather add to the "perceived" safety. For instance,
a typical minimal sensor setup for rotor and generator speed measurements is one generator and two rotor
speed sensors. For pure safety reasons, a second generator speed sensor would not be necessary, since in
the case of a failure of the sole generator speed sensor, the two rotor speed sensors would suffice to detect
an overspeed.
While cherishing additional gains in safety, however important, redundancies always generate additional
costs and possibly additional turbine downtimes caused by faults in the redundant system parts. The plus
in safety may thus entail a loss of produced energy and revenue. One possible remedy would be to exploit
functional redundancies rather than hardware redundancies. This route has been taken in [Echavarria et al.,
2012]. Even when reducing hardware redundancies, large wind turbines are prone to faults from diverse
sources. Nowadays, many of these faults, even if not critical, often lead to turbine shutdowns, again for
safety reasons. Especially in offshore wind turbines, this may result in a substantially reduced availability,
because rough weather conditions may prevent a quick replacement of faulty or damaged system parts.

The need for a continuous energy production necessitates the quest for reliable and effective fault diagno-
sis and fault-tolerant control schemes that enable to keep the turbine in operation in the presence of faults,
perhaps at reduced speeds, while organising the technical repair. Apart from increasing availability and
reducing turbine downtimes, intelligent fault diagnosis schemes might also obviate the need for more hard-
ware redundancy, if virtual sensors could at least partly take the place of redundant hardware sensors. The
fault diagnosis schemes currently employed in wind turbines are typically on the level of the supervisory
control, where commonly used strategies include sensor comparison, model comparison and thresholding
[Johnson and Fleming, 2011]. These strategies enable a safe turbine operation, which involves shutdowns
in case of critical faults, but no intelligent fault-tolerant turbine control on the operational control level.

The goal of this work is thus first to investigate and develop fault diagnosis schemes that achieve a precise
and fast reconstruction of faults. Second, these reconstructed signals shall be utilised to set up fault-tolerant
control strategies to obtain a system behaviour in the presence of faults which is close to the fault-free
behaviour. Moreover, the diagnosis schemes should be capable of reconstructing faults of diverse types
and from different sources, in order to avoid an assortment of various methods and frameworks. It would
thus be desirable to have one common methodological framework for fault diagnosis.
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1.2 Fault Diagnosis and Fault-Tolerant Control

In this section, an overview and a concise literature survey on fault diagnosis and fault-tolerant control
(FTC) is given. First, the general concepts are explained, followed by an overview of different approaches
applied to wind turbines.

1.2.1 Fault Detection and Diagnosis

Before overviewing different methods and approaches to fault detection and diagnosis, some terminolo-
gy has to be introduced. A good starting point for this is [Isermann and Ballé, 1997], which suggests
definitions based on discussions held by the IFAC SAFEPROCESS committee.

Fault: “An unpermitted deviation of at least one characteristic property or parameter of the system
from the acceptable / usual / standard condition.“

A fault is thus to be distinguished from a failure:

Failure: “A permanent interruption of a system’s ability to perform a required function under specified
operating conditions.“

An error constitutes a special type of fault:

Error: “A deviation between a measured or computed value (of an output variable) and the true,
specified or theoretically correct value.“

Both errors and faults, as well as failures, may occur in technical systems. A failure normally leads to a
system shutdown, unless the failure happens in a non-critical system part. An example for a non-critical
failure in a wind turbine would be the failure of the anemometer1 heating. Only for low temperatures
this failure might lead to a failure of the anemometer itself (iced-over) and even in this case the loss of
the wind speed measurement does not necessarily demand an instant shutdown, because it is not used for
closed-loop control and can be momentarily replaced by other measurements (like the average pitch angle).
Granted, if no second, redundant anemometer is installed, a shutdown should nevertheless be conducted
if the wind measurement is not available for a period of more than 20 or 30 min. Other failures demand
instant system shutdown like the failure of one of the three pitch actuators of a wind turbine. Though the
turbine might still be kept in operation mode, discrepancies between the three rotor blade angles may lead
to large asymmetrical loads on the rotor and thus to serious mechanical damages.

As with failures, faults may be critical and non-critical. To stay with the wind measurement example, an
offset fault of the wind speed measurement of 20 % has no direct influence on the control behaviour of the
wind turbine and may be accepted for some time being. By contrast, an offset fault of 20 % in one of the
pitch actuators, unless adequately corrected, is critical because it would lead to asymmetrical rotor loads.

For both critical and non-critical faults, a safe system operation and thorough supervision demands ade-
quate detection and diagnosis of faults. This stipulates another clarification of terminology (again from
[Isermann and Ballé, 1997]).

Fault detection: “Determination of the faults present in a system and the time of detection.“

Fault isolation: “Determination of the kind, location and time of detection of a fault. Follows fault
detection.“

Fault identification: “Determination of the size and time-variant behaviour of a fault. Follows fault
isolation.“

Fault diagnosis: “Determination of the kind, size, location and time of detection of a fault. Follows
fault detection. Includes fault isolation and identification.“

Fault detection is thus the most basic category, which gives only a yes/no information whether and when a
fault (any fault) has occured. For most technical systems, such a crude information will not suffice. Fault
isolation is at least required to decide upon an action like leaving the system in operation (non-critical

1An anemometer is used to measure the wind speed
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faults) or stopping the system (critical faults). More advanced fault handling would involve fault-tolerant
strategies (see section 1.2.2). While the information about a fault occurrence (fault detection) and the type
and location of the fault (fault isolation) are sufficient for some control applications to achieve the desired
fault-tolerant strategy, some FTC schemes require more information about the fault, in particular about the
fault magnitude [Alwi et al., 2011], i.e. fault identification. A direct reconstruction of a fault would be the
most valuable information to be used in fault-tolerant control. A full fault diagnosis scheme would also
include a decision process, whether a fault (and which kind of fault) has occured and which action is to be
performed in response. Though important for a practical use on a wind turbine, this part of fault diagnosis
is beyond the scope of this thesis, which focusses on fault reconstruction and the use of the reconstructed
signals for fault-tolerant control.

Methods for Fault Detection and Isolation

There are numerous methods available for fault detection. The most broad classification is into signal and
model-based methods. If only output, but no input measurements are available, signal-based (or signal-
model-based) methods are the sole methods at hand. These comprise for example analysis of periodic
signals (bandpass filters, Fourier analysis, maximum-entropy estimation) and vibrational analysis of ma-
chines [Isermann and Ballé, 1997; Isermann, 2006].
By contrast, model-based methods require input and output measurements and can be broadly grouped
into observer-based methods, parity relations, and parameter estimation schemes. A standard reference for
model-based fault detection and isolation (FDI) methods is [Chen and Patton, 1999], which was also used
as a main reference for the following thumbnail sketch of FDI methods.

Parameter estimation schemes make use of system identification techniques to obtain estimates of physical
system parameters (mass, friction, viscosity, inductance, etc.). An input-output mathematical model is used
for online comparison of the system behaviour with the initial fault-free behaviour. A database for different
faults can thus be created. Parameter estimation schemes are very suitable for the detection and isolation
of parameter faults yet have some disadvantages like long computation times, slow reaction to incipient
faults and difficult fault isolation. Moreover, the detection and isolation of multiple faults is difficult. A
commonly used technique is the least-squares parameter estimation (see for example the survey paper
[Isermann, 1984]).

Most model-based FDI methods rely on the calculation and subsequent evaluation of so-called residuals.
"Residuals are quantities that represent inconsistency between the actual system variables and the math-
ematical model" and "respond to faults in characteristic manners" [Chen and Patton, 1999]. A residual
generator is a linear processor of system inputs and outputs. In a fault-free case, a residual should ideally
be equal to zero, whereas in a faulty case, a value different from zero should be obtained. Residuals can be
generated using observer-based methods or parity relations.

The approach to generate residuals using parity relations is based on consistency checking of input and
output data over a time window [Chen and Patton, 1999]. For example, the residual (parity function) may
take the form of a moving average process of the most recent sensor output and actuator input values
[Chow and Willsky, 1984]. The parity relation approach is equivalent to observer-based approaches in
certain cases, yet provides less design flexibility [Chen and Patton, 1999].
Among the advantages of observer-based methods are suitability for the detection and isolation of actuator
or sensor faults with a fast reaction to incipient faults, and a systematic design procedure. Provided a
sufficient number of measurements is available, they can handle multiple faults.

In real systems, not only faults (actuator/sensor/parameter faults) may influence the system, but also ex-
ternal disturbances. On top of that, modelling errors will have a degrading effect on the FDI results. One
important issue in FDI problems is thus to achieve disturbance decoupling, i.e. to make the residual ro-
bust against external disturbances and uncertainties. Disturbance decoupling can be achieved by means
of eigenstructure assignment [Patton et al., 1987; Patton and Chen, 1992, 1997] or by using an Unknown
Input Observer (UIO) [Watanabe and Himmelblau, 1982; Chen and Zhang, 1991; Guan and Saif, 1991;
Saif and Guan, 1993; Chen et al., 1996].
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The underlying system structure for a system with actuator and sensor faults as well as an unknown distur-
bance is [Chen and Patton, 1999]

ẋ = A x + B u + E d + F fa

ẏ = C x + fs ,
(1.1)

where x, y and u denote the system, output and input vectors, respectively, and d the unknown disturbance.
fa and fs denote the actuator and sensor faults. E is the unknown input distribution matrix, which must be
known for the design of the UIO. In many cases, if actuator input faults are considered, the actuator fault
matrix F is equal to the input matrix B.

For UIOs, the state estimation error e = x− x̂ approaches zero asymptotically, regardless of the unknown
input. The output error is thus decoupled from the unknown inputs. The residual is typically a weighted
output estimation error and must be insensitive to the disturbance, but sensitive to the fault to be detected.
Fault isolation can be achieved via "structured residuals", which are designed to be sensitive to some faults
but insensitive to others.

Fault Identification / Reconstruction

Standardly, Unknown Input Observers are used to generate residuals but no direct fault estimates. By
contrast, [Saif and Guan, 1993] introduced a special UIO for direct fault reconstruction, which yields very
good results and relies on only one observer, in contrast to many other approaches which require a bank of
observers for different faults. However, strong existence conditions have to be met for the proposed UIO.

Following a different route, sliding mode observers have also been studied and applied for direct fault
reconstruction [Edwards and Spurgeon, 1994, 1998; Edwards et al., 2000; Tan and Edwards, 2003]. This
particular concept is sometimes called the Edwards-Spurgeon observer for fault reconstruction [Alwi et al.,
2011]. The sliding mode concept is a nonlinear technique, which can be utilised for both controllers and
observers. It includes a nonlinear switching term, which establishes and maintains a motion on a so-called
sliding surface, where a reduced-order dynamics compared to the normal system applies [Utkin, 1977,
1992].
For sliding mode observers, the equivalent output injection signal, which describes the average behaviour
of the switching term, can be evaluated to yield direct fault estimates. In [Edwards, 2004; Edwards and
Tan, 2006a], the UIO from [Saif and Guan, 1993] was compared to the sliding mode observer from [Tan
and Edwards, 2003] as to their fault reconstruction capabilities. The authors found that the sliding mode
observer (SMO) performs better in cases where parametric uncertainty is included in the simulation, which
means that the robustness properties of the SMO are better. Also, the structural requirements are not as
strong as for the UIO.
The applicability of sliding mode observers for real-time systems has been shown in [Edwards and Tan,
2006b], where the observer was implemented on a laboratory dc motor rig and used to achieve sensor FDI
and fault-tolerant control.

The Edwards-Spurgeon observer is best suited for linear systems, such that the nonlinear switching term
solely accounts for the disturbances and faults. For a highly nonlinear model like a wind turbine, a structure
like the Edwards-Spurgeon observer is not ideal, as the sliding term would then have to capture both the
nonlinear plant dynamics and the influence of the faults.
For this reason, a nonlinear extension of the Edwards-Spurgeon observer was introduced in [Gerland et al.,
2010b,a], based on a nonlinear Takagi-Sugeno structure (see Chapters 3 and 6). In this way, the nonlin-
ear plant dynamics can be fully dealt with using the TS structure, such that the switching term is solely
responsibly for the faults.

Due to limitations of the switching term, neither the Edwards-Spurgeon observer nor the TS SMO from
[Gerland et al., 2010b,a] are able to simultaneously reconstruct faults whose orders of magnitude differ
significantly. For this reason, a modified switching term for the TS SMO was introduced in [Georg and
Schulte, 2014c] and used throughout this work for fault reconstruction (see Section 6.3).
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1.2.2 Fault-Tolerant Control

There are several approaches to fault-tolerant control. For an overview of different methods, see for exam-
ple the review papers [Patton, 1997] and [Zhang and Jiang, 2003] or the book [Blanke et al., 2006]. Fault-
tolerant control (FTC) can be broadly categorised into passive (PFTC) and active approaches (AFTC).
Passive FTC falls mainly into the category of robust control, where a controller is designed such that it ful-
fills certain performance and stability criteria in the presence of disturbances and modelling uncertainties.
Analogously, in passive FTC, a controller is designed such a restricted class of faults is tolerated by the
controller. The disadvantage of PFTC approaches is that they have only limited fault-tolerance capabilities
[Patton, 1997] and that the controller works suboptimally in the fault-free case.

For more significant faults, an active FTC strategy is needed, which involves prior fault diagnosis. In AFTC
methods, one can distinguish between fault accomodation and control reconfiguration. Fault accomodation
means the adaptation of the controller parameters to the faulty plant [Blanke et al., 2006]. Control recon-
figuratio may involve the use of a different control structure altogether, like different inputs and outputs.
Control reconfiguration is the only option if only fault detection and isolation, but no fault identification is
possible. In such a case, the faulty system parts like sensors or actuators must be deactivated and replaced
by others, which may also be virtual sensors or actuators [Blanke et al., 2006].

Even if a fault identification/reconstruction is possible, a control reconfiguration which leaves the original
controller parameters unchanged may be advantageous compared to fault accomodation. A pure adaptation
of controller parameters may enable a safe operation but not necessarily with a satisfying performance. By
contrast, if the fault can be compensated for, the original controller, which is normally optimised for the
fault-less system, can still be used for the faulty system.

In this work, a simple fault compensation approach is implemented by subtracting the reconstructed faults
obtained from either the (faulty) inputs or outputs, i.e.

ucorr = u− f̂a , ycorr = (y + fs) − f̂s . (1.2)

These corrected inputs or outputs than act as virtual actuators or sensors respectively, such that the orig-
inally designed controller can still be used. This is a pragmatic approach that requires no additional or
integrated design of the fault-tolerant controller.

The fault compensation in (1.2) is a feedforward strategy without any feedback and relies upon the quality
of the fault reconstruction. It is also possible to include a feedback term in the fault-tolerant controller,
which compares the states or outputs of the actual with those of a fault-free reference system. This approach
is called model-following [Patton, 1997]. In the case of wind turbines, however, it would not be clear what
the reference system should be. It could only be a reduced-order state-space model (see Section 2). Such a
system is very useful for controller and observer designs, yet is only an approximation of the real turbine
dynamics and probably not appropriate to be used as a reference model in a feedback term for fault-tolerant
control.

Despite its simplicity and reliance upon the fault reconstruction quality, it was thus decided in this work to
use the fault compensation strategy according to (1.2), which yielded reasonable and in some cases very
good results in simulations (see Chapter 7).
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1.2.3 Fault Diagnosis and Fault-Tolerant Control for Wind Turbines

Fault Diagnosis

Besides basic fault detection strategies (see for example [Johnson and Fleming, 2011]), condition monitor-
ing systems (CMS) are becoming increasingly common in wind turbines. CMS systems utilise signal-based
methods like vibrational analysis to predict structural damages in components like bearings or the gearbox
(see the fairly comprehensive survey paper [Hameed et al., 2009]). Though very important, these kind of
structural damages, which are only detectable by means of signal-based methods, are not the focus of this
work, but rather actuator and sensor faults.

In the recent years, advanced FDI methods for actuator and sensor faults have been successfully applied
in wind turbine simulation studies. In [Wei and Verhaegen, 2011], blade root moment sensor faults and
pitch actuator stuck faults are detected using a robust H∞/H− observer. The fault magnitudes are then
estimated with a dynamical filter. For testing the algorithms, a linearised simulation model is used.

Many recent papers have tested their FDI methods with a wind turbine benchmark model first presented
in [Odgaard et al., 2009] and later described in more detail in [Odgaard et al., 2013]. It is a reduced-
order model implemented in MATLAB/Simulink R© and includes a torsional-flexible drivetrain as well as
delay models for pitch angle and converter dynamics. In contrast to the model presented in Chapter 2 of
this work, no tower and blade degrees of freedom are included. The benchmark model includes a list of
pre-defined actuator and sensor faults as well as detection requirements.

In this work, the FDI benchmark model from [Odgaard et al., 2009, 2013] was not chosen to test the
FDI and FTC schemes for two reasons. First, as a reduced-order model with only drivetrain degrees of
freedom and actuator dynamics, it was not considered realistic enough to be taken as a sole simulation
model. Instead, the aero-elastic simulation package FAST [Jonkman and Buhl Jr., 2005] by NREL was
used, which is a well-established tool for wind turbine load simulations in academia as well as industry.
FAST features 24 degrees of freedom and incorporates the module AeroDyn [Laino and Hansen, 2002] for
the aerodynamical calculations. The NREL 5 MW reference turbine [Jonkman et al., 2009] was chosen as
a wind turbine reference model in all simulations in this work.
Second, as FAST is not useful as a control design model due to its comparably high order, an effort was
made in this work to obtain an appropriate control design model adapted to the NREL 5 MW turbine, which
comprises the most important degrees of freedom (see Chapter 2). In particular, aero maps for the rotor
thrust and torque coefficient were derived and approximated by means of nonlinear analytical functions,
which were later used for controller design in Chapter 4.
First simulation results with a comparison between FAST and the 4-DOF model presented in Chapter 2
were presented in [Georg et al., 2012]. In [Georg, Müller, and Schulte, 2014], FAST was used to test a TS
observer for wind speed reconstruction. Later on, the FDI benchmark model [Odgaard et al., 2009, 2013]
was enhanced in [Odgaard and Johnson, 2013], where FAST was chosen as a simulation model, too. This
shows that the route taken in this work to choose FAST from the start was the right one to follow.

One other aspect that has to mentioned in connection with the reduced-order benchmark model in [Odgaard
et al., 2009] is that a double redundancy is assumed for all sensors (rotor speed, generator speed, pitch
angles), and in the sensor fault scenarios only one of the two sensors for one quantity is affected by a fault
at a time. This means that if a fault occurs in one rotor speed measurement, there is still another correct
rotor speed sensor available, equally for generator speed and pitch angle measurements. By contrast, in
FAST, only one sensor is available for each measurement. The double sensor redundancy assumption in
[Odgaard et al., 2009] thus constitutes a significant relaxation of the FDI demands. This has to be borne
in mind when comparing results from works that use the benchmark model [Odgaard et al., 2009] for
validation with those that use FAST.

In [Odgaard and Stoustrup, 2012b], the results of a wind turbine FDI competition are summarised, where
several actuator and sensor faults had to be detected within the first benchmark model [Odgaard et al.,
2009]. The presented solutions range from data-driven to observer-based methods. Most of these solutions
rely on the evaluation of residuals, and achieve fault detection and isolation (see [Blesa et al., 2011; Chen
et al., 2011; Dong and Verhaegen, 2011; Kiasi et al., 2011; Laouti et al., 2011; Ozdemir et al., 2011; Pisu
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and Ayalew, 2011; Simani et al., 2011], [Simani, Castaldi, and Bonfè, 2011], [Stoican et al., 2011; Svärd
and Nyberg, 2011; Zhang et al., 2011]). In none of these solutions, however, a direct fault reconstruction
is implemented.
The competition was later extended to include FTC. From the solutions presented in [Casau et al., 2012;
Kim et al., 2012; Simani and Castaldi, 2012b,a; Yang and Maciejowski, 2012; Rotondo et al., 2012; Sami
and Patton, 2012d,a], fault estimation solutions (for some faults) are included in [Yang and Maciejowski,
2012], [Rotondo et al., 2012] and [Sami and Patton, 2012d,a]. In [Yang and Maciejowski, 2012], an
extended Kalman Filter is used as one module for a model-predictive pre-compensator and estimates of
a scaling as well as a constant pitch angle fault are obtained. Estimates for pitch angle faults (offset and
parameter faults of the actuator dynamics) are also obtained in [Rotondo et al., 2012], where a parameter
estimation scheme (Block Least-Squares Algorithm) is utilised. In terms of the basic methodologies, the
works presented in [Sami and Patton, 2012d,a] probably come closest to the methods in this work, as
the observer designs are based on a nonlinear TS model and the applied observers (Fuzzy Fast Adaptive
Estimator, Proportional Multiple Integral Observer) yield direct reconstructions of fault signals.

For the FAST FDI benchmark model [Odgaard and Johnson, 2013], FDI and FTC solutions were presented
in [Badihi and Zhang, 2013; Jain et al., 2013; Luo et al., 2013; Sheibat-Othman et al., 2013; ?; Zeng et al.,
2013]. From among these works, only [Sheibat-Othman et al., 2013] present fault estimation, though only
for pitch dynamics parameter faults. The results, however, are not convincing. In the other 5 works, fault
detection and isolation, yet no fault reconstruction is achieved.

The TS sliding mode observer introduced in [Gerland et al., 2010b,a] was succesfully applied in [Schulte
et al., 2012] to a pitch system, i.e. a component subsystem of a wind turbine, to achieve sensor fault
reconstruction of pitch angle sensor faults. The modified TS SMO with the weighted switching term
introduced in [Georg and Schulte, 2014c] was applied in the same work to simultaneously reconstruct
pitch angle and generator torque actuator faults. In [Georg and Schulte, 2014a], the same observer was
applied for the reconstruction of actuator parameter faults. Though the obtained parameter reconstructions
are not yet of sufficient quality to be used in FTC schemes, the may suffice for fast fault detection schemes
and show the breadth of possible applications of the TS SMO (see Section 6.4.2).
The results presented in [Georg and Schulte, 2014c] were the first where direct fault reconstruction for
wind turbines was applied in simulations using FAST. Using the TS SMO for fault reconstruction also has
the advantage that several types of faults (additive, scaling, stuck faults) can be reconstructed with one and
the same observer and directly applied for fault compensation. In this way, only two observers, one for
actuator and one for sensor faults, are needed (see Chapters 6 and 7).

Fault-Tolerant Control

When it comes to fault-tolerant control for wind turbines, different approaches have also been applied
and tested in simulation studies. In [Sloth et al., 2011], passive and active fault-tolerant controllers are
compared with a robust controller in their effectiveness to accommodate altered actuator dynamics in the
(hydraulic) pitch system model. The different controllers are designed for the full-load region based on
linear parameter varying (LPV) models. The nonlinear simulation model largely corresponds to the one
presented in Chapter 2 in this work.

Later publications on FTC for wind turbines mainly used the FDI benchmark model [Odgaard et al., 2009,
2013]. In [Sami and Patton, 2012b], a passive sensor FTC strategy is implemented based on a sliding
mode controller for the partial load region that tolerates generator speed sensor faults and generator torque
offset faults. In [Odgaard and Stoustrup, 2012a], an FTC scheme is set up based on a bank of Unknown
Input observers. However, each single fault scenario requires a different observer design. In [Sami and
Patton, 2012d,a], a fast adaptive fuzzy estimator respectively a proportional multiple integral observer are
used to achieve a fault-tolerant behaviour in the partial load region. In [Rotondo et al., 2012], a parameter
estimation scheme is used for obtaining fault estimates, which are then utilised in a virtual actuator/sensor
fault-tolerant control strategy.

As for FTC solutions using the FAST FDI benchmark model [Odgaard and Johnson, 2013], [Badihi and
Zhang, 2013] present a Fuzzy Modelling and Identification (FMI) technique, which is applied to achieve
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FTC. However, the algorithm requires an initial training with a pre-defined dataset, which seems cumber-
some. Also, for a real turbine, there would be no pre-defined dataset available, due to the stochastic wind
behaviour. In [Jain et al., 2013], a projection-based approach for wind turbine FTC is presented but no
FDI module and thus no explicit fault reconstruction. In [Luo et al., 2013], a Youla parameterisation of
stabilising controllers is used with an embedded residual generator for fault detection. Again, no direct
fault reconstruction is implemented.

In this work, an FTC scheme for actuator and sensor faults in wind turbines is presented based on direct
fault reconstruction by means of a Takagi-Sugeno sliding mode observer [Gerland et al., 2010b,a; Georg
and Schulte, 2014c]. This concept was applied in [Georg and Schulte, 2013] to achieve fault-tolerant
control for wind turbines in the presence of actuator faults in the pitch angle and generator torque. In
[Georg and Schulte, 2014b], the same concept is also used for sensor fault-tolerant control.
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1.3 Outline of the Thesis

This thesis is structured in two main parts, Modelling and Control and Fault Diagnosis and Fault-
Tolerant Control, where part I forms the basis for part II.

Part I: Modelling and Control The first part starts with Chapter 2, where a nominal reduced-order
wind turbine model for the purpose of controller and observer design is studied, including its derivation
from Lagrangian dynamics. In Section 2.3, the model parameters of the NREL 5 MW reference turbine
[Jonkman et al., 2009] are adapted for the reduced-order model. Particularly important is to obtain the aero
maps for the rotor thrust and torque, which is laid out in Section 2.3.3.

Throughout this thesis, the Takagi-Sugeno (TS) model structure [Takagi and Sugeno, 1985] is used as
a framework to deal with system nonlinearities. In Chapter 3, the basic TS structure and the sector-
nonlinearity approach to obtain an exact representation of a nonlinear model are presented. Furthermore,
the nominal wind turbine model is derived in TS structure.

Chapter 4 is concerned with the design of the rotor speed controllers for the full load and transition region
of a wind turbine. For the latter (linear ) region, the generator torque is used as control input ("Torque
Control") and a linear LQR design is performed (see Section 4.2). For the nonlinear full load region, the
collective pitch angle is used as control input ("Pitch Control"). For this region, a PDC controller (Parallel
Distributed Compensation) is used (Section 4.1.2) which is based on Taylor-linearised models at several
stationary points. The PDC controller is in the same TS structure as the underlying design model. The
linear subcontrollers at each local point are designed using the LQ criterion (Section 4.1.3 and 4.1.4). A
global stability analysis for the full load region is conducted afterwards. In Section 4.3, a second-order
notch filter is designed, which is needed if the generator speed is used as controlled variable instead of the
rotor speed in simulation studies.

Chapter 5 deals with the design of a TS observer for the estimation of a rotor effective wind speed. The
underlying observer model is obtained by means of the sector-nonlinearity approach, such that the observer
can be used in the whole operating range. The wind speed is added as an additional state using a simple
first-order delay model (Section 5.1.1) such that it can be directly reconstructed. The observer is designed
by means of an optimal LMI criterion (Section 5.1.2). Simulation results are given in Section 5.2.

Part II: Fault Diagnosis and Fault-Tolerant Control In Chapter 6, observer-based methods for fault
diagnosis are described. In particular, a Takagi-Sugeno Sliding mode observer (introduced in Section 6.1)
is used in this work for direct reconstruction of faults (Section 6.2). Since a simultaneous reconstruction
of faults of significantly differing orders of magnitude was not possible with the standard switching term
of a TS Sliding Mode Observer, a modified, weighted switching term is introduced in this work (Section
6.3). It can be shown that an ideal sliding motion can be established in finite time when using the modified
switching term (Section 6.3.2). In Sections 6.4 and 6.5, some examples for actuator and sensor faults of
different fault types (additive, scaling, stuck faults) are simulated and reconstructed.

In Chapter 7, the fault-tolerant control strategies for actuator (Section 7.1) and sensor (7.2) faults are
introduced and tested in simulations with several faults of different types. A global stability analysis in
the full load region is conducted for both actuator (7.1.3) and sensor faults (7.2.2) to check whether the
stability is ensured in the presence of faults and active fault compensation.

Finally, a conclusion, an overview of new contributions to the research field, and an outlook on possible
future work are given in Chapter 8.
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2

Wind Turbine Modelling

2.1 Simulation Model

Prior to testing any new control strategies on a real wind turbine, the efficacy of a scheme has to be tested
in detailed aero-elastic simulation studies. Several simulation packages exist that are commonly used
in academia and industry for wind turbine load simulation. In this work, the simulation package FAST
[Jonkman and Buhl Jr., 2005] by NREL is used as a reference simulation evironment and the NREL 5 MW
turbine [Jonkman et al., 2009] is taken as a reference model for all simulation studies.

2.2 Control Design Model

FAST is a detailed wind turbine model with 24 degrees of freedom. As such, it is appropriate for testing the
developed control algorithms but not for control design. For the latter purpose, a reduced-order dynamic
wind turbine model, which captures only dynamic effects directly influenced by the control, is derived in
this section and will be used in several variants for model-based control and observer design. With slight
modifications, it corresponds to the model presented in [Bianchi et al., 2007], yet originates from [Bindner,
1999].

The complete model consists of several submodels for the mechanical structure, the aerodynamics, as
well as the dynamics of the pitch system and the generator/converter system (see figure 2.1). The genera-
tor/converter dynamics can be modelled as a first order delay system. However, as the delay time constant
is very small, in some simulation examples in this work, an ideal converter is assumed, with the result that
the reference generator torque signal is equal to the actual generator torque. In these cases, the generator
torque is therefore treated as a system input.

2.2.1 Mechanical Model

A mechanical wind turbine model with four degrees of freedom is considered, where those degrees of
freedom are included that are most strongly affected by the wind turbine control:

1. Fore-aft tower bending

2. Flap-wise blade bending

3. Rotor rotation

4. Generator rotation

13
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v
Aero

FT , Ta

ωr

Mechanics

β

Pitch Converter

x

βd

Tg,d

Tg

Figure 2.1: Schematics of the submodels of the complete wind turbine model with their respective inputs
and outputs. v: wind speed; FT , Ta: rotor thrust force and rotor torque; ωr: rotor angular velocity; x: state
vector; Tg: generator torque; Tg,d: demanded generator torque; β: pitch angle; βd: demanded pitch angle

yTFT

mT

kT

dT

FT

yT

Figure 2.2: Tower bending (left) and mechanical model with translational spring and damper (right). Left
subfigure reprinted from [Georg et al., 2012] c© 2012 IEEE.

Tower and blade bending are not modelled by means of bending beam models, but only the translational
displacement of the tower top and the blade tip, respectively, are considered, where the bending stiffness
parameters are transformed to equivalent translational stiffness parameters (see figs. 2.2 and 2.3. For the
tower, the equivalent translational stiffness parameter is derived by means of a direct stiffness method
common in structural mechanics calculations (see section 2.3.2).

Upon a movement of the tower, the blades move, too. Therefore, the blade tip displacement is considered
in the moving tower coordinate system and the tower motion must be taken into account for the derivation
of the kinetic energy of the blade (see below in Subsection „Derivation of the Equations of Motion“). The
moving tower coordinate system is also indicated by the arrows with label ẏT in Figure 2.3.

The force FT acts both on the tower and on N blades. Only one collective blade degree of freedom is
considered. The N blade degrees of freedom would have to be considered individually if control strategies
for load reduction involving individual blade pitch control were to be designed.

The assumption that the same external force FT acts both on the tower degree of freedom and on the
blade degree of freedom (with N blades) is a simplification. It is reasonable, however, because the rotor
thrust force, which is caused by the aerodynamic lift forces acting on the blade elements, acts on the tower
top and moreover causes a distributed load on each blade. This distributed load causes a bending of the
blade, which could be modelled as a bending beam. A beam subjected not to a distributed load but to a
concentrated load at the upper point (as in the model) must have a higher bending beam stiffness, in order
that the same displacement results at the upper point. In the reduced-order wind turbine model, only the
blade tip displacement will be considered, which necessitates the transition from the bending stiffness to
a translational stiffness. To obtain an adequate translational stiffness constant, the bending stiffness of the
bending beam must thus be larger than in the case with a distributed load.

The drivetrain consisting of rotor, shaft and generator is modelled as a two-mass inertia model including
shaft torsion, where the two inertias are connected with a torsional spring with spring constant kS and a
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yB

ẏT

FT

mB

kB

dB

FT

yB

ẏT

Figure 2.3: Blade bending in the moving tower coordinate system (left) and mechanical model with trans-
lational spring and damper (right). Left subfigure reprinted from [Georg et al., 2012] c© 2012 IEEE.

ks ds

Jr

Jg

Ta Tg

ωr ωg

Figure 2.4: Model of the drivetrain. The angular velocities ωr and ωg are the time-derivatives of the rotation
angles θr and θg; figure reprinted from [Georg et al., 2012] c© 2012 IEEE.

torsional damper with damping constant dS (see figure 2.4). The rotor is acted upon by the rotor torque Ta,
which is caused by the lift forces on the individual blade elements. The applied generator torque Tg acts
on the generator. An ideal gearbox with gearbox ratio 1 is considered, which simplifies the equations of
motion for the drivetrain. For the purpose of comparing simulation results of the reduced-order model with
simulation results of the NREL 5 MW reference turbine using FAST, where a gearbox ratio is included, a
gearbox ratio can be implicitly considered in the model parameter for the generator inertia Jg by multiply-
ing the given generator inertia of the reference turbine by the square of the gearbox ratio (see section 2.3).

Derivation of the Equations of Motion

The equations of motion are derived by means of Lagrangian dynamics, which first requires to define the
generalised coordinates and generalised external forces. Afterwards, the energy terms of the system are
deduced, from which the equations of motion are derived.

The vector of generalised coordinates is given by: q := (yT yB θr θg)
T

and the vector of external forces is defined by: f := (FT FT Ta − Tg)T .

The generalised force FT in the model is the rotor thrust force, which can be calculated from the wind
speed at the blade and from the aero map of the thrust coefficient. The generalised force Ta is given by
the aerodynamic rotor torque, which can be calculated from the wind speed and from the aero map of the
torque coefficient (see section 2.2.4).

Taking account of the tower motion, the complete blade tip displacement is: yB,ges := yT + yB
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The kinetic energy is thus given by

EK =
1

2
mT ẏ

2
T +

1

2
N mB ẏ

2
B,ges +

1

2
Jr θ̇

2
r +

1

2
Jg θ̇

2
g

=
1

2
mT ẏ

2
T +

1

2
N mB (ẏT + ẏB)

2
+

1

2
Jr θ̇

2
r +

1

2
Jg θ̇

2
g .

(2.1)

The potential energy can be obtained as

EP =
1

2
kT y

2
T +

1

2
N kB y

2
B +

1

2
kS (θr − θg)

2
. (2.2)

The dampings in the system give rise to generalised friction forces, which can be written as derivatives of
a quadratic form, the dissipation function [Landau and Lifshitz, 1976]. For the model, it is given by

PD =
1

2
dT ẏ

2
T +

1

2
N dB ẏ

2
B +

1

2
dS

(
θ̇r − θ̇g

)2

. (2.3)

The Lagrangian equations of 2nd order including dissipation are given by [Landau and Lifshitz, 1976]

d
dt

(
∂L

∂q̇i

)
− ∂L

∂qi
= fi −

∂PD
∂q̇i

, (2.4)

where the Lagrangian function L denotes the difference between kinetic and potential energy. As the
kinetic energy in equation (2.1) does not depend on the generalised coordinates and the potential energy in
equation (2.2) does not depend on the generalised velocities, one obtains

d
dt

(
∂EK
∂q̇i

)
+
∂EP
∂qi

+
∂PD
∂q̇i

= fi . (2.5)

Explicitly calculating the derivatives in equation (2.5) for each of the four degrees of freedom yields four
equations of motion, which describe the dynamics of the mechanical system:

(mT + NmB) ÿT + NmB ÿB + dT ẏT + kT yT = FT (2.6)
NmB ÿT + NmB ÿB + NdB ẏB + NkB yB = FT (2.7)

Jr θ̈r + dS (ωr − ωg) + kS (θr − θg) = Ta (2.8)

Jg θ̈g − dS (ωr − ωg) − kS (θr − θg) = −Tg (2.9)

This system of equations can be written in matrix form as

M q̈ + D q̇ + K q = f , (2.10)

where the mass matrix M, the damping matrix D and the stiffness matrix K are given by

M =


mT +NmB NmB 0 0

NmB NmB 0 0
0 0 Jr 0
0 0 0 Jg

 , (2.11)
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D =


dT 0 0 0
0 NdB 0 0
0 0 dS −dS
0 0 −dS dS

 , (2.12)

K =


kT 0 0 0
0 NkB 0 0
0 0 kS −kS
0 0 −kS kS

 . (2.13)

Model Including Gearbox Ratio

For the derivation of the equations of motion in section 2.2.1 a turbine without gearbox was assumed, such
that rotor and generator speed are of the same order of magnitude. Comparison with simulations using
FAST, where a gearbox ratio is included, can be achieved by means of a factor in the parameter Jg for the
generator inertia (see remark on page 15 and section 2.3).
In some cases, though, it might be useful to include a gearbox ratio ng directly into the model equations. In
that case, the following expressions for the energy terms and the dissipation function are obtained, where
only the drivetrain degrees of freedom are considered, since the tower and blade degrees of freedom remain
unchanged:

EK =
1

2
Jr ω

2
r +

1

2
Jg ω

2
g (2.14)

EP =
1

2
kS

(
θr −

1

ng
θg

)2

(2.15)

PD =
1

2
dS

(
ωr −

1

ng
ωg

)2

. (2.16)

Evaluating the Lagrangian equations (2.5) yields the following equations of motion for the rotational de-
grees of freedom.

ω̇r =
1

Jr

(
−dS

(
ωr −

1

ng
ωg

)
− kS

(
θr −

1

ng
θg

)
+ Ta

)
(2.17)

ω̇g =
1

Jg

(
kS
ng

(
θr −

1

ng
θg

)
+
dS
ng

(
ωr −

1

ng
ωg

)
− Tg

)
. (2.18)

Including tower and blade dynamics, the system equations can be written in matrix form as
M q̈ + D q̇ + K q = f , with

M =


mT +NmB NmB 0 0

NmB NmB 0 0
0 0 Jr 0
0 0 0 Jg

, D =


dT 0 0 0
0 NdB 0 0

0 0 dS −dSng

0 0 −dSng

dS
n2
g

,

K =


kT 0 0 0
0 NkB 0 0

0 0 kS −kSng

0 0 −kSng

kS
n2
g

.



18 2. WIND TURBINE MODELLING

State-Space Model

The 2nd-order system of differential equations (2.10) can be transformed to a state-space model (1st-order
system of differential equations) by introducing the state vector x := (q q̇)

T . To this end, equation
(2.19) is solved for the second time derivative of the coordinate vector q:

M q̈ + D q̇ + K q = f

⇔ q̈ = −M−1D q̇ − M−1K q + M−1 f . (2.19)

The state-space model can thus be obtained as

ẋ = Amech x + Bmech umech

y = Cmech x ,
(2.20)

with the state vector x = (yT yB θr θg ẏT ẏB ωr ωg)
T ,

the input vector umech = (FT Ta Tg)
T , the system matrix

Amech =

(
04×4 I4×4

−M−1K −M−1D

)
and the input matrix Bmech =

(
04×3

M−1Q

)
,

where the auxiliary matrix Q =


1 0 0
1 0 0
0 1 0
0 0 −1

 represents the action of the external forces.

For the purpose of merely simulating the model, the output vector can be equated with the state vector, i.e.
Cmech = I8×8. For a later observer design the measureable states have to be identified.

Model with Torsion Angle

If the rotor and generator rotation angles does not need to be calculated explicitly, it is advisable to consider
only the torsion angle, i.e., the difference θs := θr − θg of the rotation angles1, as a system state.

The structure of the state-space model remains equal to the one in (2.20):

ẋ = Amech x + Bmech umech

y = Cmech x .
(2.21)

This time, however, with the following changes of state vector and system matrices:

x =
(
yT yB θs ẏT ẏB θ̇r θ̇g

)T
, Amech =

(
03×3 L34

−M−1K̃ −M−1D

)
,

with L34 =

1 0 0 0
0 1 0 0
0 0 1 −1

 and K̃ =


kT 0 0
0 NkB 0
0 0 kS
0 0 −kS

.

The input matrix is modified to Bmech =

(
03×3

M−1Q

)
.

1In case a gearbox ratio ng is included in the model equations, the torsion angle is defined as θs = θr − 1
ng
θg .
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2.2.2 Pitch Model

In pitch-controlled wind turbines, the pitch angle of the blades is altered in the full load region to reduce the
aerodynamic rotor torque and thereby to keep the turbine at the desired rotor speed. Moreover, the pitching
of the blades to feather position (90◦) functions as the main braking system to bring the turbine to standstill
in critical situations. Two different types of pitch systems are common in wind turbines, hydraulic and
electromechanical pitch systems. For hydraulic pitch systems, the dynamics can be modelled by means
of a second-order delay model [Odgaard et al., 2009], which is able to display oscillatory behaviour. For
electromechanical pitch systems, which are more widespread in use, a first-order delay model may be
sufficient. In this work, a first-order delay model is employed:

β̇ = −1

τ
β +

1

τ
βd , (2.22)

where β and βd denote the physical and the demanded pitch angle, respectively, and τ denotes the delay
time constant.

2.2.3 Model of the Generator and Converter Dynamics

An explicit model for the generator/converter dynamics can optionally be added to the complete system
model (2.20) or (2.21). For mere simulation and control purposes, this is not necessary, since the genera-
tor/converter dynamics are fast. For the purpose of fault detection, however, an explicit generator/converter
model needs to be included in order to detect actuator or sensor faults of the generator torque (see chapter
6). A simple first order delay model is sufficient and commonly used in the literature [Odgaard et al., 2009]:

Ṫg = − 1

τg
Tg +

1

τg
Tg,d , (2.23)

where Tg,d denotes the demanded generator torque and τg the delay time constant.

2.2.4 Aerodynamic Model

The aerodynamic submodel consists of the expressions for the thrust force FT acting on the rotor and the
aerodynamic rotor torque Ta. These are determined by the reference force Fst and by the aerodynamic
rotor thrust and torque coefficients CT and CQ that depend on the pitch angle β and the tip speed ratio
λ = ωrR

v [Gasch and Twele, 2012]:

FT = Fst CT (λ, β) (2.24)
Ta = Fst RCQ (λ, β) . (2.25)

The reference force Fst is defined from the impact pressure 1
2 ρ v

2 and the rotor swept area π R2 (with rotor
radius R), where ρ denotes the air density:

Fst =
1

2
ρ π R2 v2 . (2.26)

For the simulations, the static wind speed v is used but not the dynamic wind speed ve := v − ẏB,ges =
v − (ẏT + ẏB) corrected by the tower and blade motion. The reason for using the static wind speed is that
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the aero maps used for the calculation of the rotor thrust and torque are also static, which renders a dynamic
correction redundant. What is more, a dynamic correction in this case might lead to distorted results.

Thus it holds:

FT =
ρπR2

2
CT (λ, β) v2 (2.27)

Ta =
ρπR3

2
CQ (λ, β) v2 . (2.28)

The rotor thrust FT and torque Ta are therefore nonlinearly dependent on the wind speed, the rotor speed,
and the pitch angle.

2.2.5 Complete Model

Inserting expressions (2.27) and (2.28) for rotor thrust and torque into the mechanical model (2.21) and
adding the models (2.22) and (2.23) for the pitch and generator/converter dynamics, a new nonlinear state-
space model is obtained:

ẋ = A x + B u + g(x, v) ,

y = C x ,
(2.29)

with a state vector extended by the pitch angle and the generator torque:
x = (yT yB θs ẏT ẏB ωr ωg β Tg)

T .

Since the rotor thrust force and rotor torque, which were used as inputs for the input vector umech in the
mechanical submodel (2.21), were explicitly inserted in (2.21), a new input vector is obtained for the
complete model:

u = (βd Tg)
T , whose components are the demanded pitch angle and the generator torque. The wind

speed is treated as a disturbance input.

The linear part of the state-space model (2.29) is determined by the new system and input matrices2

A =


03×3 L34 03×1 03×1

−M−1K̃ −M−1D 04×1

(
03×1

− 1
Jg

)
01×3 01×4 − 1

τ 0
01×3 01×4 0 − 1

τg

 , B =

07×1 07×1
1
τ 0
0 1

τg

 .

The system vector g in Equation (2.29) nonlinearly depends on the state vector x and the wind speed v:

g(x, v) =


04×1

1
NmB

FT (x, v)
1
Jr
Ta (x, v)

03x1

 . (2.30)

Here, the rotor thrust FT and torque Ta are given by (2.27) und (2.28), respectively. The mass and damping
matrices are still defined as in (2.11), (2.12). The stiffness matrix is given as introduced in section 2.2.1.

2In the case that no explicit 1st-order dynamics of the generator torque were included in the model, the term−1/Jg would appear
in the input matrix B instead of the system matrix A.
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Centrifugal Blade Stiffening

In a real wind turbine, the centrifugal forces acting on the rotating rotor blades lead to a stiffening of
the blades. As a consequence, the bending behaviour of a rotor blade depends on the rotor speed ωr.
Within the translational spring-mass system of the blade-tip displacement according to Figure 2.3, such a
modification can be implemented by introducing a rotor speed dependent term in the translational blade
stiffness parameter:

kB,eff = kB + kcentr
B (ωr) = kB + αmB rB ω

2
r , (2.31)

where rB denotes the distance from the blade root to the blade centre of mass and α is a constant that needs
to be adjusted to the simulated turbine. Including the centrifugal stiffening correction, the nonlinear system
vector g(x, v) of the state-space model (2.29) is modified to

g(x, v) =



03×1

N
mT

kcentr
B (ωr) yB

1
NmB

FT (x, v) + mT +N mB

mT mB
kcentr
B (ωr) yB

1
Jr
Ta (x, v)

03x1


. (2.32)

The inclusion of a centrifugal term is inspired from the FAST simulation software, where the correction
is done for every blade section. For the substitute translational blade bending model according to Figure
2.3, an approach according to (2.31) is appealing, for example if overspeed scenarios shall be taken into
account. In first simulation tests with a freely rotating turbine at high tip-speed ratios, it could be shown
that the results for the blade-tip displacement in the reduced-order model correspond better to the FAST
simulation results when including the correction (2.31). However, for the usual operating regimes of a
wind turbine, the corrections induced by the centrifugal blade stiffening are only minor. Furthermore,
when including (2.31) into a TS model for controller or observer design, an additional nonlinearity is
introduced, which doubles the number of TS submodels (see chapter 3). For these reasons, a centrifugal
correction is not considered in the rest of this work.

2.3 Model Parameters

For all simulations in this work, the NREL 5 MW turbine is taken as a reference model, for which the
system parameters and the corresponding input files for FAST simulation are available [Jonkman et al.,
2009]. When adapting the NREL 5 MW turbine model for the reduced-order model (2.29) with four
mechanical degrees of freedom, some parameters can be directly adopted from [Jonkman et al., 2009] and
from example FAST input and log files, whereas others have to be recalculated or adapted, in particular the
stiffness parameters for the tower and blade degrees of freedom.

All parameters for the reduced-order wind turbine model directly taken or adapted from the NREL 5 MW
reference turbine are listed in appendix A.1. The next sections are concerned with those parameters that
need to be specifically adapted for the reduced-order model.
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2.3.1 Aerodynamic Damping Parameters

Due to weak structural damping in the tower, the damping of the nacelle-tower vibrations is mainly deter-
mined by the aerodynamic rotor damping and the damping due to the ground. For a reduced-order model
like (2.29), the aerodynamic rotor damping in fore-aft direction can be taken as an estimate for the damp-
ing parameter dT of the tower-top motion [Gasch and Twele, 2012]. The aerodynamic damping in fore-aft
direction can be approximated as

d11 (λ, β) = 0.5 ρ π R2 v d∗11 (λ) , (2.33)

where the dimensionless parameter d∗11 (λ, β) depends on the tip speed ratio and on the pitch angle and
shows a similar behaviour for different turbine sizes [Kaiser and Gasch, 1996; Kaiser, 2000]. Estimating
d11 (λ, β) accordingly for different stationary points of the 5 MW reference turbine for the whole operating
range of the turbine yields values between 3 · 104 Ns

m and 10 · 104 Ns
m . Here, the tower damping parameter

is set to a constant value of dT = 7 · 104 Ns
m . The blade damping parameter is set to dB = 2 · 104 Ns

m .

2.3.2 Structural Parameters

In FAST, the dynamics of fore-aft tower and flap-wise rotor blade bending are implemented by means of
beam bending models, whereas in the reduced-order model (2.29), the tower and blade bending dynamics
are reduced to simple spring-mass-damper systems for the tower top and blade tip deflections (see Figures
2.2 and 2.3). Therefore, the bending stiffness parameters given in the documentation for the NREL 5 MW
turbine [Jonkman et al., 2009] must be converted to equivalent translational stiffness parameters.

In a first phenomenological approach, the translational stiffness parameters were obtained by manual ad-
justment according to results from simulations of load-free start-up procedures. The stiffness parameters
were adjusted, such that the average behaviour of the time-series of the tower top and blade tip displace-
ments yT and yB were in good agreement with the corresponding FAST simulation results for a constant
wind speed of v = 8 m

s at a constant pitch angle of β = 0◦.
This approach yielded the following parameters: kT = 1962000 N

m , kB = 40000 N
m .

The approach using simulations of load-free start-up procedures enables an estimate of the effective stiff-
ness constants in a scenario of static deflection of the tower and blade, since an equilibrium of aerodynamic
forces is reached at the idling tip speed ratio.

Apart from the stiffness parameters, effective mass parametersmT andmB for the tower-nacelle and blade
motion in the translational spring-mass model have to be calculated, as only parts of the complete tower and
blade masses contribute to the tower-top and blade-tip motions. For the tower-nacelle motion, the effective
mass mT in Equation (2.6) is estimated as
mT = mRotor + mNacelle + 0.25mTower, which has proven a reasonable assumption [Gasch and Twele,
2012]. Similarly, the effective blade mass for the blade tip motion is estimated as mB = 0.25mBlade.

Direct Stiffness Method for Derivation of Effective Tower Stiffness

To obtain a more theoretically grounded result for the effective translational stiffness parameters, a direct
stiffness method, common in structural mechanics calculations [?], was applied in [Georg, Müller, and
Schulte, 2014].
The direct stiffness method allows to calculate eigenfrequencies and eigenmodes of structures consisting of
several segments of defined length, mass and bending stiffness. For each segment, the characteristic forces
and displacements can be calculated from the previous segment by means of a transfer matrix depending
on the frequency of the structure [?]. Applying the total transfer matrix as the product of the individual
transfer matrices, as well as the boundary conditions for the rigid and the free ends of the beam, yields a
homogeneous system of equations for the displacements at the top of the total structure, which is fulfilled
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for the eigenfrequencies of the structure. In order to calculate an equivalent bending stiffness for the
complete structure, it is sufficient to find the first eigenfrequency ω1. For the tower, it was calculated as
ω1 ≈ 2.14 rad

s and was validated against the NREL-Software BModes [Bir, 2012] (ω1,BModes ≈ 2.08 rad
s ).

The equivalent bending stiffnessBtotal of the complete structure can then be calculated using beam bending
theory for a virtual single beam with one free end:

ω1 = κ2
1

√
Btotal
µtotal

⇒ Btotal =
ω2

1 µtotal
κ4

1

≈ 4.44 · 1011 Nm2 , (2.34)

where κ1 = 1.423 · 10−2 is a factor that can be found in standard mechanics textbooks and µtotal is the
total mass per length. Finally, the equivalent bending stiffness can be transferred into a translational spring
stiffness constant using simple relations for the deflection w of the beam (with total length l) and the mass
in the translational spring-mass system, where the applied force F corresponds to the rotor thrust force FT :

w =
F l3

3Btotal
(beam), F = k w (spring-mass system) ⇒ k =

3Btotal
l3

. (2.35)

For the tower, the described approach yielded an equivalent translational stiffness constant of
kT = 1981900 N

m , which is in good agreement with the constant obtained by means of the phenomenolog-
ical approach.
However, for the equivalent blade stiffness constant, the direct stiffness calculation yielded no realistic
result, such that the value obtained from the simple approach is taken for all simulation studies.

2.3.3 Aero Maps for Rotor Thrust and Torque

The equations (2.27) and (2.27) for the aerodynamics contain the rotor thrust and torque coefficients CT
and CQ, which nonlinearly depend on the tip-speed ratio and on the pitch angle. The coefficients are
determined by nonlinear aero maps, which must be known for the whole range of pitch angles and tip speed
ratios up to the respective idling tip speed ratio. The description with aero maps is a static approximation
of more detailed aerodynamic calculations implemented in wind turbine load simulation tools like FAST,
which utilises the module AeroDyn [Laino and Hansen, 2002] for this purpose.
A common approach in wind turbine load simulation is the blade element momentum (BEM) method,
where the aerodynamic lift and drag forces at each blade section are calculated and integrated afterwards to
obtain the rotor thrust and torque (see for example [Hansen, Martin O. L., 2008; Burton et al., 2011; Gasch
and Twele, 2012]).

Two methods were employed in this work to obtain the aero maps. First, a BEM code was implemented
according to the algorithm described in [Gasch and Twele, 2012]. Using the geometrical and aerodynamic
blade section parameters for the NREL 5 MW turbine, the aero maps can thus be calculated. This approach
yields reasonable results.

However, as the internal calculations in AeroDyn are more precise3, a second method was devised, whereby
the aero maps were extracted from several FAST/AeroDyn simulation runs. Simulating load-free start-up
procedures of the wind turbine at a given constant wind speed and zero applied generator torque (Tg = 0
Nm), the wind turbine accelerates up to the idling tip speed and will then have run through the whole
domain of tip speed ratios from λ = 0 up to the idling tip speed ratio. This procedure requires relatively
few simulation runs to determine the complete aero maps for CQ and CT . In appendix A.2, the procedure
is described in more detail.

3A more complex aerodynamics calculation than BEM is implemented in AeroDyn
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Analytical Approximation of the Aero Maps

For simulation purposes only, tabulated versions of the aero maps CQ and CT would suffice. For control
design, however, the derivatives of the rotor torque (and thrust) are needed, which necessitates a description
of the aero maps in form of analytical functions.

The CQ map can be approximated using a modified and expanded form of the function for the power
coefficient given in [Heier, 2006] (which is itself a modified version of the expressions given in [Wasynczuk
et al., 1981] and [Amlang et al., 1992]):

C̃Q (λ, β) = c1

(
1 + c2 (β + c3)

1
2

)
+
c4
λ

(c5 λi (λ, β) − c6β − c7β
c8 − c9) exp (−c10 λi (λ, β)) (λ > 0) ,

(2.36)

with λi (λ, β) = 1
λ + 0.08β

− 0.035
c11 + c12β

3 (λ > 0) .

The function C̃Q may assume negative values. If the analytical form ofCQ shall be used in simulations, un-
physical negative coefficients must be excluded. To this end, function (2.36) is multiplied by an additional
term, which yields the final approximation for CQ:

CQ (λ, β) = C̃Q (λ, β)
1 + sgn C̃Q (λ, β)

2
. (2.37)

The coefficients were determined using the MATLAB R© Curve Fitting Toolbox by fitting Equation (2.37)
to the values of CQ obtained from FAST/AeroDyn simulations of the 5 MW turbine. The following values
were obtained:4

c1 = 0.005 c2 = 1.53 c3 = 0.5 c4 = 0.18

c5 = 121 c6 = 27.9 c7 = 198 c8 = 2.36

c9 = 5.74 c10 = 11.35 c11 = 16.1 c12 = 201 .

The map for CT was approximated using the following polynomial-exponential function:

C̃T (λ, β) = a1 + a2 (λ− a3β) e−a4β + a5 λ
2 e−a6β + a7 λ

3 e−a8β . (2.38)

Again, to exclude unphysical negative coefficients, function (2.38) is multiplied by an additional term,
which yields the final approximation for CT :

CT (λ, β) = C̃T (λ, β)
1 + sgn C̃T (λ, β)

2
. (2.39)

The coefficients were determined as

a1 = 0.006 a2 = 0.095 a3 = −4.15 a4 = 2.75

a5 = 0.001 a6 = 7.8 a7 = −0.00016 a8 = −8.88 .

4These coefficients correspond to a calculation using the SI unit [rad] for the pitch angle.
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Figure 2.5: Aerodynamic rotor torque coefficient CQ for different fixed pitch angles. Blue lines: CQ
extracted from FAST/AeroDyn simulations; Green lines: CQ obtained from BEM calculation; Red lines:
CQ obtained from analytical approximation (2.37). The yellow point indicates the respective stationary
point in the full-load region for each fixed pitch angle.

In Figures 2.5 and 2.6, the CQ and CT coefficients are depicted for five different fixed pitch angles between
0 and 20◦. In each figure, the curves extracted from FAST/AeroDyn simulations are compared both to those
obtained from BEM calculations and to those from the analytical functions (2.37) and (2.39). One can see
that the overall agreement between the analytical functions and the curves obtained from FAST and from
BEM calculations is quite good, considering that only one two-dimensional analytical function is used for
either of the rotor torque and thrust coefficient. In particular, for the rotor torque coefficient CQ, there
should be a very good agreement between the derivatives of CQ with respect to the tip speed ratio λ for
each pitch angle at the respective stationary point in the full-load region. This is because for the controller
design in the full-load region, a local controller is designed for each stationary point and the derivatives
of CQ with respect to λ and β enter the linearised matrix which influences the resulting controller gain
coefficients (see chapter 4). One can see from Figure 2.5 that there is a very good agreement between
the slopes of CQ at the respective stationary points especially for small pitch angles. With increasing
pitch angle, the discrepancy between the slopes of the curves obtained from the analytical function and the
tabulated curves slightly increases, but is still acceptable. The stationary points depicted in Figures 2.5 and
2.6 correspond to the aero maps represented by the analytical functions.
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Figure 2.6: Aerodynamic rotor thrust coefficient CT for different fixed pitch angles. Blue lines: CT
extracted from FAST/AeroDyn simulations; Green lines: CT obtained from BEM calculation; Red lines:
CT obtained from analytical approximation (2.39). The yellow point indicates the respective stationary
point in the full-load region for each fixed pitch angle.

The derivation of the aero maps for the 5 MW turbine described in this section and the approximated
functions (2.36) and (2.38) were first published in [Georg et al., 2012]:

Sören Georg, Horst Schulte, Harald Aschemann. Control-Oriented Modelling of Wind Turbines Using a Takagi-Sugeno Model Structure.

IEEE International Conference on Fuzzy Systems, pp. 1737 – 1743, Brisbane, Australia, 2012. c© 2012 IEEE.
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2.4 Remark on Measurement Noise

In the wind turbine FDI benchmark models [Odgaard et al., 2009, 2013; Odgaard and Johnson, 2013],
white noise is added to all measurement signals. This is based on the assumption that adding white noise to
the sensor signals leads to more realistic scenarios. This, however, is not the case, as a realistic simulation
would demand a precise knowledge of each sensor and its measuring quality. From the author’s working
experience with a wind turbine manufacturer, all important measurements utilised in the present work (rotor
and generator speed, pitch angle, generator torque), are virtually noise free or only superimposed with very
weak noise. It was thus decided to omit measurement noise in this work.

What is present in wind turbines however, is one characteristic frequency imposed on the generator speed
signal due to the periodic rotor excitation of the drive train. When using the generator speed as a controlled
variable, a notch filter thus needs to be applied to smooth the generator speed signal. Such a notch filter
is routinely applied in industrial wind turbine control [Bossanyi, 2000] and was also applied for the FAST
simulations in Section 7.2 in this work, where the generator speed was used as controlled variable. For the
rotor speed measurement, a simplifying assumption was made in this work that it is a continuous signal,
which is justified for the purpose of validating the basic fault reconstruction facilities. In most current
wind turbines, the rotor speed signal is discretised, due to the limited number of metal pieces on the main
shaft that are scanned by a magnetic sensor, although better sensing technologies, which could yield nearly
continuous signals, are already available, like optical scanning of densely spaced barcodes.
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Takagi-Sugeno Model Structure

Due to the aerodynamics, the state-space model (2.29) of the wind turbine is nonlinear. When using this
model as a basis for (nonlinear) controller and observer design, a way must be found to adequately deal
with the nonlinearities.

Throughout this work, the nonlinear state-space models, as well as control laws and observer models, are
formulated in terms of the Takagi-Sugeno (TS) model structure. TS models provide a useful and uniform
framework for nonlinear controller and observer design. Originally introduced in the context of fuzzy
systems [Takagi and Sugeno, 1985], TS models are weighted combinations of linear submodels and can
either be derived from input-output data using system identification techniques [Takagi and Sugeno, 1985;
Sugeno and Kang, 1988] or from mathematical models of nonlinear systems. Methods based on linear
matrix inequalities (LMIs) allow for implicit stable controller and observer design for TS models [Wang
et al., 1996; Tanaka and Wang, 1997].

The general TS structure of a state-space model is of the form

ẋ =

Nr∑
i=1

hi(z) (Ai x + Bi u) ,

y =

Nr∑
i=1

hi(z) Ci x ,

(3.1)

withNr = 2Nl , whereNl denotes the number of dissimilar nonlinearities in the model, i.e. equal nonlinear
terms that appear in several matrix positions are only counted as Nl = 1. Matrices Ai, Bi and Ci have
constant coefficients. The vector z of premise variables may comprise states xk, inputs uk, and external
variables χ: z = z (x,u,χ). The functions hi are the membership functions and fulfill the two conditions

Nr∑
i=1

hi(z) = 1 (3.2)

0 ≤ hi(z) ≤ 1 (i ∈ {1, · · · , Nr}) . (3.3)

where Equation (3.2) is the convex sum condition. In many cases, there is only one common output matrix
C, such that the usual output equation y = C x is obtained.

In order to obtain the TS structure of a nonlinear model, and provided that a mathematical nonlinear model
is given, there are essentially two ways to derive the linear TS submodels. The first method is local Taylor

29
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linearisation of the nonlinear model around Nr stationary points and subsequent fuzzy-blending of the
linear submodels to a weighted sum according to (3.1), where standard fuzzy membership functions can be
used, like triangular, trapezoidal, sigmoid, or Gaussian functions [Schulte, 2006; Lendek et al., 2010]. The
linearisation approach is used in chapter 4 to obtain an approximated TS model for the controller design in
the full-load region.

The second method is the so-called sector nonlinearity approach [Tanaka and Sano, 1994a] (and references
therein), [Ohtake et al., 2001; Tanaka and Wang, 2001], which yields an exact representation of the nonlin-
ear model. This approach is used for all observer designs in this work. In the following, the procedure to
derive a TS model using the sector nonlinearity approach is illustrated at the example of the reduced-order
wind turbine model (2.29). This derivation was first published in [Georg et al., 2012] and forms the basis
for all variants of observer state-space models in TS structure in this work.

First, the nonlinearity of the vector g(x, v) from equation (2.30) in the state-space model (2.29) has to
be shifted to the membership functions hi, such that the subsystems (Ai x + Bi u) are linear state-space
models.

To this end, g(x, v) is first written as a product of a matrix and the state vector x:

g(x, v) =



04x1

1
NmB

FT (x, v)

1
Jr
Ta (x, v)

03x1


=



04x9

01x5
1

NmB
FT (x, v) 1

x6
01x3

01x5
1
Jr
Ta (x, v) 1

x6
01x3

03x9


︸ ︷︷ ︸

=: ANL(z)=ANL(x,v)

x , (3.4)

provided that the rotor speed ωr = x6 is greater than zero. This assumption is clearly valid in all situations
when the turbine is running.1

Then, the state equation of the state-space model (2.29) can be written as follows:

ẋ = (Alin + ANL (z)) x + B u , (3.5)

with

Alin =



03x3 L34 03x1 03x1

− kT
mT

NkB
mT

0 − dT
mT

NdB
mT

0 0 0 0

kT
mT

− kB
mB
− NkB

mT
0 dT

mT
− dB
mB
− NdB

mT
0 0 0 0

0 0 −kSJr 0 0 −dSJr
dS
Jr

0 0

0 0 kS
Jg

0 0 dS
Jg

−dSJg 0 − 1
Jg

0 0 0 0 0 0 0 − 1
τ 0

0 0 0 0 0 0 0 0 − 1
τg



, (3.6)

1For a practical implementation in a wind turbine control software, in order to prevent a division by zero, a tiny offset may be
added to x6 in the denominator to handle the case when the rotor speed is identical to zero, i.e., when the rotor is locked.
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ANL(z) =



04x9

01x5 f1(z) 01x3

01x5 f2(z) 01x3

03x9


. (3.7)

The scalar nonlinear functions f1 and f2 are given by

f1(z) =
1

NmB
FT (ωr, β, v)

1

x6
(x6 > 0) , (3.8)

f2(z) =
1

Jr
Ta (ωr, β, v)

1

x6
(x6 > 0) , (3.9)

which implies that the vector of premise variables in this case is given by z = (ωr, β, v). For the transition
to the TS model structure (3.1), functions f1 and f2 are written in a different form. Let f

1
and f1, respec-

tively f
2

and f2 denote the minimum and maximum values of the functions f1 and f2. Then the following
identities hold:

f1(z) = w11(z) f1 + w12(z) f
1
, (3.10)

f2(z) = w21(z) f2 + w22(z) f
2
, (3.11)

where the weighting functions wjk are given by

wj1(z) :=
fj(z)− f

j

f j − f j
and wj2(z) :=

f j − fj(z)

f j − f j
(j ∈ {1, 2}) . (3.12)

Note that for simulation purposes only, f
j

and f j could be any real values, as long as f
j
6= f j . However,

when the TS model is used for controller or observer design, the choice of f and f matters, because these
numbers describe the vertices of the linear submodels and therefore influence the control design.

From (3.10), (3.11) and (3.12) it follows that the weighting functions fulfill the convex sum condition

wj1 + wj2 = 1 (j ∈ {1, 2}) . (3.13)

From equation (3.13), and by defining the sum of membership functions as the product of the convex sums
of the weighting functions wjk:

Nr∑
i=1

hi(z) :=

Nl=2∏
j=1

(wj1 + wj2) , (3.14)
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it directly follows that
Nr∑
i=1

hi(z) = 1, i.e. the convex sum condition (3.2) for TS membership functions

holds. Furthermore, the structure defined by (3.14) corresponds to the structure of the nonlinear functions
in (3.10) and (3.11), such that f1 and f2, by multiplying them by an appropriate choice of a convex sum,
can be written as combinations of their respective minimum and maximum values and the membership
functions:

f1 =
(
w11 f1 + w12 f1

)
(w21 + w22)︸ ︷︷ ︸

= 1

= h1 f1 + h2 f1 + h3 f1
+ h4 f1

, (3.15)

f2 =
(
w21 f2 + w22 f2

)
(w11 + w12)︸ ︷︷ ︸

= 1

= h1 f2 + h2 f2
+ h3 f2 + h4 f2

. (3.16)

By using this formulation, the nonlinearities have been shifted to the membership functions, which in the
considered case are given by

h1 := w11 w21 , h2 := w11 w22 , h3 := w12 w21 , h4 := w12 w22 .

All other matrix entries aij of ANL(z), which happen to be zero in this case, are multiplied by
Nr∑
i=1

hi = 1,

such that ANL(z) can be written as a weighted sum of four matrices with constant coefficients:

ANL(z) =

Nr∑
i=1

hi(z) ANL,i , (3.17)

with

ANL,1 =



a11 · · · a19

...
a51 · · · a55 f1 · · · a59

a61 · · · a65 f2 · · · a69

...
a91 · · · a99


, ANL,2 =



a11 · · · a19

...
a51 · · · a55 f1 · · · a59

a61 · · · a65 f
2
· · · a69

...
a91 · · · a99


,

ANL,3 =



a11 · · · a19

...
a51 · · · a55 f

1
· · · a59

a61 · · · a65 f2 · · · a69

...
a91 · · · a99


, ANL,4 =



a11 · · · a19

...
a51 · · · a55 f

1
· · · a59

a61 · · · a65 f
2
· · · a69

...
a91 · · · a99


.

The state-space model (2.29) can thus be transformed into the TS form

ẋ =

Nr∑
i=1

hi(z) Ai x + B u =

Nr∑
i=1

hi(z) (Alin + ANL,i) x + B u ,

y = C x ,

(3.18)
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with z = (ωr, β, v). In the above example, the nonlinearities were completely shifted into the matrix A,
such that the term B u remains unchanged. Other nonlinear state-space models may call for a different TS
structure, where the nonlinear terms may as well appear in the input matrix B.

The minimum and maximum values of the functions f1 and f2 were estimated as

f
1

= 3.4 · 10−4 m
s
, f1 = 2.48 · 105 m

s
,

f
2

= 7.4 · 10−6 s−1 , f2 = 335.6 s−1 .

where the maximum values of CQ and CT were estimated according to the coefficients extracted from
FAST/AeroDyn simulations (see chapter 2). The minimum values of both CQ and CT were set to 0.001
to avoid zero entries for either f

1
or f

2
in the matrices ANL,i, as this may affect the observability of the

TS submodels. For the same reason, the minimum wind speed was set to vmin = 1 m
s . The maximum wind

speed was estimated as vmin = 60 m
s , which corresponds to the 50-year return gust speed for wind turbine

class II [GL Renewables Certification, 2010; Burton et al., 2011] and is well above the typical shut-down
extreme wind speed of 35 m

s . The minimum rotor speed was set to ωr,min = 0.01 rad
s , and the maximum

rotor speed was estimated as ωr,max = 16 · π30
rad
s , which is well above the rated speed of ωr,SP = 1.267 rad

s .
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Wind Turbine Control

The rotor speed control for a wind turbine is usually designed separately for the different load regions
(partial load, transition region, full load). In the partial load region below the rated wind speed, the pitch
angle is kept at the fine pitch angle (usually 0◦), where maximum energy extraction is possible, while
the generator torque is adjusted such that the turbine is operating around the optimal tip speed ratio and
thereby around the maximum power coefficient. The standard approach is a deterministic squared-law for
the generator torque in dependence on the rotor speed: Tg ∼ ω2

r .
In the transition region, the generator torque is raised to the maximum value using a fast controller (see
section 4.2). In the full load region above the rated wind speed, only the pitch angle is adjusted to control the
rotor speed around the desired rated rotor speed ωr,SP. Increasing the pitch angle reduces the aerodynamic
lift force at the rotor blades and thereby leads to a reduced rotor torque.

The plant dynamics in the partial load region, transition region, and full load region are thus completely
different. For these reasons, the two controllers using pitch angle respectively generator torque as control
inputs are considered and designed separately. In the wind turbine literature, these two separate control
loops are typically termed pitch control and torque control, respectively [Burton et al., 2011]. For the
sake of simplicity and comparability, these terms are therefore adopted in this work, too. For an overview
of wind turbine control see also the classic treatment in [Bossanyi, 2000], which still defines an industrial
standard.

In Figure 4.1, the different control zones of a wind turbine are illustrated by plotting the generator torque
versus the rotor speed. Typically, there is a cut-in rotor speed ωr,1, below which the turbine rotates freely
in load-free operation. Between ωr,1 and ωr,2, the generator torque is increased linearly until the optimal
torque control law Tg ∼ ω2

r is reached [Jonkman et al., 2009]. This optimal law is then followed up to
a defined rotor speed setpoint ωr,SP,trq, which defines the onset of the transition region, where the pitch
angle is still kept at the fine pitch angle. The generator torque controller in the transition region should be
reasonably fast, such that the maximum torque is reached when the pitch control is activated at the second
setpoint ωr,SP. This second setpoint coincides with the rated rotor speed, at which the rated power of the
wind turbine is reached. The values for the two setpoints ωr,SP,trq and ωr,SP are chosen differently in order
to decouple the two control loops for torque and pitch control. There also exist other strategies to realise
this decoupling (see [Bossanyi, 2000; Burton et al., 2011]).

In this chapter, controller designs for both the full load and the transition region are conducted. For the
linear transition region, a standard state-space controller with integral part is designed using the LQ op-
timal criterion (see section 4.2). For the full load region, a controller in TS structure, a so-called PDC
(Parallel Distributed Compensation), is designed based on Taylor-linearised submodels which are blended
with standard Fuzzy membership functions (Section 4.1.1). By using this approach, two aims are achieved.
First, the local subcontroller designs contain the derivatives of the aero maps, which represent the dynamics
at each respective stationary point, resulting in control gains well tuned to the aerodynamical behaviour.
Second, the PDC approach integrates the local controllers into a TS structure using the same membership
functions as the underlying design model, such that a stability analysis by means of LMI criteria is possible.
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Pitch control

Generator torque control

Figure 4.1: Regions of wind turbine control; Generator torque in dependence on the rotor angular speed

This does not mean that the chosen design method necessarily leads to a most optimal control in terms of
energy yield or load reduction. An array of different methods is available for approaching wind turbine
control, each with certain strengths and weaknesses. The works in [Boukhezzar and Siguerdidjane, 2005,
2010] present dedicated nonlinear state feedback control algorithms fed with an estimated wind speed
using a Kalman Filter. In [Taher et al., 2013], a gain-scheduled controller is presented, where the local
LQR weights are obtained from optimisation algorithms. In [Nourdine et al., 2010], an individual blade
pitch control strategy is included in an LQG design to achieve fatigue load reduction (see also discussion
in Section 4.1.3). In [Chadli and El Hajjaji, 2010], an integrated LMI controller design is conducted based
on linearised models. However, only 4 local models are used, which can hardly guarentee a sufficient
control performance. In [Bianchi et al., 2007], gain-scheduling controllers are implemented based on
linear parameter varying (LPV) systems. An early treatment of LQR control for wind turbines is given
in [Ekelund, 1997]. A standard gain-scheduling technique (with hysteresis) is used to switch between the
linear controllers, such that no global stability analysis can be conducted for the complete full load region.
As for the partial load region, [Corradini et al., 2013] present a sliding mode field-oriented control strategy
utilising an aerodynamic torque observer. In [Galdi et al., 2008, 2009], fuzzy clustering methods are
employed to obtain a TS model for maximum energy extraction in the partial load region.
Besides [Bossanyi, 2000; Burton et al., 2011], another overview of control strategies can be found in
[Leithead and Connor, 2000]. For a recent, fairly comprehensive review of different methods and strategies
see [Munteanu et al., 2008].

The control strategy used in this work achieves a reasonable control performance and constitutes a good
compromise between simplicity and complexity. Moreover, the chosen TS controller structure allows to
conduct stability analyses based on LMI condtions.
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4.1 Full Load Region - Pitch Control

In the full load region, the generator torque is kept at a constant value of Tg = Tg,max. For the pitch
control design in the full load region, the wind turbine state-space model (2.29) is thus considered without
an explicit torque state and using only the pitch angle as input. Then, (2.29) is modified to

ẋ = f(x, u) = A x + Bu + g(x, v) + a ,

y = C x ,
(4.1)

where the input u = βd is the desired pitch angle, the state vector is given by

x = (yT yB θr θg ẏT ẏB ωr ωg)
T and a is a constant affine vector that can be easily obtained

by considering the right column of the matrix A in (2.29):

a =

 06x1

− 1
Jg
Tg,max

0

 . (4.2)

A and B are the modified system and input matrices 1

A =

 03×3 L34 03×1

−M−1K̃ −M−1D 04×1

01×3 01×4 − 1
τ

 , B =

07x1

1
τ

 . (4.3)

In Sections 4.1.3 and 4.1.4, two controller designs are conducted based on an 8-state respectively 2-state
model. In both cases, all states are assumed to be measurable, i.e. the output matrix C is set equal to the
identity matrix with the respective dimension.

4.1.1 Linearisation

In first tests it could be verified that an LMI-based control design using the TS model (3.18) obtained with
the sector nonlinearity approach does not lead to a satisfying controller performance. The reason for this
is probably that the aerodynamic information from the rotor torque and trust coefficients CQ and CT is not
included in the TS submodels obtained with the sector nonlinearity approach. This information, however,
is vital to design a pitch controller with a satisfying controller performance, because the aerodynamic
sensitivity of the rotor blades, which is given by the derivatives of CQ with respect to λ and β, varies with
these two latter quantities. In particular, with increasing pitch angle, the aerodynamic sensitivity of a rotor
blade increases.
For these reasons, the pitch control design in this work is based on a Taylor linearised model, where for each
linear model a separate linear controller is designed. Afterwards, the local linear controllers are combined
to a global nonlinear controller for the complete full load region by fuzzy-blending the linear controllers.

Stationary Points

Prior to designing the controllers for the local linear submodels, the stationary points of the nonlinear
system must be determined. For all linear submodels, the stationary value of rotor and generator speed in

1B is a vector in this case. Nevertheless, a capital letter is used throughout, as well as for the disturbance matrix/vector E (see
below), to be consistent and to avoid confusion with the notation for the error vector e.
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the full load region is equal to the rotor speed setpoint, which is given by ωr,SP = 1.267 [Jonkman et al.,
2009]: ωr,i = ωg,i = ωr,SP .

The stationary pitch angle values were determined by simulating the nonlinear model at constant wind
speeds (see table 4.1 and figure 4.2). In this case, the analytical functions (2.37) and (2.39) for CQ and CT
were used, because the controller design is also carried out using the analytical approximations of the aero
maps.

v [ m
s ] β [deg]

11.26 0
11.3 0.26
11.4 0.9
11.5 1.5
11.6 2.1

v [ m
s ] β [deg]

11.7 2.6
11.8 3.1
11.9 3.6
12.0 4
12.2 4.8

v [ m
s ] β [deg]

12.5 5.9
12.7 6.5
13.0 7.4
13.5 8.6
14.0 9.7

v [ m
s ] β [deg]

14.5 10.7
15.0 11.5
15.5 12.3
16.0 13
17.0 14.3

v [ m
s ] β [deg]

18.0 15.5
20.0 17.5
22.0 19.3
24.0 20.9
26.0 22.5

Table 4.1: Stationary pitch angle values in the full load region in dependence on the wind speed, calculated
using the nonlinear function (2.37) for CQ.
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Figure 4.2: Stationary pitch angle values in the full load region in dependence on the wind speed, calculated
using the nonlinear function (2.37) for CQ.

Approximated TS Model for the Full Load Region

The nonlinear state-space model (4.1) is linearised around the stationary points listed in Table 4.1 and then
approximated as a weighted combination of linear submodels:

ẋ =

Nr∑
i=1

hi (β) (Ai ∆xi + Bi ∆ui + Ei ∆vi) , (4.4)

where Nr denotes the number of linear submodels. Here, a relatively large number number of Nr = 25
stationary points was used in order to reduce approximation errors. The difference terms are given by
∆xi = x−xi, ∆ui = βd−βi, ∆vi = v−vi. Triangular functions, which fulfill the convex sum condition∑
i hi = 1, are used as membership functions in dependence on the pitch angle (see figure 4.3). It is

common practice to use the pitch angle as scheduling variable instead of the wind speed for two reasons.
First, the nacelle anemometer measurement of the wind speed is simply a single-point measurement which
is no good estimate of the full wind field acting on the rotor. By contrast, the pitch angle, which is adjusted
such that the rotor speed is kept at the desired setpoint, inherently reflects the rotor effective wind. Second,
its measurement is less noisy and more reliable.

The matrices for the linear submodels are given by the Jacobi matrices of the complete nonlinear function
f in Equation (4.1) with respect to the states x, the input u = β and the disturbance v, evaluated at the
corresponding stationary points.
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βNr
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hNr
· · ·

β

hi (β)

Figure 4.3: Triangular membership functions for approximated TS model. Figure reprinted from [Georg
and Schulte, 2013] c© 2013 IEEE.

The matrices Ai are given by

Ai =
∂f

∂x

∣∣∣∣
i

= A +
∂g

∂x

∣∣∣∣
i

, (4.5)

where ∂g
∂x

contains the derivatives of rotor thrust and torque:

∂g

∂x
=



04×8

01×5
1

NmB

∂FT
∂ωr

0 1
NmB

∂FT
∂β

01×5
1
Jr

∂Ta
∂ωr

0 1
Jr

∂Ta
∂β

02×8


. (4.6)

Since ∂f
∂u = B, there is only one common input matrix, which is equal to B given in (4.3).

The disturbance matrices, which are vectors in this case, are given by

Ei =
∂f

∂v

∣∣∣∣
i

=
∂g

∂v

∣∣∣∣
i

=



04×1

1
NmB

∂FT
∂v

1
Jr

∂Ta
∂v

02×1



∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
i

. (4.7)

The disturbance matrices are not needed for the controller design but only for validating the approximated
TS model (4.4) against the nonlinear model (4.1).

Derivatives of the Rotor Thrust and Torque

Using the aerodynamic equations (2.24), (2.25) and the definition (2.26) of the reference force Fst =
1
2 ρ π R

2 v2, the derivatives of the rotor thrust and torque with respect to the rotor speed, pitch angle and
wind speed can be calculated as follows, where the derivatives of the aero maps are expressed in terms of
derivatives with respect to λ and β, since CQ and CT are also defined in terms of these two variables:

∂FT
∂ωr

= Fst
∂CT
∂ωr

= Fst
∂CT
∂λ

∂λ

∂ωr
= Fst

∂CT
∂λ

R

v
(4.8)
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∂FT
∂β

= Fst
∂CT
∂β

(4.9)

∂FT
∂v

=
∂Fst

∂v
CT + Fst

∂CT
∂v

= 2
Fst

v
CT + Fst

∂CT
∂λ

∂λ

∂v
= 2

Fst

v
CT − Fst

∂CT
∂λ

(
R
ωr

v2

)
(4.10)

∂Ta
∂ωr

= Fst R
∂CQ
∂ωr

= Fst R
∂CQ
∂λ

R

v
(4.11)

∂Ta
∂β

= Fst R
∂CQ
∂β

(4.12)

∂Ta
∂v

=
∂Fst

∂v
RCQ + Fst R

∂CQ
∂v

= 2
Fst

v
RCQ + Fst R

∂CQ
∂λ

∂λ

∂v
= 2

Fst

v
RCQ − Fst R

2 ∂CQ
∂λ

ωr

v2 (4.13)

Directional Derivatives of the Analytical Aero Maps

The above formulas (4.8) - (4.13) for the derivatives of rotor thrust and torque contain the directional
derivatives of the CT and CQ aero maps with respect to the tip speed ratio and to the pitch angle. For the
controller design, these derivatives should not be calculated from the tabulated aero maps extracted from
FAST simulations, because in this case the derivatives would contain discontinuities that would lead to
distorted results. Thus, the analytical forms of the aero maps presented in section 2.3.3, in particular the
unlimited functions C̃Q (2.36) and C̃T (2.38) should be used to calculate the directional derivatives.

Derivatives of the rotor thrust coefficient CT

C̃T (λ, β) = a1 + a2 (λ− a3β) e−a4β + a5 λ
2 e−a6β + a7 λ

3 e−a8β , (4.14)

∂C̃T
∂λ

= a2 e
−a4 β + 2 a5 λ e

−a6 β + 3 a7 λ
2 e−a8β , (4.15)

∂C̃T
∂β

= a2 (a3 a4 β − a4λ− a3) e−a4β − a5 a6 λ
2 e−a6 β − a7 a8 λ

3 e−a8 β . (4.16)

Derivatives of the rotor torque coefficient CQ

C̃Q (λ, β) = c1

(
1 + c2 (β + c3)

1
2

)
+
c4
λ

(c5 λi (λ, β) − c6β − c7β
c8 − c9) exp (−c10 λi (λ, β)) (λ > 0) ,

(4.17)

with λi (λ, β) = 1
λ + 0.08β

− 0.035
c11 + c12β

3 (λ > 0) .

To obtain the derivatives of C̃Q, Equation (4.17) is first written as:

C̃Q (λ, β) = c1

(
1 + c2 (β + c3)

1
2

)
+ f1 f2 f3 , (4.18)
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with

f1 =
c4
λ
,

f2 = c5 λi (λ, β)− c6 β − c7 βc8 − c9 ,
f3 = exp (−c10 λi (λ, β)) .

The derivatives of these three functions with respect to λ and β are given by:

∂f1

∂λ
= − c4

λ2

∂f2

∂λ
= c5

∂λi (λ, β)

∂λ
∂f3

∂λ
= −c10 exp (−c10 λi (λ, β))

∂λi (λ, β)

∂λ
∂f1

∂β
= 0

∂f2

∂β
= c5

∂λi (λ, β)

∂β
− c6 − c7 c8 βc8−1

∂f3

∂β
= −c10 exp (−c10 λi (λ, β))

∂λi (λ, β)

∂β
,

with

∂λi (λ, β)

∂λ
= − 1

(λ+ 0.08β)2 ,

∂λi (λ, β)

∂β
= − 0.08

(λ+ 0.08β)2 +
3 · 0.035 c12 β

2

(c11 + c12 β
3)2 .

The directional derivatives of the analytical aero maps are thus given by:

∂C̃Q
∂λ

=
∂f1

∂λ
f2 f3 + f1

∂f2

∂λ
f3 + f1 f2

∂f3

∂λ
, (4.19)

∂C̃Q
∂β

=
∂f1

∂β
f2 f3 + f1

∂f2

∂β
f3 + f1 f2

∂f3

∂β
+

1

2
c1 c2 (β + c3)

− 1
2 . (4.20)

Note that the functions f1, f2, f3 here should not be confused with the nonlinear functions in the sector-
nonlinearity derivation of the TS model in chapter 3.
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4.1.2 Parallel Distributed Compensation Control

For each linear submodel of the approximated TS system (4.4), a linear state-space controller structure

ui = −kTi ∆xi (4.21)

with the vector of control gain factors ki can be found such that the autonomous closed-loop system

ẋ =

Nr∑
i=1

hi (β) ACL,i ∆xi (4.22)

is stabilised if all closed-loop matrices ACL,i = Ai −B kTi are stable. The complete system includes the
bounded external disturbance term

∑Nr

i hi (β) Ei ∆vi :

ẋ =

Nr∑
i=1

hi (β) ACL,i ∆xi +

Nr∑
i=1

hi (β) Ei ∆vi . (4.23)

For systems with external inputs, the notion of input-to-state stability was introduced by Sontag [Sontag,
1989, 1990; Sontag and Wang, 1995]. For TS systems with bounded external inputs, a stable autonomous
system ensures the input-to-state stability of the complete system including the disturbance [Lendek et al.,
2010]. This will be exploited in the stability analysis on page 48 in Section 4.1.4.

The form of the closed-loop system in Equation (4.23) could also be derived by interpreting the term

u = −
Nr∑
i=1

hi (β) kTi ∆xi (4.24)

as an external, collective control input for a TS model ẋ =
∑Nr

i=1 hi (β) (Ai ∆xi + Ei ∆vi) + Bu,
which would be equivalent to the structure (4.4) controlled with the individual local control laws defined
in (4.21).
A controller structure like the one in (4.24) is called Parallel Distributed Compensation (PDC) and was
introduced for TS systems in [Tanaka and Sano, 1994a; Wang et al., 1995a,b]. In order to formally prove
the stability of a TS system controlled with a PDC control structure, the membership functions of the PDC
control law must be equal to those of the controlled system. For the PDC controller in Equation (4.24), the
membership functions are defined as depicted in figure 4.3.

The fact that the approximated TS model (4.4) can be controlled by means of a PDC structure motivates
to use the same PDC also for controlling the nonlinear model (4.1) and even in FAST simulations. In
these cases, the global stability cannot be formally proven. However, given the large number of 25 linear
submodels, a successful verification of the stability of the approximated wind turbine TS model controlled
with a PDC would give strong support for the assumption that the designed PDC controller would also be
able to stabilise the nonlinear model (4.1) and the FAST model.

I-Augmented System

The local controllers in (4.21) and thus also the submodels of the PDC control structure in (4.24) are
classical state-feedback control laws which feature only proportional terms2. Using these structures, it is

2In the case of the rotor speed, this state ωr was corrected by the reference control signal ωr,SP.
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not possible to achieve steady-state accuracy in the whole full-load region that is robust against changes
in the wind speed. To realize this requirement, an integral control term needs to be added to the control
structure, which is implemented here by introducing an additional state into the state-space model for
controller design:

x9 = xI :=

t∫
0

(ωr(τ)− ωr,SP) dτ , (4.25)

i.e. ẋ9 = x6 − ωr,SP. As a new state vector one obtains x̃ =
(
xT xI

)T
and the matrices for the linear

submodels in Equations (4.5) - (4.7) are augmented correspondingly:

Ãi =

(
Ai 08×1

CI 0

)
, with CI =

(
01×5 1 01×2

)
, (4.26)

B̃ =

(
B
0

)
, Ẽi =

(
Ei

0

)
. (4.27)

The approximated TS system (4.4) is then modified to

˙̃x =

Nr∑
i=1

hi (β)
(
Ãi ∆x̃i + B̃ ∆ui + Ẽi ∆vi

)
. (4.28)

Equation (4.28) can also be written as an affine TS system with an external disturbance:

˙̃x =

Nr∑
i=1

hi (β)
(
Ãi x̃ + B̃u + ai

)
+

Nr∑
i=1

hi (β) Ẽi v , (4.29)

with the affine vector

ai := −
(
Ãi x̃i + B̃ui + Ẽi vi

)
. (4.30)

System (4.28) shall be termed 8+I-state control design model.

The PDC controller for the I-augmented system is given by the structure in (4.24) plus an additional term
due to the integrator state:

u = −
Nr∑
i=1

hi (β)
(
kTi ∆xi + kI,i xI

)
, (4.31)

where kI,i denote the control gains for the integral part. The modified control structure (4.31) was chosen
in consideration of the role of the integral part in establishing steady-state accuracy. Consider a (virtual)
scenario where the system states exactly match one of the stationary points j, i.e. ∆xj = 0 and xI = xI,j ,
and the wind speed remains constant. In such a case, the pitch angle of the blades would be solely kept at
its value by the integrator state, which corresponds to a memory state of the system. In this case, the PDC
controller in Equation (4.31) would reduce to u = uj = −kI,j xI,j .

The derivation of the affine TS system structure (4.29) in connection with the modified PDC controller
(4.31) is given in more detail in appendix A.3.
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4.1.3 Multivariable LQR Controller Design

In this section, the controller matrices k̃Ti =
(
kTi kI,i

)
for the PDC controller (4.31) are designed based

on the 8+I-state model separately for each linear submodel by means of the LQR design method. For an
introduction into this method, the reader is referred to standard textbooks on control theory, for example
[Franklin et al., 1994].

The LQR controller design minimises the functional

J =

∞∫
0

(
x̃TQx̃ + uTRu

)
dτ , (4.32)

with the weighting matrices Q and R. In order for these to be determined, the maximal absolute values of
the contributing states first have to be estimated. For the wind turbine model, the following estimates are
taken:

yT,max = 1.5 m, yB,max = 10 m, θs,max = 0.002 rad, ẏT,max = 0.2 m
s , ẏB,max = 2 m

s ,
ωg,max = ωr,max = 1.57 rad

s , βmax = 1.57 rad

Subsequently, the individual states are weighted with relative weights, where the state x6 = ωr is weighted
most since it is the primary quantity to be controlled:

Q1 = 0, Q2 = 0, Q3 = 2 · 10−9 , Q4 = 0.02 , Q5 = 0.1 , Q6 = 1.57 , Q7 = 0 , Q8 = 1.5706 · 10−6 ,
QI = 0.05.

In the final weighting matrix, the relative weights are devided by the squares of the estimated maximum
absolute values to take account of the magnitudes of the individual states:

Q = diag

(
Q1

y2
T,max

Q2

y2
B,max

Q3

θ2
s,max

Q4

ẏ2
T,max

Q5

ẏ2
B,max

Q6

ω2
r,max

Q7

ω2
g,max

Q8

β2
max

QI

)
. (4.33)

The weight for the control input is chosen as R = 1.

The thus designed controller shall be termed 8-I-state LQR controller.

A similar ansatz (I-augmented model with LQR controller design) was also employed in
[Dolan and Aschemann, 2013].

Load Reduction - Damped Tower Oscillations

For a precise rotor speed control, only the rotor speed state ωr would have to be included into the control
design model. Including also the other states may potentially lead to damped oscillations and thereby a
load reduction of other degrees of freedom, for example the tower oscillations. Since the frequency of the
(fore-aft) tower oscillation is comparably low (between 0.2 and 0.5 Hz for standard turbine sizes between
1 and 3 MW), this oscillation can in principle be damped using pitch control. One way to achieve this is
by adding an additional term δβ =

−Dp

∂FT /∂β
ẏT to the pitch controller, which is proportional to the fore-aft

tower top velocity [Bossanyi, 2000; Burton et al., 2011]. Here, Dp is a design damping constant. An
integrated LQR design, however, would be a more elegant and consistent way, because the weights for
the different states could be tuned such that an optimal balance of load reduction in the individual degrees
of freedom could be attained. Some works have dealt with wind turbine LQR controller design for load
reduction, like [Nourdine et al., 2010]. In [Nourdine et al., 2010], however, the simulations to verify the
load reductions are only carried out using a model with the same degrees of freedom as the control design
model. For a realistic estimation, though, a standard wind turbine load simulation code like FAST should
be used.



4.1. FULL LOAD REGION - PITCH CONTROL 45

0 50 100 150 200

0

0.5

1

t [s]

y T
[m

]

(a) Tower top displacement

0 50 100 150 200
0

2

4

6

8

t [s]

y B
[m

]

(b) Blade tip displacement

0 50 100 150 200

1.2

1.3

1.4

t [s]

ω
r

[r
ad

/s
]

(c) Rotor speed

0 50 100 150 200
0

0.2

0.4

t [s]

β
[r

ad
]

(d) Pitch angle

Figure 4.4: Comparison of 2+I-state (blue lines) and 8+I-state (red lines) LQR controller designs in a
simulation of the nominal model using turbulent wind input (mean wind speed: 18 m/s).

In this work, the controller obtained with the LQR design described above was applied in simulations using
both the nominal 9-state wind turbine model (2.29) with four degrees of freedom and FAST. Also, the 8+I-
state LQR design was compared to a 2+I-state LQR controller based on a further reduced model including
only the rotor speed and the pitch angle plus the integrator state (see section 4.1.4 for the description of the
reduced-order design model and the chosen LQR weights). In Figure 4.4, the tower top displacement yT ,
the blade tip displacement yB , the rotor speed ωr and the pitch angle β are plotted using both the 8+I-state
and the 2+I-state controller in the nominal 9-state simulation model (2.29) which shall from now on be
termed "nominal" model for the sake of simplicity.

As can be seen, in the nominal model simulation, a substantial damping of the tower oscillation is achieved
with the 8+I-state LQR controller compared to the 2+I-state controller, at the price of a slightly suboptimal
behaviour of the controlled rotor speed and an increased pitch activity. In order to exclude too high pitch
rates, the pitch rate was limited to 10 deg/s, which is a typical value for electromechanical pitch systems.

When using the same controllers in FAST, however, not only is there no tower damping, but rather an
amplification of the tower oscillation (see Figure 4.5)! Also, the controlled rotor speed behaviour is un-
acceptable. It was also tested whether a better load reduction behaviour can be achieved when designing
the controller based on a model without the blade tip degree of freedom, i.e. a 6+I model. This however,
yielded no improvement and neither did an omission of the pitch angle state in the control design model.

A better load reduction behaviour could probably be achieved by putting more effort into tuning the LQR
gains or by further improving the design model. However, this also shows that there is not much robustness
in a load reduction controller for wind turbines, which illustrates both the potential and the problem of
multivariable state-space control design for wind turbines. There is, in principle, a high potential for
load reduction, but a controller that leads to a load reduction in simulations of the design model does not
guarantee that a load reduction is also achieved in more detailed aero-elastic simulations, let alone in a real
wind turbine.

In order to realize additional tower damping on a real turbine, it may thus be necessary to add a lead-
lag filter for the tower feedback-loop to adjust the phase of the additional pitch command [Burton et al.,
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Figure 4.5: Comparison of 2+I-state (blue lines) and 8+I-state (red lines) LQR controller designs in a FAST
simulation using turbulent wind input (mean wind speed: 18 m/s).

2011]. From a control theory standpoint, this would go against the grain, but it shows the practical limits
of applying pure multivariable control strategies without any further modifications.

4.1.4 Controller Design with a Reduced-Order 2-State Model

In view of the limitations described in the previous section to exploit the load reduction possibilities of
the 8+I-state LQR controller in FAST simulations and since load reduction is not the primary goal of this
work, a controller based on a further reduced model with only two states, rotor speed and pitch angle, is
designed and used throughout the rest of this work. A global stability analysis is conducted at the end
of this section. The reduced-order control design and the global stability analysis were first published in
[Georg and Schulte, 2013], though the stability analysis has been amended in this work.

The state vector for the control design model is thus given by x = (ωr β)
T and the system dynamics of

rotor speed and pitch angle are described by

ẋ =

ω̇r
β̇

 =

 1
Jr+Jg

(Ta − Tg)

− 1
τ β + 1

τ βd

 . (4.34)

Equation (4.34) represents a stiff drivetrain model plus the pitch actuator dynamics. The latter model is
included to take account of the delay time of the pitch actuator dynamics in the control design.
For the controller design, the model is augmented with an integrator state in the same way as described in
Section 4.1.2: ẋ3 = ẋI := x1 − ωr,SP. The modified system vector is thus given by x̃ =

(
xT xI

)T
.

The linearisation is done as described in section 4.1.1, whereas here only the derivatives of the rotor torque,
and thus the derivatives of the CQ map are needed. The following matrices for the linear submodels are
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obtained:

Ãi =


1

Jr+Jg
∂Ta

∂ωr

1
Jr+Jg

∂Ta

∂β 0

0 − 1
τ 0

1 0 0


∣∣∣∣∣∣∣∣∣∣
i

, B̃ =

0
1
τ
0

 , Ẽi =

 1
Jr+Jg

∂Ta

∂v

0
0

∣∣∣∣∣∣
i

. (4.35)

The approximated TS design system is given by

˙̃x =

Nr∑
i=1

hi (β)
(
Ãi ∆xi + B̃ ∆ui + Ẽi ∆vi

)
. (4.36)

As in section 4.1.2, the PDC control law is given by

u = −
Nr∑
i=1

hi (β)
(
kTi ∆xi + kI,i xI

)
. (4.37)

The same Nr = 25 stationary points as in the previous sections were used.

LQR Controller Design

The weights of the three states were selected as the corresponding states for the 8+I-state LQR design in
section 4.1.3:

Q1 = 1.57, Q2 = 1.57 · 10−6, QI = 0.05. Analogously to the design in section 4.1.3, the normalisation
with the respective estimated maximum values for rotor speed and pitch angle was considered for the final
state weighting matrix:

Q = diag
(

Q1

ω2
r,max

Q2

β2
max

QI

)
, (4.38)

and the weight for the control input was set to R = 1.

The thus-obtained controller gains in dependence on the pitch angle are depicted in Figure 4.6. It is well
visible that the absolute values of the controller gains kωr,i for the first state decrease with increasing pitch
angle. This is due to the aerodynamic sensitivity of the rotor blades, which increases with increasing pitch
angle, i.e., for larger pitch angles, smaller changes of the pitch angle are required to yield the same change
in the driving aerodynamic rotor torque [Burton et al., 2011] (this can also be observed in Figure 4.2).
This dependence is not visible in the controller gains for the integrator state, which is due to the fact that
the LQR design method penalises the individual states and for the integrator state only one constant entry
appears in the linearised system matrices Ãi in (4.35). If pole assignment were used for the controller
designs for the individual submodels, a similar dependence as for kωr,i would be seen in the gains kI,i.

In Figure 4.7, the controller gains for the 2+I-state design are compared to the corresponding gains for the
8+I-state controller design from Section 4.1.3. Whereas the dependence of the rotor speed gains kωr,i on
the pitch angle is similar in both controller designs, the pitch angle gains kβ,i differ strongly, although the
identical LQR weights were used for the respective states.
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Figure 4.6: Controller gains in dependence on the pitch angle for LQR controller designs based on the
approximated 2+I-state TS model (4.36).
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Figure 4.7: Comparison of controller gains for 2+I-state (blue) and 8+I-state (red) LQR designs.

Global Stability Analysis - Full Load Region

Since the additional integrator state in the augmented system (4.36) is only relevant for the controller
design, in this section it is investigated whether the global stability of the unaugmented approximated
2-state TS system

ẋ =

Nr∑
i=1

hi (β) (Ai ∆xi + B ∆ui + Ei ∆vi) , (4.39)

with x as in (4.34), controlled with the PDC controller (4.37) is ensured for the whole full load region
(see [Georg and Schulte, 2013]). As already introduced in section 4.1.2, the TS system (4.39) can also be
written as an affine TS system with an external bounded disturbance

∑Nr

i=1 hi (β) Ei v:

ẋ =

Nr∑
i=1

hi (β) (Ai x + Bu + ai) +

Nr∑
i=1

hi (β) Ei v , (4.40)

with the affine vector

ai := − (Ai xi + Bui + Ei vi) . (4.41)

The PDC controller (4.37) can be written as

u = −
Nr∑
i

hi(β)(kTi x + li) − kI xI , (4.42)



4.1. FULL LOAD REGION - PITCH CONTROL 49

with li = −(kωr,i ωr,SP + kβ,i βi). Defining the affine term gi := ai−B li, the corresponding closed-loop
system can be written as

ẋ =

Nr∑
i

hi(β) (ACL,i x + gi) − B kI xI +

Nr∑
i

hi(β) Ei v , (4.43)

with the closed-loop matrices ACL,i = Ai −B kTi .

As already mentioned in section 4.1.2, for systems with external disturbances, the input-to-state stability
is the relevant property that needs to be verified. As shown in [Lendek et al., 2010], a TS system with
bounded external inputs is input-to-state stable, if the Lyapunov stability of the corresponding autonomous
TS system can be verified. Therefore, a Lyapunov stability analysis for the autonomous closed-loop TS
system

ẋ =

Nr∑
i

hi(β) (ACL,i x + gi) − B kI xI , (4.44)

will be conducted in the following.

Lyapunov Function The stability of an autonomous nonlinear system in general is ensured if a Lyapunov
function can be found [Lyapunov, 1992; Khalil, 2002]. Two prerequisites have to be fulfilled for a function
V (x) to be a Lyapunov function: 1. V (x) > 0 (x ∈ Rn, x 6= 0). 2. The derivative of V (x) must be
negative: V̇ (x) < 0. In particular, these two conditions are fulfilled for a quadratic Lyapunov function
V = xT P x, with a symmetric, positive definite matrix P.

Let V (x) = xTPx be a candidate Lyapunov function for the closed-loop system (4.44). Then it is obvious
that V > 0 holds, since V is defined as a quadratic form. It must now be shown that the second property
V̇ < 0 is fulfilled.

The derivative of the Lyapunov function is given by

V̇ = ẋT P x + xT P ẋ

=

Nr∑
i

hi (β) xT
(
P ACL,i + AT

CL,i P
)

x + 2

Nr∑
i

hi (β) xT P gi − 2 xT P B kI xI (4.45)

If a common symmetric, positive definite matrix P exists for all linear submodels, such that the Lyapunov
condition

P
(
Ai −BkTi

)
+
(
Ai −BkTi

)T
P < 0 (4.46)

is fulfilled for all submodels, the first term in (4.45) is negative. The bilinear inequality (4.46) can be
formulated as an LMI by adopting a strategy described in [Tanaka and Wang, 2001]. By multiplying the
inequality (4.46) by P−1 from both the left and the right side and by defining X := P−1, (4.46) can be
written as

Ai X + X AT
i − B kTi X − X ki B

T < 0 . (4.47)



50 4. WIND TURBINE CONTROL

0 20 40 60 80 100

−6

−5

−4

t [s]

V̇

(a) 14 m/s

0 20 40 60 80 100

−8

−6

−4

t [s]

V̇

(b) 18 m/s

0 20 40 60 80 100

−15

−10

−5

t [s]

V̇

(c) 24 m/s

Figure 4.8: Time-derivatives of the Lyapunov function (4.45) obtained from turbulent simulations of the
2-state model (4.34) (blue lines) with three different mean wind speeds covering the whole full load region.
Red lines: V̇ obtained from FAST simulations for comparison.

By introducing the quantity Mi := kTi X, (4.47) can be rewritten in LMI form as

Ai X + X AT
i − B Mi − MT

i BT < 0 . (4.48)

For the present model, (4.48) could be verified by means of the LMI toolbox by Gahinet et al. [Gahinet
et al., 1994]3. For P, the following valid solution was obtained:

P =

(
5.8697 −0.2465
−0.2465 0.3080

)
. (4.49)

Including the other two unsymmetric terms of (4.45), an analytical estimate to prove the negativity of V̇ in
general for all possible values of x̃ could not be obtained.
Instead, the time-series of V̇ was calculated for several turbulent simulation runs of the reduced-order
control design model (4.34) so as to obtain a reasonable estimate of V̇ for the whole full-load region. In
Figure 4.8, results of V̇ are depicted for three turbulent simulations with mean wind speeds of 14, 18, and
24 m/s. It can bee seen that the derivatives of the Lyapunov function are well below zero in all three cases
(for comparison, the derivatives V̇ were also calculated from FAST simulation results, were the negativity
is also ensured). This it not a formal proof of global stability, but it gives very good theoretical support
that the reduced-order model (4.34) controlled with the PDC controller (4.37) is stable in the whole full
load region. Since a large number of stationary points was used for the control design and since the rotor
speed dynamics of the reduced-order model (4.34) differs from the nonlinear model (4.1) and (even from
the FAST model) only in terms of the missing torsional degree of freedom, one can assume to a high level
of confidence that the stability of the system (4.1) and even of the FAST model controlled with (4.37) is
also ensured.

3which is now included in the MATLAB R© Robust Control Toolbox
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4.1.5 Simulation of the Closed-Loop Behaviour

For the controller validation, the nominal nonlinear model (2.29) was first simulated using a deterministic
step of the wind speed (see Figure 4.9) and an IEC wind gust 4 (see Figure 4.10).
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Figure 4.9: Validation of the pitch controller (4.37) in a simulation of the nominal model (4.1) with a wind
step from 12 to 13 m/s. The red dotted line in subfigure 4.9b indicates the demanded rotor speed.
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Figure 4.10: Validation of the pitch controller (4.37) in a simulation of the nominal model (4.1) with an
IEC wind gust. The red dotted line in subfigure 4.10b indicates the demanded rotor speed.

Subsequently, the controller was integrated into the FAST simulation and simulated using turbulent wind
input 5 (see Figure 4.11). A mean wind speed of 24 m/s was chosen, which is at the upper limit of the
allowed operating region of a wind turbine. It is visible that except for the initial transient behaviour the
rotor speed does not exceed or undershoot the reference speed of ωr = 1.267 rad/s by more than 6 % during
the whole simulation time of 600 s, which is a good value for this value of average wind speed. Whether
the controller is suitable for using it with a real wind turbine would have to be validated by analysing the
extreme and fatigue loads of the standard load simulation cases, which are defined for example in [GL
Renewables Certification, 2010].

4The IEC gust data was generated using the Software IECWind by NREL [Laino, Laino].
5The turbulent wind data was generated using the Software TurbSim by NREL [Kelley, Kelley].
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Figure 4.11: Validation of the pitch controller (4.37) in a FAST simulation with turbulent wind (mean wind
speed: 24 m/s, turbulence intensity: 14 % (NTM), Kaimal model). The red dotted line in subfigure 4.11b
indicates the demanded rotor speed.

4.2 Partial Load Region - Torque Control

The generator torque control is treated differently for the different control regions of the wind turbine (see
Figure 4.1). In the lower partial load region, the generator torque is controlled deterministically using
a look-up table. When reaching the cut-in rotor speed ωr,1, the torque is ramped up linearly. Starting
at a defined rotor speed ωr,2, the torque is adjusted by means of a square law (Tg ∼ ω2

r ) to follow the
optimal torque, such that the rotor is constantly running around the optimal tip speed ratio. On reaching
the reference speed ωr,SP,trq for the torque controller (which is slightly below the reference speed ωr,SP for
the pitch controller), the generator torque is increased in the transition region (upper partial load region) by
the controller up to the maximum value of Tg,max. The objective behind setting the two controller setpoints
to different values is to achieve a decoupling of the controllers. In the whole partial load region, the pitch
angle is kept at a constant value of of β = 0◦.

4.2.1 Control Design

The torque controller is a linear controller and is designed around one stationary point (ωr,SP,trq = 1.2 rad
s ).

The optimal tip speed ratio of the 5 MW turbine is λopt ≈ 7.55. The wind speed at the stationary point can
be obtained as vSP,trq = R

ωr,SP,trq

λopt
≈ 10 m

s .

A stiff drivetrain model including only the rotor speed and an integrator state (integral over the controller
error) is utilised as a control design model, which means that the state vector is given by x̃ = (ωr xI)

T

and the system dynamics of the (I-augmented) model is given by

˙̃x =

ω̇r
ẋI

 =

 1
Jr+Jg

(Ta − Tg)

ωr − ωr,SP,trq

 . (4.50)

Analogously to the control design model for the pitch controller in section 4.1.4, the linearised system is
obtained as

˙̃x = Ã ∆x̃ + B̃ ∆u + Ẽ ∆v (4.51)

with the linearised system matrices

Ã =

 1
Jr+Jg

∂Ta

∂ωr
0

1 0

∣∣∣∣∣∣
ωr,SP,trq

, B̃ =

(− 1
Jr+Jg

0

)
, Ẽ =

( 1
Jr+Jg

∂Ta

∂v

0

)∣∣∣∣
vSP,trq

. (4.52)
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The control law is given by:

∆u = ∆Tg = −kωr,trq ∆ωr − kI,trq xI . (4.53)

Altogether, the controlled generator torque is given as the sum

Tg = Tg,opt,SP,trq + ∆Tg , (4.54)

such that the controller (4.53) must be limited between the values 0 and (Tg,max − Tg,opt,SP,trq) (see Figure
4.1).

LQR Controller Design

As for the linearised pitch controller design in section 4.1.4, the torque control law is designed using the
LQR method, where the weights for the rotor speed and the integrator state were chosen as Q1 = 1.57 and
QI = 0.1. For the final weighting matrix, a normalisation with the square of the largest estimated rotor
speed value was included:

Qtrq =

(
Q1

ω2
r,max

0

0 QI

)
. (4.55)

Since the generator torque must be controlled very fast, the weight for the control input was chosen very
small:

Rtrq = 0.836
T 2
g,max

.

Using these weights, the LQR design yields the following controller gains:

kωr,trq = −9.66 · 106 Nm s
rad , kI,trq = −1.4457 · 106 Nm

rad .

4.2.2 Simulation of the Closed-Loop Behaviour

For the controller validation, the nonlinear model (2.29) was first simulated using a deterministic wind
speed step from 9 to 12 m/s (see Figure 4.12). It can be seen that the generator torque is initially raised
after the wind speed step according to the optimal torque curve. As soon as the reference rotor speed for
the controller is exceeded, the torque is raised by the controller very fast, such that the torque leaves the
optimal curve.
On exceeding the pitch controller setpoint, the pitch angle is raised by the pitch controller. It is visible
that both controllers are simultaneously active for a short period. Before the maximum generator torque is
reached, the pitch angle has already been adjusted. This coupling of the two controllers, however, is short
and not problematic.

The torque controller (4.54) was also incorporated into the FAST simulation and simulated together with
the pitch controller using turbulent wind input (see Figure 4.13). It can be seen that both controllers are
fairly well decoupled.
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Figure 4.12: Validation of the generator torque controller; simulation of the nominal model (2.29) with
a wind step from 9 to 12 m/s; Subfigure 4.12b: green dotted line: torque controller setpoint; red dotted
line: pitch controller setpoint; Subfigure 4.12d: green: optimal generator torque according to square law
Tg ∼ ω2

r ; blue: actually adjusted generator torque.
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Figure 4.13: Validation of the generator torque controller; FAST simulation with turbulent wind (mean
wind speed: 12 m/s, turbulence intensity: 17 % (NTM), Kaimal model); Subfigure 4.13b: green dotted
line: torque controller setpoint; red dotted line: pitch controller setpoint; Subfigure 4.13d: green: optimal
generator torque; blue: actually adjusted generator torque.
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4.3 Filters

In the simulation examples in sections 4.1.5 and 4.2.2, the controlled variable is the rotor speed ωr. In
real wind turbine control systems, however, the generator speed measurement is standardly used as con-
trolled variable, especially in turbines with a gearbox, where the resolution of the conventional rotor speed
measurement systems would not be high enough for a precise closed-loop control.

Figure 4.14 shows what happens if the generator speed is used as controlled variable in FAST simulations
along with the controllers (4.37) and (4.54).
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Figure 4.14: FAST simulation with turbulent wind (mean wind speed: 14 m/s) using the generator speed
as controlled variable

4.3.1 Second-Order Filter for Generator Speed

Taking a closer look at Figure 4.14, it can be seen that the generator speed is superimposed with an oscil-
lation with a characteristic frequency of 1.65 Hz = 10.364 rad

s .

This excitation is due to a coupling between the pitch action and the drivetrain, as the stark oscillation is
not visible in the partial load region where β = 0◦. It is also not as pronounced when the rotor speed is
used as the controlled variable in FAST.
In [Bir and Jonkman, 2007], an aeroelastic stability analysis was conducted for several characteristic modes
of the NREL 5 MW turbine. It is interesting that the 2nd regressive flap mode (obtained from a Multi-Blade
Coordinate Transformation) at wind speeds around 14 m/s has a damped frequency close to 1.65 Hz, similar
to the characteristic frequency seen in Figure 4.14. However, it is stated in [Bir and Jonkman, 2007] that
the linearisation scheme in FAST that was employed to analyse the different component modes cannot yet
handle active controls, so the exact origin of the excitation is difficult to trace.

Regardless of the exact origin of the oscillation on the generator speed, a possible remedy to reduce its
amplitude is a second-order filter for the generator speed, specifically tuned to achieve the highest damping
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Figure 4.15: Bode plot of 2nd-order filter (4.56) with parameters (4.57)

for one characteristic frequency. The transfer function of a suitable filter is given by [Bossanyi, 2000]

G(s) =

1
ω2

1
s2 + 2 ζ1

ω1
+ 1

1
ω2

2
s2 + 2 ζ2

ω2
+ 1

, (4.56)

which is a notch filter in the case of ω1 = ω2. In order to achieve additional damping for higher frequencies,
the numerator frequency ω1 should be set equal to the characteristic frequency that is to be damped most
and the denominator frequency ω2 should be chosen such that ω2 < ω1. The damping parameters should
be chosen such that ζ1 < ζ2. Otherwise, the characteristic frequency is amplified by the filter instead of
being damped.

For the filtering of the generator speed, the following filter parameters were chosen:

ω1 = 10.364
rad
s
, ω2 = 8

rad
s
, ζ1 = 0.6 , ζ2 = 1.2 . (4.57)

In Figure 4.15, a bode plot of the 2nd-order filter (4.56) with parameters (4.57) is depicted. From the
plot of the magnitude in Subfigure (4.15a), it can be seen that the strongest damping is achieved for the
characteristic frequency ω1. Still, all frequencies greater than ω1 are damped as well. For a real wind
turbine control application, this effect can be quite useful, too, as resonances and vibrations on the measured
generator speed signal can also occur for higher frequencies. Using a filter structure as in equation (4.56)
with two distinct frequencies ω1 and ω2 can obviate the need for an additional low-pass filter.

In Figure 4.16, the results of the FAST simulation from Figure 4.14 above are depicted again, together with
the results when including the 2nd-order filter for the generator speed (red lines). The damping effect for
the different system states is clearly visible.
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Figure 4.16: FAST simulation with turbulent wind (mean wind speed: 14 m/s) using the generator speed
as controlled variable. Blue lines: unfiltered generator speed as controlled variable (compare Figure 4.14);
red lines generator speed filtered with 2nd-order filter (4.56) used as controlled variable





5

Observer for Wind Speed Estimation

In this work, the nonlinear wind turbine model (2.29) is the basis for all controller and observer designs,
including the TS sliding mode observers used for fault diagnosis (see Chapter 6). In all these cases, the
aero maps CQ and CT for rotor torque and thrust have to be calculated, which depend on the rotor speed,
the pitch angle, and the wind speed. Thus, either a measurement or an estimate of the wind speed is needed.
In wind turbines, the wind speed is routinely measured by means of a nacelle anemometer. Being a single-
point measurement, it is not a realistic estimate of the 3D wind field that is actually acting on the rotor.
Furthermore, the anemometer is situated behind the rotor and thereby influenced by the air currents set
in motion by the rotor. The anemometer measurement is thus not ideal for precise measurements of the
current effective wind speed acting on the rotor. Exceptions are measurements of average wind speeds
(>= 1 min) or measurements signaling maximum allowed wind speeds for the supervisory control system.

In this chapter, a TS observer is designed to obtain an estimate for the effective wind speed. The rotor
effective wind speed is the concept of a virtual single point wind speed that yields the same variations in
wind torque as the corresponding 3D turbulent wind field [Van der Hooft, E. L. et al., 2003].

Other methods have been applied for wind speed estimation in the literature. See for example [Ma et al.,
1995; Ma, 1997], where Kalman filtering, extended Kalman filtering and the Newton-Raphson method
are used and compared. Other dedicated algorithms have been applied, too. In [Østergaard et al., 2007],
a state-observer for the rotor speed is combined with a PI controller to estimate the aerodynamic rotor
torque. The effective wind speed is then reconstructed from the estimated torque signal via inversion of the
aerodynamic model. A recent overview and comparison of several techniques for wind speed estimation
can be found in [Soltani et al., 2013]. Besides a Kalman and an Extended Kalman Filter, a power Balance
Estimator, a DAC Estimator, an Unknown Input Observer (UIO) (see also [Odgaard et al., 2008]) and
an Immersion and Invariance Estimator (I&I) are compared. While being able to yield good wind speed
estimates, these methods are either rather specialised (DAC, I&I) or have other detriments.

The Kalman Filter (KF) is only applicable to linear state-space models. Thus, estimating the wind speed
for a wind turbine using a Kalman filter only yields good results in the region of one operating point of
a linearised wind turbine model. A possible remedy is provided by the Extended Kalman Filter (EKF).
However, it is not possible to verify formal stability for the error dynamics, since the EKF is an adaptive
method. The UIO is based on linear models, too, which means that several observer designs for different
local points need to be conducted to achieve a good performance in the whole operating range. As in
[Østergaard et al., 2007], the Power Balance Estimator estimates the rotor torque, such that the wind speed
needs to be calculated from the implicit nonlinear torque relation, which requires to implement an extra
numerical calculation.

For observers in TS structure, the formal stability of the error dynamics can, at least in principle, be shown
using linear matrix inequalities (LMI). Furthermore, when the observer model is obtained using the sector-
nonlinearity approach, the resulting observer can be used for the whole operating range of a wind turbine.
For these reasons, and to achieve a certain level of uniformity with the other TS observer designs in this
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work, an observer in TS structure is designed here for the estimation of the effective wind speed. The
observer was first presented in [Georg, Müller, and Schulte, 2014].

5.1 Observer in Takagi-Sugeno Model Structure

State observers can be used to reconstruct unknown system states from the measurable states. The standard
Luenberger observer for linear systems is a state-space model including a feedback of the output error
ey = y − ŷ, where ŷ is the reconstructed output signal [Luenberger, 1964, 1971]:

˙̂x = A x̂ + B u + L (y − ŷ) , ŷ = C x̂ . (5.1)

As the wind turbine model (2.29) is nonlinear, a linear observer like (5.1) cannot be applied in the whole
operating range. Therefore, a nonlinear observer in Takagi-Sugeno model structure is used, which is es-
sentially a weighted sum of linear Luenberger observers [Tanaka and Sano, 1994b; Tanaka et al., 1998;
Lendek et al., 2010]:

˙̂x =

Nr∑
i=1

hi(z, ẑ) (Ai x̂ + B u + Li (y − ŷ)) , ŷ = C x̂ , (5.2)

where the premise variables of the membership functions may depend on measurable or unmeasurable
states. In the first case, the notation hi(z) would be used and hi(ẑ) in the latter case.

5.1.1 Observer Model

The state-space model (2.29) is used as a basis for the observer, where either the full model or submodels
can be used depending on the desired observer model order. A set of MATLAB R© scripts was developed to
ease the creation of TS models and the design of the corresponding TS observers for the possible submod-
els.

In this work, only the rotational and torsional degrees of freedom are incorporated into the observer model
but no tower and blade dynamics. This model configuration for the observer yields reasonable results while
requiring relatively few measurement signals.

Wind Model

In order to estimate the wind speed v with a state observer, v is included into the system state vector x and
a dynamic wind model is added to the system equations. The first-order delay model from [Ekelund, 1994]
is used, modified by the mean value v̄ of the wind speed, but without a white noise term:

v̇ = − 1

τv
(v − v̄) , (5.3)

where the time constant is estimated as τv = 4 s. When applying the observer on a real wind turbine, the
mean wind speed v̄ could be calculated over an appropriate time period (e.g. 10 min) from the anemometer
wind measurement, which would be sufficient for this purpose.

Since only the rotational and torsional degrees of freedom plus the estimated wind speed are considered
for the observer model, the corresponding estimated state vector is
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x̂ =
(
θ̂s ω̂r ω̂g v̂

)T
. Since the first order pitch dynamics adds no information as to the reconstruction

of the unknown states, it is not considered in the observer model. This implies that the demanded pitch
angle βd is not included in the input vector, because there is no linear dependence on βd but only a nonlinear
dependence in CQ

(
λ̂, βd

)
. The mean wind speed v̄ can be included in the input vector: u = (Tg v̄)

T .
The following states are assumed as measurable: θs, ωr, ωg . Measuring the rotor and generator speed
signals is routinely done in wind turbines. For a real application of the observer, the rotor speed signal
would have to measured with high resolution and both speed signals might need to be filtered (see section
4.3). It is only an assumption at this stage that the torsion angle is measurable. However, it should be
possible to measure the rotation angles before and after the coupling between gearbox and generator (using
for example absolute encoders) and thereby the torsion angle θs = θr − θg , where the gearbox ratio can be
taken into account simply as a factor.

Complete Observer Model

From the system (2.29) of nonlinear state-space equations for the wind turbine model, it is straightforward
to obtain the nonlinear system matrix, the input matrix and the output matrix for the observer model:

A (x̂, βd) =


0 1 −1 0

−kSJr −dSJr
dS
Jr

f (x̂, βd)
kS
Jg

dS
Jg

−dSJg 0

0 0 0 − 1
τv

 , B =


0 0
0 0
− 1
Jg

0

0 1
τv

 , C =

1 0 0 0
0 1 0 0
0 0 1 0

 ,

(5.4)

with the nonlinear function f (x̂, βd) = 1
2 Jr

ρ π R3 v̂ CQ

(
λ̂, βd

)
, which assumes the following estimated

minimum and maximum values: f = 1.241 · 10−5 1
m s , f = 0.056 1

m s .

Employing the same sector-nonlinearity procedure as in chapter 3, the observer model can be obtained in
TS structure:

˙̂x =

Nr = 2∑
i=1

hi(ẑ) (Ai x̂ + B u + Li (y − ŷ)) , ŷ = C x̂ , (5.5)

where the premise variable ẑ now depends on the reconstructed states: ẑ = (ω̂r v̂ βd)
T .
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5.1.2 Observer Gains and Stability

A common means to derive gain matrices for observers in TS structure is by applying the direct method of
Lyapunov in form of linear matrix inequalities (LMI) [Tanaka and Wang, 1997; Lendek et al., 2010].

In general, the global asymptotic stability of a nonlinear system ẋ = f (x) is guaranteed if there exists a
Lyapunov function V (x) satisfying the conditions V (x) > 0 and V̇ (x) < 0 for all trajectories x 6= 0. In
particular, the system is stable if it is quadratically stable, i.e., if a quadratic Lyapunov function V = xTPx,
with a symmetric, positive definite matrix P, exists.
In that case, for an autonomous TS system without an external input (ẋ =

∑Nr

i=1 hi (z) Ai), the condition

V̇ (x) < 0 is equivalent to V̇ = ẋT P x + xT P ẋ = xT
(∑Nr

i=1 hi (z)
(
AT
i P + P Ai

))
x < 0. Since

this condition must hold for all x, the autonomous TS system is stable if there exists a common symmetric,
positive definite matrix P, such that ([Tanaka and Sugeno, 1992; Wang et al., 1996])

AT
i P + P Ai < 0 (i ∈ {1, . . . , Nr}) . (5.6)

For the TS observer (5.5), where the membership functions depend on unmeasurable states (hi = hi (ẑ)), a
modified form of the stability condition (5.6) with an additional LMI can be used to guarantee the stability
of the error dynamics of the observer system [Bergsten et al., 2001]:

P (Ai − LiC) + (Ai − LiC)
T

P ≤ −Q ,

(
Q − µ2I P

P I

)
> 0 , (5.7)

where Q is a symmetric, positive definite matrix and µ > 0 is a known constant satisfying ∆ (z, ẑ) ≤ µ‖e‖,
with e = ‖x− x̂‖ and ∆ (z, ẑ) =

∥∥∥∑Nr

i=1 (hi(z)− hi(ẑ)) (Ai x + B u)
∥∥∥. The first inequality of (5.7) is

not an LMI but can be recast into an LMI form by introducing Ni := PLi [Tanaka and Wang, 2001]. As
condition (5.7) concerns quadratic stability, it is only a sufficient stability condition, i.e., if it is not fulfilled,
no formal statement can be made about the stability or instability of the considered system [Lendek et al.,
2010].

Optimal LMI Observer Design

Condition (5.7) was first used to calculate the observer gains. However, this observer hardly had any
modifying effect on the wind speed compared to the mere wind model (5.3). A possible remedy is to
modify the gain matrices with a weighting matrix, such that the gains influencing the wind speed v̂ are
increased. A more systematic way is to make use of optimal fuzzy control concepts, where weighting
matrices for the system states/outputs and inputs as well as a quadratic cost function can be included into
the LMIs [Tanaka et al., 1998].
For the observer design in this work, theorem 5 from [Tanaka et al., 1998], which is applicable for controller
design, was modified to be used for the dual TS-systems

(
AT
i ,C

T
)
. The observer gain matrices Li are

then obtained from the resulting gain matrices Ki as Li = KT
i .

Theorem 5 from [Tanaka et al., 1998], which can also be found in [Tanaka and Wang, 2001], is:
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minimise
X,M1,... ,Mr,Y0

λ subject to (5.8)

(5.9)
X > 0 , (5.10)

Y0 ≥ 0 , (5.11)(
λ xT (0)

x (0) X

)
> 0 , (5.12)

Uii + (s− 1) Y3 < 0 , (5.13)
Vij − 2 Y4 < 0 , (5.14)

where s > 1 and

Uii =

(XAT
i + AiX−BiMi −MT

i BT
i

)
XCT

i −MT
i

CiX −W−1 0
−Mi 0 −R−1

 , (5.15)

Vij =



(
XAT

i + AiX−BiMj −MT
j BT

i

+XAT
j + AjX−BjMi −MT

i BT
j

) XCT
i −MT

j XCT
j −MT

i

CiX −W−1 0 0 0
−Mj 0 −R−1 0 0
CjX 0 0 −W−1 0
−Mi 0 0 0 −R−1


(5.16)

Y3 = block-diag (Y0 0 0) , (5.17)
Y4 = block-diag (Y0 0 0 0 0) . (5.18)

Using LMI conditions (5.10)-(5.14), a quadratic cost function J =
∞∫
0

(
yTWy + uTRu

)
dt is implicitly

included. If all system states x, and not just the outputs y shall be included in the design, the matrix C can
be replaced with the unit matrix I in Equations (5.15) and (5.16).

Within this scheme, the controller matrices can be obtained as

Ki = MiX
−1 . (5.19)

For the observer design, the dual system
(
AT
i ,C

T
i

)
is used instead. In this case, the outputs assume the

role of the inputs, such that the cost function is changed to J =
∞∫
0

(
xTWx + yTRy

)
dt and Equations

(5.15) and (5.16) are changed to

Uii =

(XAi + AT
i X−CT

i Mi −MT
i Ci

)
X −MT

i

X −W−1 0
−Mi 0 −R−1

 , (5.20)
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Vij =



(
XAi + AT

i X−CT
i Mj −MT

j Ci

+XAj + AT
j X−CT

j Mi −MT
i Cj

) X −MT
j X −MT

i

X −W−1 0 0 0
−Mj 0 −R−1 0 0

X 0 0 −W−1 0
−Mi 0 0 0 −R−1


(5.21)

In the LMI (5.12), the state vector has to be replaced by the error vector e = x− x̂, such that

(
λ eT (0)

e (0) X

)
> 0 . (5.22)

Analogous to Equation (5.19), but considering the dual system
(
AT
i ,C

T
i

)
, the observer gain matrices can

be obtained as

Li =
(
MiX

−1
)T

. (5.23)

The following weighting matrices (W for the system states and R for the system outputs) were used for
the optimal LMI observer design:
W = diag

(
W1

θ2s,max
, W2

ωr2,max
, W3

ω2
g,max

, W4

v2max

)
, R = diag

(
R1

θ2s,max
, R2

ω2
r,max

, R3

ω2
g,max

)
,

with W1 = 0.25, W2 = 15.708, W3 = 1.5708, W4 = 60 · 107, R1 = 0.05, R2 = 0.1571, R3 = 1.5708
and the estimated maximum values
θs,max = 0.01 rad, ωr,max = ωg,max = 15 · π30

rad
s , vmax = 60 m

s to normalise the chosen weights.

For the optimal LMI design procedure, the initial observer error is needed, which was set to e0 = (0 0 0 0)
T .

This is of course an idealisation. However, as can be seen from the simulation results in Figures 5.1 and
5.2, the observer is stable also for ‖e0‖ > 0, even when the initial error components are significantly larger
than 0. 1

The following observer gain matrices were obtained:

L1 =


0.147 −176.5 143.6
−0.022 133 −28.6
0.183 −286.1 303.2
0.08 6698.1 741.2

 , L2 =


0.147 −176.5 143.6
−0.022 133 −28.6
0.183 −286.1 303.2
0.08 6698.1 741.2

 (5.24)

L1 and L2, displayed here with rounded values, are not equal but differ by less than 0.1 %.

The formal stability of the error dynamics could not be verified with condition (5.7), which is a conservative
condition due to the assumption of un unstructured uncertainty [Lendek et al., 2010]. However, the observer
shows a stable behaviour in FAST simulations, even for large initial observer errors (see Section 5.2).

1An initial observer error vector of e0 = (0.01 0.01 0.01 0)T in the design procedure also yields a stable observer with a similar
behaviour. However, including even larger errors in the design process leads to infeasible LMIs and observers without successful
wind speed reconstruction. The design parameters were thus chosen based on pragmatic considerations.
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5.2 Simulation Results

For the observer validation, FAST simulations were carried out using both IEC wind gusts and turbulent
wind input.

Simulation with IEC Wind Gust

As a first simulation test, an IEC wind gust with a mean wind speed of 18 m/s was simulated. Results
are shown in Figure 5.1. After the transient, the observer shows a stable behaviour and the wind gust is
reconstructed with a phase offset of ≈ 0.4− 0.5 s. Almost perfect reconstruction is achieved for the rotor
speed ωr.
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Figure 5.1: FAST Simulation with IEC wind gust. Blue: states from FAST output; red: estimated states;
Initial values: θs,0 = 0 rad, θ̂s,0 = 0.1 rad, ωr,0 = ωg,0 = 1.267 rad

s , ω̂r,0 = ω̂g,0 = 0 rad
s , v0 = 18 m

s ,
v̂0 = 1 m

s . The torsion angle is not directly available from the FAST outputs and was obtained by integrating
the speed error signal from the FAST outputs of rotor and generator speed (corrected by the gear ratio).
The pitch angle is only shown for reference.

Simulation with Turbulent Wind

A second simulation run in FAST was conducted using a 3D turbulent wind field with a mean wind speed
of 18 m/s. Results are shown in Figure 5.2.

When interpreting Figure 5.2a, it is important to remember that the observer estimates the rotor effective
wind speed, i.e. a virtual single point wind speed that causes the same variations in wind torque as the
corresponding 3D turbulent wind field [Van der Hooft, E. L. et al., 2003]. Although the calculations in
FAST are based on the 3D wind field, the wind speed output from FAST (blue curve in Figure 5.2a) shows
the nominal downwind component of the hub-height wind speed, so the two wind speed curves in Figure
5.2a are not directly comparable. The FAST wind speed output is shown to give an idea of the observer
performance.

In case the observer shall be tested on a real turbine, the estimated effective wind speed would not be
directly comparable to single point measurements neither on the nacelle nor on meteorological towers. It
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Figure 5.2: FAST simulation results with turbulent wind input (mean wind speed: 18 m/s, turbulence
intensity: 15 % (NTM), Kaimal model). Blue: states from FAST simulation; red: estimated states; initial
values as in Figure 5.1. The blue wind speed signal from FAST is the nominal downwind component of
the hub-height wind speed, not the rotor effective wind speed.

would be interesting to compare the estimated wind speed to LIDAR measurements of the wind field mea-
sured in front of the rotor. LIDAR measurement techniques will become important for the next generation
of wind turbines (see for example [?Mikkelsen et al., 2013]).

5.2.1 Further Reduced Observer Model

For the observer model (5.4) in section 5.1.1, the torsional degree of freedom was included. As a conse-
quence, the torsion angle must be measurable for the observer design. If a reliable measurement of the
torsion angle cannot be achieved, it is still possible to design an observer which is able to reconstruct the
effective wind speed. In this case, only the rotor speed ωr and the wind speed v are included as states in
the observer model, which is then given by the following system and input matrices:

A (x̂) =

(
0 f (x̂, βd)
0 − 1

τv

)
, B =

(
− 1
Jr+Jg

0

0 1
τv

)
, (5.25)

with the nonlinear function f (x̂, βd) = 1
2 (Jr+Jg) ρ π R

3 v̂ CQ

(
λ̂, βd

)
, which assumes the following esti-

mated minimum and maximum values: f = 1.1 · 10−5 1
m s , f = 0.0495 1

m s .

Using the same weights as in section 5.1.2, the following observer gains were obtained:

L1 =

(
93.1

6.73 · 103

)
, L2 =

(
93.1

6.73 · 103

)
, (5.26)

In Figures 5.3 and 5.4, the reconstructed wind speeds using both the observer model (5.4) including the
torsional degree of freedom and the reduced model (5.25) are depicted. It can be seen that there are only
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minor differences in the quality of the reconstructed signals. Here, the mean wind speed was set to 12
m/s instead of 18 m/s. When comparing the results to those in Figures 5.1 and 5.2, one can see that the
quality of wind speed estimation is slightly reduced compared to the simulations with a mean wind speed
of 18 m/s. In the case of the wind gust, the offset between the true and reconstructed wind speed is slighty
increased to ≈ 0.7 s. Still, given that the same observer was used and no special observer design is needed
for lower wind speeds, the estimation quality is still reasonable.
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Figure 5.3: FAST simulation with IEC wind gust (mean wind speed: 12 m/s, turbulence intensity: 17 %
(NTM), Kaimal model). blue lines: FAST wind speed signal. red lines: reconstructed wind speed using
observer model (5.4) with torsional degree of freedom. green lines: reconstructed wind speed using the
reduced observer model (5.25) without torsional degree of freedom.
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Figure 5.4: FAST simulation with turbulent wind input (mean wind speed: 12 m/s, turbulence intensity:
17 % (NTM), Kaimal model). blue lines: FAST wind speed signal. red lines: reconstructed wind speed
using observer model (5.4) with torsional degree of freedom. green lines: reconstructed wind speed using
the reduced observer model (5.25) without torsional degree of freedom.
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6

Fault Reconstruction

In this chapter, actuator and sensor faults in dynamic wind turbine simulations are reconstructed by means
of a Takagi-Sugeno sliding mode observer, which is a nonlinear extension of the Edwards-Spurgeon ob-
server for fault reconstruction [Edwards and Spurgeon, 1994, 1998; Edwards et al., 2000].

6.1 Takagi-Sugeno Sliding Mode Observer

Edwards and Spurgeon have introduced a sliding mode observer concept where actuator and sensor faults
can be directly reconstructed by evaluating the so-called equivalent output injection signal [Edwards and
Spurgeon, 1998; Edwards et al., 2000]. This sliding mode observer is best suited for linear systems, such
that the nonlinear switching term solely accounts for the disturbances and faults. For a highly nonlinear
model like a wind turbine, a structure like the Edwards-Spurgeon observer is not ideal, as the sliding term
would then have to capture both the nonlinear plant dynamics and the influence of the faults.

For this reason, a nonlinear extension of the Edwards-Spurgeon observer was introduced in [Gerland et al.,
2010b,a], based on a nonlinear TS structure. In this way, the nonlinear plant dynamics can be fully dealt
with using the TS structure, such that the switching term is solely responsibly for the faults.

In the literature, other sliding mode observers for nonlinear TS systems have been presented, for example
in [Bergsten et al., 2001, 2002] and [Akhenak et al., 2007, 2008]. However, in [Bergsten et al., 2001, 2002],
the observers are not used for FDI. In [Akhenak et al., 2008], fault detection and isolation is implemented by
analysing the residual signals of the TS sliding mode observer. The advantage of the Takagi-Sugeno sliding
mode observer (TS SMO) introduced in [Gerland et al., 2010b,a] is that the direct fault reconstruction
methods available for the Edwards-Spurgeon observer can be employed in a similar way.

In this work, as in [Gerland et al., 2010b], the TS SMO design is based on a nonlinear TS system including
disturbances, actuator faults, and sensor faults:

ẋ =

Nr∑
i=1

hi (z) (Ai x + Bi u + Di ξ + Fi fa) ,

ỹ = y + fs = Cx + fs ,

(6.1)

where ξ denotes the vector of disturbances or unmodelled dynamics, fa denotes the vector of actuator faults
and fs the vector of sensor faults.
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6.1.1 TS Sliding Mode Observer in Transformed Form

The TS SMO is designed in a transformed system, where the measurable system states y and the non-
measurable system states x1 are separated. This separation is achieved by introducing a transformation
Tc =

[
Nc CT

]T
, where Nc denotes the null-space of C. With a series of transformations

Ti = TL,i Ta,i Tb,i Tc ,
1 (6.2)

the TS system is brought into a structure where the uncertainties and faults only act on the measurable
system states [Gerland et al., 2010b]:

ẋ1 =

Nr∑
i=1

hi (z) (A11,i x1 + A12,i y + B1,i u) , (6.3)

˙̃y =

Nr∑
i=1

hi (z) (A21,i x1 + A22,i y + B2,i u + D2,i ξ + F2,i fa) + ḟs . (6.4)

The structure of the transformed system matrices is as follows: Ai = TiAiT
−1
i =

[
A11,i A12,i

A21,i A22,i

]
,

Bi = Ti Bi =
[
BT1,i B

T
2,i

]T
, Di = Ti Di =

[
0T DT

2,i

]T
, F i = Ti Fi =

[
0T FT

2,i

]T
.

For a stable observer to exist, the following three existence conditions have to be fulfilled [Edwards and
Spurgeon, 1998; Gerland et al., 2010b,a]:

Condition 1. The uncertainties and actuator faults are unknown but bounded: ‖ξT (t) fTa (t) ‖T ≤ Ξ.
Furthermore, individual bounds exist: ‖ξ (t) ‖T ≤ Ξξ and fa (t) ≤ Ξfa . The sensor faults and their
derivatives are assumed to be bounded, too: ‖fs‖ ≤ Ψ, ‖ḟs‖ ≤ Ψd. Moreover, the system states and inputs
are assumed to be bounded.

Condition 2. Let q be defined as the number of columns of [Di Fi]. Then, the condition
qi = rank (C [Di Fi]) = rank [Di Fi] must be fulfilled. Furthermore, it must hold that p > qi, where p is
the number of measurable system states.

Condition 3. All invariant zeros of (Ai, [Di Fi] , C) must lie in C−.

The TS sliding mode observer in transformed form is given by

˙̂x1 =

Nr∑
i=1

hi (z) (A11,i x̂1 + A12,i ŷ + B1,i u −A12,i ẽy) , (6.5)

˙̂y =

Nr∑
i=1

hi (z) (A21,i x̂1 + A22,i ŷ + B2,i u − (A22,i −As
22) ẽy + ν) , (6.6)

where

ẽy := ŷ − (y + fs) (6.7)

1see Appendix A.4.2 and [Edwards and Spurgeon, 1998; Gerland et al., 2010b,a] for a description of the transformation matrices.
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denotes the output error including sensor faults and As
22 is a stable design matrix.

The discontinuous term ν necessary to establish and maintain a sliding motion is given by

ν = −ρ P2 ey
‖P2 ey‖

, if ey 6= 0 , (6.8)

where ρ is a scalar gain factor and P2 is the unique symmetric positive definite solution of the Lyapunov
equation

P2 As
22 + As

22
T P2 = −Q2 , (6.9)

where Q2 is a symmetric positive semidefinite design matrix. An obvious choice for As
22 is a diagonal

matrix where the elements are the desired poles for the output error dynamics [Groß, 2010].

Note that the discontinuous term ν in Equation (6.8) is undefined in the case of ey = 0.

Once the sliding surface

S =
{

e (t) ∈ Rn : ẽy = C
(
eT1 ẽTy

)T
= 0

}
(6.10)

is reached, the TS SM observer tries to maintain the sliding motion on S.

Using the inverse transformation T−1
i , the observer gains can be obtained in the original coordinates as

Gl,i = T−1
i

(
A12,i

A22,i − As
22

)
, Gn,i = T−1

i

(
0(n−p)×p

Ip

)
. (6.11)

such that the TS sliding mode observer in the original coordinates has the general structure [Gerland et al.,
2010a]

˙̂x =

Nr∑
i=1

hi (z) (Aix̂ + Biu − Gl,i ey + Gn,i ν) . (6.12)

A note of caution must be mentioned in connection with using the inverse transformation to obtain the
observer in structure (6.12): In case the transformation matrices Ti obtained from (6.2) are not equal for
each index i, the transformation is no canonical transformation. It is a question of current research in which
cases a well-defined transformation can be achieved [Schulte and Georg, 2014].

Apart from the three existence conditions for the TS SMO on page 126, a further assumption is that the error
vector e1 = x̂1 − x1 of the transformed unmeasurable states is bounded: ‖e1‖ < Γ. When investigating
the stability of the error system e1, an LMI design condition is obtained (see Appendix A.4.3).
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6.2 TS Sliding Mode Observer for Fault Reconstruction

As demonstrated in [Edwards and Spurgeon, 1998], sliding mode observers can be effectively applied for
the reconstruction of external disturbances as well as actuator and sensor faults, where the fault signals
are reconstructed using the so-called equivalent output injection signal. Similarly to the equivalent control
action in sliding mode control structures, for sliding mode observers the equivalent output injection signal
[Edwards et al., 2000] describes the average behaviour of the discontinuous component ν [Utkin, 1992]. It
is a measure for the effort to maintain the sliding motion [Edwards et al., 2000] on the sliding surface and
can be approximated to arbitrary precision by introducing a small positive scalar δ into the discontinuous
component (6.8):

νeq = −ρ P2 ẽy
‖P2 ẽy‖+ δ

, (6.13)

where δ should be chosen as small as possible, because it influences the quality of the fault reconstruction
(see Section 6.3.3).

It was shown in [Gerland et al., 2010a] and [Schulte et al., 2012] that for nonlinear systems, TS sliding
mode observers can be used in the same way for fault reconstruction.

Actuator Fault Reconstruction

Consider Equations (6.3) and (6.5) for the non-measurable states of the TS system and of the TS sliding
mode observer in transformed form. The derivative of the error term e1 = x̂1 − x1 can be derived from
these equations and for the case of no sensor faults (fs = 0) is given by

ė1 =

Nr∑
i=1

hi (z) A11,i e1 . (6.14)

Since
Nr∑
i=1

hi (z) A11,i is a stable matrix, in steady state it holds that e1 = 0.

From Equations (6.4), (6.6) and the definition (6.7) of the error term ẽy , the derivative of ẽy is obtained as

˙̃ey =

Nr∑
i=1

hi (z)

(
A21,i e1 + A22,i fs + As

22 ẽy − [D2,i F2,i]

(
ξ
fa

)
+ ν

)
− ḟs . (6.15)

Once a sliding motion has been established, ẽy = 0, and ˙̃ey = 0, such that equation (6.15) in the case
without sensor faults simplifies to

˙̃ey = 0 =

Nr∑
i=1

hi (z)

(
A21,i e1 + νeq − [D2,i F2,i]

(
ξ
fa

))
. (6.16)

In this case, the discontinuous term ν was replaced by the equivalent output injection signal νeq, since the
latter describes the action on the sliding surface, where ν is undefined.

Substituting the steady-state solution of equation (6.14) into (6.16) yields

0 =

Nr∑
i=1

hi (z)

(
νeq − [D2,i F2,i]

(
ξ
fa

))
. (6.17)
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Thus, the equivalent output injection signal is given by

νeq =

Nr∑
i=1

hi (z) [D2,i F2,i]

(
ξ
fa

)
. (6.18)

From (6.18), the unmodelled dynamics and actuator faults can be reconstructed using the relation

(
ξ̂

f̂a

)
= [D2 (z) F2 (z)]

+
νeq , (6.19)

where (·)+ denotes the pseudo-inverse of the corresponding matrix and the matrices

D2 (z) :=

Nr∑
i=1

hi (z) D2,i , F2 (z) :=

Nr∑
i=1

hi (z) F2,i , (6.20)

have been introduced for the sake of clarity.

Sensor Fault Reconstruction

The equivalent output injection signal νeq can also be used for the reconstruction of sensor faults. The
derivation of a fault reconstruction scheme works analogously to the one in [Edwards and Spurgeon, 1998],
but adapted to a TS sliding mode observer. Consider equations (6.3) and (6.5) for the non-measurable states
of the TS system and of the TS sliding mode observer in transformed form. The derivative of the error term
e1 = x̂1 − x1 can be derived from these equations as

ė1 =

Nr∑
i=1

hi (z) (A11,i e1 + A12,i fs) . (6.21)

For the sake of clarity, the weighted TS matrices are written as Ajk (z) :=
Nr∑
i=1

hi (z) Ajk,i.

Consider a case without external disturbances or actuator faults (Di = 0 , Fi = 0). The time-derivatives
of the error term e1 and of the sensor faults are assumed to be approximately zero (ė1 ≈ 0, ḟs ≈ 0). In this
case, the sensor fault fs is constant or at least slowly varying and from Equation (6.21) one obtains

e1 = −A−1
11 (z) A12 (z) fs . (6.22)

From (6.15), the derivative of ẽy for Di = 0, Fi = 0 and ḟs ≈ 0 is obtained as

˙̃ey =

Nr∑
i=1

hi (z) (A21,i e1 + A22,i fs + As
22 ẽy + ν) . (6.23)

Once a sliding motion has been established, it holds that ẽy = 0, and ˙̃ey = 0, such that equation (6.23)
simplifies to

˙̃ey = 0 =

Nr∑
i=1

hi (z) (A21,i e1 + A22,i fs + ν) = A21 (z) e1 + A22 (z) fs + νeq . (6.24)
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Inserting (6.22) in Equation (6.24) yields

0 = −A21 (z) A−1
11 (z) A12 (z) fs + A22 (z) fs + νeq . (6.25)

Thus, the equivalent output injection signal is given by

νeq = −
(
A22 (z) − A21 (z) A−1

11 (z) A12 (z)
)

fs . (6.26)

From (6.26), the sensor fault signal fs can be reconstructed if the matrix
AFDI (z) :=

(
A22 (z) − A21 (z) A−1

11 (z) A12 (z)
)

is non-singular:

f̂s = −A−1
FDI (z) νeq . (6.27)

Note: It is important to recognise that the matrix AFDI (z) is constructed in such a way that the TS sum
over the membership functions is calculated first, before inverting and multiplying the individual matrices.
By contrast, in [Gerland, 2011; Schulte et al., 2012], the matrix operations are applied to the constant
submatrices of the TS system and the sum over the membership functions is calculated afterwards: (AFDI,ij

is defined as A21,iA−1
11,iA12,i − A22,i and the reconstructed sensor fault signal is calculated as f̂s =[

Nr∑
i=1

Nr∑
j=1

hi (z) hj (z) AFDI,ij

]−1

νeq).

However, this is not valid, as this would require that
(
Nr∑
i=1

A11,i

)−1

=
Nr∑
i=1

A−1
11,i , which in general is not

the case.

Dynamic Sensor Fault Reconstruction

For sensor faults, the direct reconstruction scheme (6.27) requires that the sensor faults and the errors
of the unmeasurable system states are constant or at least slowly varying (ė1 ≈ 0, ḟs ≈ 0), otherwise
the reconstruction can be corrupted [Alwi et al., 2011]. To avoid these downsides, Tan and Edwards have
introduced a dynamic sensor fault reconstruction method were sensor faults can be treated as actuator faults
within an augmented system [Tan and Edwards, 2003].

In this section, this dynamic sensor fault reconstruction method from [Tan and Edwards, 2003] is derived
for nonlinear TS structures such that sensor faults can be reconstructed similarly to actuator faults. To this
end, the system outputs are first filtered and the system is augmented with the filtered outputs.

Consider a system with sensor faults in selected output channels. The selection is achieved by introducing
a selection matrix N ∈ Rp×r (n ≥ p ≥ r), where n is the number of system states and p the number of
outputs:

ẋ =

Nr∑
i=1

hi (z) (Ai x + Bi u) ,

ỹ = C x + N fs .

(6.28)

Introducing a delay matrix Af = diag
(
− 1
τ1
· · · − 1

τp

)
, with the individual delay time constants

τi (i ∈ {1, . . . , p}) for each output, the dynamics of the filtered output vector yf is given by:
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ẏf = −Af yf + Af ỹ

= −Af yf + Af C x + Af N fs . (6.29)

Both systems (6.28) and (6.29) can be combined into an augmented system with system vector xa, where
the sensor faults now appear as actuator faults:

(
ẋ
ẏf

)
=

Nr∑
i=1

hi (z)

([
Ai 0

Af C −Af

]
︸ ︷︷ ︸

=:Aa,i

(
x
yf

)
︸ ︷︷ ︸
=:xa

+

[
Bi

0

]
︸ ︷︷ ︸
=: Ba,i

u

)
+

[
0

Af N

]
︸ ︷︷ ︸

=: Fa

fs (6.30)

yf =
[
0 Ip×p

]︸ ︷︷ ︸
=: Ca

(
x
yf

)
. (6.31)

In analogy to (6.5) and (6.6), the TS sliding mode observer in transformed form for the augmented system
(6.30)-(6.31) is given by

˙̂xa,1 =

Nr∑
i=1

hi (z) (Aa,11,i x̂a,1 + Aa,12,i ŷf + Ba,1,i u −Aa,12,i ẽy) , (6.32)

˙̂yf =

Nr∑
i=1

hi (z) (Aa,21,i x̂a,1 + Aa,22,i ẑf + Ba,2,i u − (Aa,22,i −As
22) ẽy + ν) , (6.33)

where ẽy = ŷf −yf denotes the error vector, which is now calculated from the filtered output components
of the TS SMO and the sensor faults can now be reconstructed like actuator faults using the pseudo-inverse
of the transformed form of the augmented matrix Fa,2:

f̂s = F+
a,2 νeq . (6.34)
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6.3 Sliding Motion for Modified Discontinuous Term

In [Gerland et al., 2010a] it was shown that for a system structure (6.1), a sliding motion exists and is
reached in finite time when using a TS sliding mode observer (6.5)-(6.6) with the discontinuous term

ν = −ρ P2 ẽy
‖P2 ẽy‖

, if ẽy 6= 0 , (6.35)

where a constant scalar ρ is used as a gain factor.

For the reconstruction of both actuator and sensor faults in simulations of the wind turbine model, the struc-
ture (6.35) for the discontinuous term imposes a limitation, which is illustrated by the following example.

Insufficient Reconstruction of Pitch and Generator Torque Actuator Faults

A TS sliding mode observer of model order 5 is designed for the reconstruction of actuator faults, with
the observer state vector x = (θs ωr ωg β Tg)

T . All states except for the torsional angle θs are
measurable: y = (ωr ωg β Tg)

T .

The following observer parameters were used: As
22 = diag (−10 · · · − 10), δ = 0.05, α = 0, ρ = 200.

Two case studies were conducted:
First, only an additive pitch angle fault (fa = 0.1 rad, active between 30 s and 70 s) was simulated using
the nominal model (2.29). The reconstructed fault is depicted in Figure 6.1, together with the actual fault.

0 10 20 30 40 50 60 70 80 90 100
0

5 · 10−2

0.1

t [s]

f a
,f̂

a
[r

ad
]

Figure 6.1: Actual and reconstructed pitch angle actuator fault in a simulation of the nominal WEA model
(2.29); blue dashed line: actual fault; red line reconstructed fault.

As can be seen from Figure 6.1, a good reconstruction is achieved, both in terms of rapidity and recon-
structed fault magnitude. In the above example, the actual fault magnitude is reached to a degree of about
95 %.

In the second case study, in addition to the same pitch angle fault as in the previous example, an additive
generator torque actuator fault (fa,Tg

= 97000 Nm, active between 40 s and 80 s) was simulated. The
actual and reconstructed faults are depicted in Figure 6.2.

In this case, neither the pitch angle nor the torque fault is well reconstructed. As can be seen from Figure
6.2a, a good reconstruction of the pitch angle is initially achieved. However, at the onset of the torque fault,
the reconstructed pitch angle fault signal is lost. Also, the torque fault is only reconstructed to a degree of
0.004 % of its actual magnitude (see Figure 6.2c).



6.3. SLIDING MOTION FOR MODIFIED DISCONTINUOUS TERM 79

0 10 20 30 40 50 60 70 80 90 100
0

5 · 10−2

0.1

t [s]

f a
,β

,f̂
a
,β

[r
ad

]

(a) Actual and reconstructed pitch angle fault
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(b) Actual and reconstructed generator torque fault
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(c) Reconstructed generator torque fault

Figure 6.2: Actual and reconstructed pitch angle and generator torque actuator faults in a simulation of the
nominal WEA model (2.29); blue lines: actual faults; red lines reconstructed faults.

6.3.1 Weighted Switching Term

Explanation for the Insufficient Fault Reconstruction For the wind turbine model, the structure (6.35)
for the discontinuous term imposes a limitation for the reconstruction of both actuator and sensor faults,
due to the following reason.
The orders of magnitude of the two (main) control inputs, pitch angle and generator torque, vary signifi-
cantly. The pitch angle can vary between 0 and 1.57 rad, whereas the generator torque can vary between
0 and ≈ 4.2 · 106 Nm (for the model without gearbox). These ranges can be assumed as the maximum
ranges for both actuator or sensor faults concerning pitch angle and generator torque. Since the generator
torque is also included as a system state and output in the TS SMO model, in the case of torque actua-
tor/sensor faults, the Tg-component of the output error ẽy therefore assumes values that largely outweigh
the other components of ẽy . In this case, due to the normalisation of the output error in equation (6.35) for
the discontinuous term ν, only or nearly only the Tg component ẽy contributes to the vector P2ey

‖P2ey‖ and
thereby to ν, unless the matrix P2 introduces additional weighting, which is usually not the case. The gain
factor ρ determines the maximum magnitude of the vector ν and thereby the maximum magnitude for fault
reconstruction, which may quickly reach its limit in a scenario just described. Reconstructing faults with
large orders of magnitude would thus require a large value of ρ. This, however, may lead to an erroneous
observer behaviour.

To overcome this limitation, two modifications are applied in this work for the calculation of the discontin-
uous term ν. The specific choice of the modifications was found and adjusted through simulation tests.

1. Modification : The output error vector is multiplied by a diagonal, positive definite weighting matrix
for the individual output components:

ẽy → W ẽy , (6.36)

where the elements of the weighting matrix W are defined as the reciprocal values of the estimated maxi-
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mum absolute values of the output vector components:

W = diag (W1 · · ·Wp) = diag
(

1

|ymax,1|
· · · 1

|ymax,p|

)
. (6.37)

2. Modification : The scalar sliding mode gain ρ is replaced by a diagonal, positive definite gain matrix
ρ, such that the gains can be adjusted separately for each output component:

ρ = diag (ρ1 · · · ρp) . (6.38)

The standard relation (6.8) for the discontinuous term ν is thus replaced by the weighted term

ν = −ρ W P2 ẽy
‖W P2 ẽy‖

, if ẽy 6= 0 , (6.39)

The modified equivalent output injection signal, i.e. the continuous approximation of (6.39) for simulations
is given by:

νeq = −ρ W P2 ẽy
‖W P2 ẽy‖+ δ

. (6.40)

Simulating the same pitch angle and torque actuator faults as described on page 78 using the modified
equivalent output injection signal (6.40), the obtained fault reconstruction results are significantly better,
which can be seen in Figure 6.3.
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(a) Actual and reconstructed pitch angle fault
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(b) Actual and reconstructed generator torque fault

Figure 6.3: Actual and reconstructed pitch angle and generator torque actuator faults in a simulation of the
nominal WEA model (2.29) using the modified equivalent output injection signal (6.40); blue lines: actual
faults; red lines reconstructed faults.

Here, the sliding mode gain matrix was chosen as

ρ = diag
(
200 200 200 6 · 108

)
and the maximum values for the weighting matrix W were estimated as

ωr,max = ωg,max = 1.6 rad
s , βmax = 1.5708 rad, Tg,max = 4.2 · 106 Nm .

The additional design freedom that is available by introducing the weighting matrix W and the gain matrix
ρ allows to tune the switching term for fault reconstruction even for systems where the orders of magni-
tude of the individual output components differ significantly. This is not only limited to the wind turbine
example but opens up new design possibilities for sliding mode observers in general.



6.3. SLIDING MOTION FOR MODIFIED DISCONTINUOUS TERM 81

A further possible augmentation of the discontinuous switching term would be to choose different ρ-
matrices for each TS submodel [Pöschke, Georg, and Schulte, 2014], i.e.:

ν = −
Nr∑
i=1

hi(z)ρi
W P2 ẽy
‖W P2 ẽy‖

, if ẽy 6= 0 . (6.41)

6.3.2 Existence of an Ideal Sliding Motion

In this section, a formal proof is given that a sliding motion can be established using a TS SMO with the
modified switching term (6.39) and that the sliding surface is reached in finite time. The proof follows
along the lines of those given in [Edwards and Spurgeon, 1994, 1998] for the sliding mode observer and in
[Gerland et al., 2010a] for the TS SMO with the standard discontinuous term (6.8).

Proposition

For the TS structure (6.3)-(6.4) and the TS SMO (6.5)-(6.6) with the modified discontinuous term (6.39),
an ideal sliding motion takes place on
S = {(e1 , ẽy) : ẽy = 0} and the sliding surface is reached in finite time.
Necessary conditions are: As

22, P2, W, and ρ must be diagonal matrices. The conditions that As
22 and

P2 must be diagonal is not an overly restrictive constraint in practice, since a natural choice for As
22 is a

diagonal matrix with the desired poles for the dynamics of e1 [Gerland et al., 2010a]. Choosing also Q2 as
diagonal in the Lyapunov equation (6.9) for As

22 yields a diagonal P2.

Proof 1 (Reachability)

It must be shown that a Lyapunov function Vs(ẽy) exists that fulfills an η-reachability condition. Let P̃2

be defined as P̃2 := P2W and a candidate Lyapunov function as Vs = ẽTy P̃2 ẽy . Since W and P2 are
positive definite, P̃2 is also positive definite. It directly follows that Vs > 0 (ẽy 6= 0).
For the proof of V̇s < 0, the following relation will first be shown:

2 ẽTy P̃2 As
22 ẽy = − ẽTy Q2 W ẽy ≤ 0 . (6.42)

The second inequality is obvious, as Q2 and W are positive definite.
Proof of the first equality making use of the Lyapunov equation (6.9):

2 ẽTy P̃2 As
22 ẽy = ẽTy P̃2 As

22 ẽy + ẽTy

(
P̃2 As

22

)T
ẽy

= ẽTy P2 WAs
22 ẽy + ẽTy (As

22)
T

W P2 ẽy

= ẽTy

(
P2 As

22 + (As
22)

T
P2

)
︸ ︷︷ ︸

=−Q2

W ẽy

= −ẽTy Q2 W ẽy ≤ 0 .

Here it was exploited that WT = W, W P2 = P2 W and WAs
22 = As

22 W, since W, P2, and As
22 are
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diagonal matrices. For Vs to be a Lyapunov function, the relation V̇s < 0 must hold. From the definition
of Vs it follows:

V̇s = 2 ẽTy P̃2
˙̃ey . (6.43)

From equations (6.4), (6.6) and ẽy = ŷ − ỹ , the derivative of the output error is obtained as

˙̃ey =

Nr∑
i=1

hi (z)

(
A21,i e1 + A22,i fs + As

22 ẽy + ν − [D2,i E2,i]

(
ξ
fa

)
− ḟs

)
. (6.44)

Inserting (6.44) into (6.43) yields

V̇s =

Nr∑
i=1

hi (z) 2 ẽTy P̃2

(
A21,i e1 + A22,i fs + As

22 ẽy + ν − [D2,i E2,i]

(
ξ
fa

)
− ḟs

)
. (6.45)

Using relation (6.42) it thus follows:

V̇s ≤
Nr∑
i=1

hi (z)

(
2 ẽTy P̃2

[
A21,i e1 + A22,i fs + ν − [D2,i E2,i]

(
ξ
fa

)
− ḟs

])
. (6.46)

Defining the vector

κi := A21,i e1 + A22,i fs − [D2,i E2,i]

(
ξ
fa

)
− ḟs , (6.47)

the following estimate for V̇s holds:

V̇s ≤
Nr∑
i=1

hi(z) 2
∥∥∥P̃2 ẽy

∥∥∥ ‖κi‖ + 2 ẽTy P̃2 ν . (6.48)

Let η > 0 be a small scalar. If

2 ẽTy P̃2 ν = −2

Nr∑
i=1

hi(z)
(∥∥∥P̃2 ẽy

∥∥∥ η +
∥∥∥P̃2 ẽy

∥∥∥ ‖κi‖) , (6.49)

the following η-reachability condition is fulfilled:

V̇s ≤ −2 η
∥∥∥P̃2 ẽy

∥∥∥ . (6.50)

A condition for the diagonal matrix ρ must now be determined such that both equation (6.49) and thereby
relation (6.50) hold. Inserting the definition for the modified discontinuous term (6.39) in equation (6.49)
yields (for the case of ẽy 6= 0)
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−2 ẽTy P̃2 ρ
P̃2 ẽy∥∥∥P̃2 ẽy

∥∥∥ (6.49)
= −2

Nr∑
i=1

hi(z)
(∥∥∥P̃2 ẽy

∥∥∥ η +
∥∥∥P̃2 ẽy

∥∥∥ ‖κi‖)

⇔ ẽTy P̃2 ρ P̃2 ẽy =

Nr∑
i=1

hi(z) (η + ‖κi‖)
∥∥∥P̃2 ẽy

∥∥∥2

⇔ ẽTy P̃2 ρ P̃2 ẽy =

Nr∑
i=1

hi(z) ẽTy P̃2 (η + ‖κi‖) P̃2 ẽy

A small enough constant η can always be found for the last identify to be fulfilled if the following inequality
holds:

⇒ ẽTy P̃2 ρ P̃2 ẽy > ẽTy P̃2

(
Nr∑
i=1

hi(z) ‖κi‖
)

P̃2 ẽy

⇔ 0 < ẽTy

[(
ρ −

Nr∑
i=1

hi(z) ‖κi‖ Ip×p

)
P̃2

2

]
ẽy . (6.51)

The last calculation step could be done because P̃2 and ρ are diagonal matrices. Since P̃2 is positive
definite, a sufficient, but not necessary, condition for (6.51) to be fulfilled is that the diagonal matrix(
ρ −

Nr∑
i=1

hi(z) ‖κi‖ Ip×p

)
is positive definite, which is fulfilled if and only if for every element of

ρ it holds that

ρk >

Nr∑
i=1

hi(z) ‖κi‖ (k ∈ {1, . . . , p}) . (6.52)

Then, (6.49) holds and thus the reachability condition (6.50) is fulfilled.

The procedure that led to condition (6.52) is less conservative than the one presented in [Georg and Schulte,
2014c], were the estimations of V̇s were done using an upper norm bound
Kmax := ‖A21‖max Γ + ‖A22‖max Ψ + ‖[D2 E2]‖max Ξ + Ψd .

Proof 2 (Sliding Surface Reached in Finite Time)

Arguing as in [Edwards and Spurgeon, 1998], it is now shown that the sliding surface S is reached in finite
time. Using the condition∥∥∥P̃2 ẽy

∥∥∥2

=
(
P̃

1
2
2 P̃

1
2
2 ẽy

)T (
P̃

1
2
2 P̃

1
2
2 ẽy

)
=
(
ẽTy P̃

1
2
2

)
P̃2

(
P̃

1
2
2 ẽy

)
︸ ︷︷ ︸

=: ẽyP

= ẽTyP P̃2 ẽyP ,

it holds that ‖ẽyP ‖2 = ẽTy P̃2 ẽy = Vs. For any symmetric matrix A, the Rayleigh principle is fulfilled:
λmin (A) ‖x‖2 ≤ xT A x ≤ λmax (A) ‖x‖2, where λmin and λmax denote the minimum and maximum
eigenvalues of A. Applying the Rayleigh principle to ẽyP and P̃2 yields:

λmin

(
P̃2

)
‖ẽyP ‖2 ≤ ẽTyP P̃2 ẽyP ≤ λmax

(
P̃2

)
‖ẽyP ‖2 and thus:

λmin

(
P̃2

)
Vs ≤

∥∥∥P̃2 ẽy

∥∥∥2

≤ λmax

(
P̃2

)
Vs . (6.53)
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Using relation (6.53), the reachability condition (6.50) can be written independently of the output error ẽy:

V̇s ≤ −2 η
∥∥∥P̃2 ẽy

∥∥∥ ≤ −2 η

√
λmin

(
P̃2

)√
Vs . (6.54)

Applying the chain rule for differentiation, the following equality holds: d
dt

√
Vs = 1

2
√
Vs
V̇s.

Defining tr as the time when the sliding surface is reached and making use of
Vs(tr) = ẽTy (tr) P̃2 ẽy (tr) = 0, the reachability condition (6.54) can be integrated and rearranged to
obtain an estimate for tr:

1

2
√
Vs
V̇s ≤ −η

√
λmin

(
P̃2

)
⇒

tr∫
0

d

dt

(√
Vs

)
dt ≤ −η

√
λmin

(
P̃2

) tr∫
0

dt

⇒

√Vs (tr)︸ ︷︷ ︸
= 0

−
√
Vs (0)

 ≤ −η
√
λmin

(
P̃2

)
tr

⇔ tr ≤ 1

η

√
Vs (0)√

λmin (W P)
.

The sliding surface S is thus reached in finite time. This completes the proof of the proposition on page 81.

�

The weighted switching term introduced in Section 6.3.1 and the main part of the proof in Section 6.3.2
were first published in [Georg and Schulte, 2014c] 2.

6.3.3 Choice of the Sliding Mode Gain Matrix

For the example of pitch angle and torque actuator fault described on page 78, condition (6.52) is not
fulfilled, which can be seen from a plot of the term KS :=

∑Nr

i=1 hi(z) ‖κi‖ in Figure 6.4.

Between a simulation time of 40 s and 80 s, i.e., when the generator torque fault is active, KS assumes val-
ues approximately between 2000 and 4000, which is clearly larger than the first three diagonal components
of ρ = diag

(
200 200 200 6 · 108

)
. Still, as was shown in Figures 6.3, the achieved fault reconstruc-

tion with this selection of ρ is very good and the observer shows a stable behaviour. In fact, when setting
the first three diagonal elements of ρ to values greater than 420, the observer behaviour becomes erroneous
and no meaningful fault reconstruction is achieved.

These findings indicate that condition (6.52) is a theoretically correct, but very conservative and not neces-
sarily practical condition for the TS sliding mode observer design. Given that the TS SM observer yields
good results using the design parameters as on page 78, which do not satisfy condition 6.52, it is therefore
necessary to revisit condition (6.51) to gain further insight as to when the η-reachability condition (6.50) is
actually fulfilled.

2Sören Georg and Horst Schulte. Takagi-Sugeno Sliding Mode Observer with a Weighted Switching Action and Application
to Fault Diagnosis for Wind Turbines. In Józef Korbicz and Marek Kowal, editors, Intelligent Systems in Technical and Medical
Diagnostics, volume 230 of Advances in Intelligent Systems and Computing, pages 41-52. c© Springer-Verlag Berlin Heidelberg
2014, with kind permission from Springer Science and Business Media.
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Figure 6.4: Term KS =
∑Nr

i=1 hi(z) ‖κi‖ for a simulation with pitch angle and torque actuator faults as
described on page 78

Starting from condition (6.46), a less conservative, approximate design condition can be derived. If it holds
that

2 ẽTy P̃2 ν = −2

Nr∑
i=1

hi(z)
(∥∥∥P̃2 ẽy

∥∥∥ η + ẽTy P̃2 κi

)
, (6.55)

the reachability condition (6.50) is fulfilled.

Inserting the definition (6.39) for the discontinuous term in equation (6.55) (for the case of ẽy 6= 0) yields

−2 ẽTy P̃2 ρ
P̃2 ẽy∥∥∥P̃2 ẽy

∥∥∥ (6.49)
= −2

Nr∑
i=1

hi(z)
(∥∥∥P̃2 ẽy

∥∥∥ η + ẽTy P̃2 κi

)

⇔ ẽTy P̃2 ρ P̃2 ẽy =

Nr∑
i=1

hi(z)

(
η
∥∥∥P̃2 ẽy

∥∥∥2

+ ẽTy P̃2 κi

∥∥∥P̃2 ẽy

∥∥∥)

A small enough constant η can always be found for the last identify to be fulfilled if the following inequality
holds:

ẽTy P̃2

(
ρ P̃2 ẽy −

Nr∑
i=1

hi(z)κi

∥∥∥P̃2 ẽy

∥∥∥) > 0. (6.56)

Defining the vector sum κs :=
∑Nr

i=1 hi(z)κi , a sufficient condition for (6.56) to be fulfilled is

ẽTy P̃2 ρ P̃2 ẽy > ẽTy P̃2 κs

∥∥∥P̃2 ẽy

∥∥∥ . (6.57)

To exploit the design freedom of the matrix structure of ρ, it would be desirable to obtain a separate
design condition for each matrix entry of ρ, only in terms of the vector components of κs, without explicit
dependence on the vector eP := P̃2 ẽy .

A sufficient condition for (6.57) to be fulfilled is

ρj e
2
P,j > |eP,j | |κs,j | ‖eP ‖ (j ∈ {1, . . . , p}) , (6.58)
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where p denotes the number of output vector components. Dividing by the positive value e2
P,j , and intro-

ducing the (very rough) estimate
∣∣∣‖eP ‖
eP,j

∣∣∣ ≈ p, the following relation can be used as a first design condition:

ρj > p |κs,j | . (6.59)

To estimate the components of κi, the pitch and torque actuator faults were simulated using a zero sliding
mode gain matrix ρ = diag (0 0 0 0). The obtained vector components, which are both equal to the
vector sum κs in this case, are depicted in Figure 6.5.3
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Figure 6.5: Components of the vector κi as defined in (6.47) for pitch and torque actuator faults as defined
on page 78 and a zero sliding mode gain matrix ρ = diag (0 0 0 0).

Inspecting the κi-components in Figure 6.5 and with p = 4, a first choice of the sliding mode gain matrix
that fulfills (6.59) could be

ρ = diag
(
1 10 5 16 · 106

)
. (6.60)

Simulating the actuator faults using this design matrix, one already obtains reconstructed actuator faults,
however the reconstructed fault magnitudes are still far from the actual ones (see Figure 6.6).

Starting from the first design matrix (6.60), one can increase the matrix components to achieve the desired
reconstruction quality. Choosing the following gain matrix yields the best compromise between recon-
structed fault magnitude and few erroneous peaks.

ρ = diag
(
200 200 200 6 · 108

)
, (6.61)

The reconstructed pitch angle and generator torque faults are depicted in Figure 6.7.

In light of the previous remarks, some practical considerations can be made about the choice of the sliding
mode gain matrix ρ. First, as just described, it is sensible to estimate the vector components of κi and to

3In the above example, the vector κi is equal for both i = 1 and i = 2, since the matrices A21,i and F2,i are equal for both
values of i. Thus, it holds that κs = κ1 = κ2.
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Figure 6.6: Actual and reconstructed actuator faults using the design gain matrix (6.60)
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Figure 6.7: Actual and reconstructed actuator faults using the gain matrix (6.61).

choose the elements of ρ according to the first design condition (6.60). However, this will probably not
guarantee a satisfying reconstruction of faults. The elements of ρ may then be adjusted until a sufficient
reconstruction quality is achieved. The components of ρ must not be too large, either, as this might result
in an unstable or at least inadequate observer behaviour.

The question remains whether the reachability condition (6.50) is fulfilled for the above choice of ρ. Since
V̇s = 2 eTy P̃2

˙̃ey and since ey = 0, ˙̃ey = 0 during an ideal sliding motion, it holds that V̇s = 0 when a
sliding motion has been established. In Figure 6.8, the derivative V̇s of the Lyapunov function is depicted
for different values of the constant δ, where V̇s was not calculated directly using (6.43) but using (6.45).
It is visible that V̇s → 0 for δ → 0. This means that a sliding motion is established for most parts of the
simulation time except at the single occurrences when the faults are switched on and off. Thus, instead of
analysing the reachability condition, it is better to check whether an ideal sliding motion can be obtained
with the selected gain matrix ρ by checking whether V̇s → 0 for δ → 0.
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Figure 6.8: Derivatives V̇s of the Lyapunov function for a simulation with pitch angle and torque actuator
faults as described on page 78 for different values of the constant δ. Dashed line: V̇s calculated with (6.43).
Solid lines: derivatives calculated with (6.45).

Apart from V̇s, the choice of δ also influences the quality of the fault reconstruction. This can be seen in
Figure 6.9, where the reconstructed pitch angle fault is depicted for values of δ = 0.05 and δ = 0.002. In
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the latter case, there are only minor differences between the actual and the reconstructed fault, which are
hardly visible. However, when reducing δ, one must also reduce the step size in the numerical calculations.
Otherwise, an erroneous observer behaviour would result. For the choice of δ = 0.05, the step size was
set to ∆t = 0.01 s, whereas for δ = 0.002, the step size had to be reduced to ∆t = 0.0005 s in order
to achieve a reliable observer behaviour. Such a small step size would not be appropriate for simulating
the observer in real-time on an industrial control system. This means that there is a practical limit for the
reconstruction quality, although theoretically each fault could be reconstructed to arbitrary precision.
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Figure 6.9: Actual and reconstructed pitch angle fault. Black dashed line: actual fault. Blue solid line:
Reconstructed fault for δ = 0.05. Red solid line: Reconstructed fault for δ = 0.002.

6.4 Actuator Fault Reconstruction

In this section, some scenarios of actuator faults are reconstructed by means of a TS sliding mode observer.
The two main types of faults treated here are input faults and parameter faults (altered actuator dynamics),
which require different approaches. Whereas the input faults can be reconstructed directly, the altered
actuator dynamics constants, which are inherently available in the additive fault components, have to be
extracted using special algebraic relations (see Section 6.4.2).

TS Sliding Mode Observer Configuration

A sliding mode observer of model order 5 is used, with the observer state vector x = (θs ωr ωg β Tg)
T .

All states except for the torsional angle θs are measurable: y = (ωr ωg β Tg)
T .

The TS SM parameters were chosen as follows:

As
22 = diag (−10 · · · − 10), δ = 0.03, α = 0.

The sliding mode gain matrix was chosen as

ρ = diag
(
200 200 200 6 · 108

)
and the maximum values for the weighting matrix W were estimated as:

ωr,max = ωg,max = 1.6 rad
s , βmax = 1.5708 rad, Tg,max = 4.2 · 106 Nm .

Only an actuator fault matrix F, but no D-matrix for unmodelled dynamics is included in the TS sliding
mode observer design, as this yielded no improved fault reconstruction.
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6.4.1 Actuator Faults as Input Faults

The most simple way to consider actuator faults is by adding an offset to the controller output
uc: u = uc + fa. In this case, there is only one common actuator fault matrix F in equation (6.1), which
is equal to the input matrix B.

Additive Actuator Faults (Offsets)

As a first example, the same pitch angle and generator torque offset faults as on page 78 were considered
(fa,β = 0.1 rad, fa,Tg

= 97000 Nm). The torque offset fault of 97000 Nm in the TS SMO design model
without gearbox corresponds to an offset of 1000 Nm in the FAST model. This fault value was taken from
the FDI benchmark model [Odgaard and Johnson, 2013].

Simulations were conducted using both the nominal model and FAST. Between 40 s and 70 s, both faults
are active. The actual and reconstructed faults are depicted in Figure 6.10.
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(a) Pitch fault; simulation with nominal model
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(b) Torque fault; simulation with nominal model

0 20 40 60 80 100

0

5 · 10−2

0.1

t [s]

f a
,β

,f̂
a
,β

[r
ad

]

(c) Pitch fault; FAST simulation
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(d) Torque fault; FAST simulation

Figure 6.10: Actuator input faults in turbulent wind simulations (mean wind speed: 18 m/s, turbulence
intensity: 15 % (NTM), Kaimal model). Black dashed lines: actual faults; red solid lines: reconstructed
faults.

It can be seen from Figure 6.10 that both faults are reasonably well reconstructed. Astonishingly, (almost)
identical results are obtained in both simulation models, apart from a small initial peak in the reconstruction
of the pitch angle fault in the FAST simulation. Compared to the simulation results in Figure 6.7, the
discrepancy between the actual and the reconstructed fault values is smaller, which is due to the smaller
sliding mode parameter δ = 0.03 compared to δ = 0.05 in the previous section. However, since the
simulation time-step was left unaltered (∆t = 0.01 s), a small negative peak is visible when the faults
are switched off, which was not visible in the simulation results in Figure 6.7. This further reveals the
compromise that must be made between reconstruction accuracy and a feasible simulation time-step.

The same fault scenarios were simulated in the partial load region, at a mean wind speed of 10 m/s (see
Figure 6.11), using FAST. Again, the same reconstruction quality as in the case of 18 m/s is achieved.
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(a) Actual and reconstructed pitch angle fault
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(b) Actual and reconstructed generator torque fault

Figure 6.11: Actuator input faults in a FAST simulation with turbulent wind input (mean wind speed: 10
m/s, turbulence intensity: 18 % (NTM), Kaimal model). Black dashed lines: actual faults; red solid lines:
reconstructed faults.

Scaling Actuator Faults

Scaling faults can also be modelled and detected using the additive structure Fi fa in the TS sliding mode
observer design. The scaled actuator signal ũ = αu can be written using the additive fault signal fa:

ũ = αu = u + fa , (6.62)

and thus the scaling constant α can be reconstructed using the reconstructed additive fault signal f̂a:

α̂ =
u+ f̂a
u

. (6.63)

A pitch angle (scaling constant: 1.1, active between 30 s and 70 s) and a generator torque scaling fault
(scaling constant: 0.8, active between 40 s and 80 s) were simulated in FAST with turbulent wind input.
The scaling constants, which are both reconstructed fast and precise, are depicted in figure 6.12.
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(b) Actual and reconstructed generator torque scaling constant

Figure 6.12: Actuator input faults in FAST simulations with turbulent wind input (mean wind speed:
18 m/s, turbulence intensity: 15 % (NTM), Kaimal model). Black dashed lines: actual (faulty) scaling
constants; red solid lines: reconstructed scaling constants.

Apart from scaling faults, other fault types like fixed values, or stuck faults can also traced back to the
additive fault structure (see Section 6.5 and [Chen and Patton, 1999; Sami and Patton, 2012c]).
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6.4.2 Altered Actuator Dynamics

Input faults are one special fault category. However, since the pitch system and the generator/converter
system are complex, inherent faults in these systems may also alter the pitch and converter dynamics,
which in this work are represented by the first-order delay models (6.64) and (6.65).

β̇ = −1

τ
β +

1

τ
βd , (6.64)

Ṫg = − 1

τg
Tg +

1

τg
Tg,d . (6.65)

Alterations in the dynamics of the actuator delay models will be reflected in changed time delay constants.
In such a case, the goal of a fault reconstruction scheme would be to reconstruct the faulty time delay
constant.

Consider a change of the pitch delay time constant: τ → τ̃ . Since the delay time constant appears in the
denominator in the actuator model (6.64), an altered constant is best treated by considering its reciprocal
value: ã := 1

τ̃ . Then, the alteration can be represented as the sum of the nominal value a = 1
τ and an offset

value ∆a: ã = a+ ∆a.

The altered dynamics is then given by

β̇ = −ã β + ã βd

= − (a+ ∆a) β + (a+ ∆a) βd

= −a β + a βd − ∆a β + ∆a βd . (6.66)

Analogously, altered generator torque dynamics can be considered using the reciprocal ag of the delay time
constant τg:

Ṫg = −ag Tg + ag Tg,d − ∆ag Tg + ∆ag Tg,d . (6.67)

Both offset values are time-dependent: ∆a = ∆a (t), ∆ag = ∆ag (t)

Defining the offset matrices ∆A and ∆B as

∆A =


0 · · · 0 0

. . .
0 · · · −∆a 0
0 · · · 0 −∆ag

 ∆B =


0 0
...

...
∆a 0
0 ∆ag

 , (6.68)

the system dynamics with altered actuator dynamics can be written as

ẋ =

Nr∑
i=1

hi (z) (Aix + Di ξ) + Bu + ∆A x + ∆ B u . (6.69)

In order to reconstruct the altered actuator dynamics parameters ∆a and ∆ag , a fault matrix F and an
actuator fault vector fa must be found such that
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F fa = ∆A x + ∆ B u

=


0
...
0

∆a (βd − β)
∆ag (Tg,d − Tg)

 . (6.70)

Choosing

F =


0 0
...

...
1 0
0 1

 and fa =

(
∆a (βd − β)

∆ag (Tg,d − Tg)

)
, (6.71)

condition (6.70) is fulfilled. Furthermore, in the case when no unmodelled dynamics are considered
(D = 0), this choice of F guarantees that the existence conditions for the TS sliding mode observer are
fulfilled:

1. The number of measurable states p must be greater than q, the number of columns of F. This holds,
because at least ωr, ωg , β and Tg are measurable.
2. q = rank (F).

The reconstructed actuator fault vector is thus given by

f̂a =

(
∆â (βd − β)

∆âg (Tg,d − Tg)

)
, (6.72)

and is reconstructed using the equivalent output injection signal νeq via the relation f̂a = F2 (z)
+
νeq.

such that the individual reconstructed altered actuator dynamics parameters can be obtained as

∆â =

{
f̂a,1

βd−β , βd 6= β

0 , βd = β
(6.73)

∆âg =

{
f̂a,2

Tg,d−Tg
, Tg,d 6= Tg

0 , Tg,d = Tg
(6.74)

In order to avoid large peaks in the reconstruction of τ and τg in case the differences between the demanded
and actual actuator signals are close to zero, the parameters ∆̂a and ∆̂ag are only calculated using equations
(6.73) and (6.74) if |βd − β| > εβ,βd

and |Tg,d − Tg| > εTg,Tg,d
, with small positive constants εβ,βd

and
εTg,Tg,d

. Otherwise, ∆â and ∆âg are fixed at their respective values of the previous timestep.
If f̂a,1 assumes 0 for several cycles4 (and not only when oscillating around it), there is no pitch dynamics
fault present. In this case, the fault parameter ∆â1 is set to zero. Equally, if f̂a,2 is 0 for several cycles,
∆âg is set to zero. In practice, these conditions are checked by defining small constants ε1 and εg and by

checking whether
∣∣∣f̂a,1∣∣∣ < ε1 and

∣∣∣f̂a,g∣∣∣ < εg .

4the number of cycles depends on the timescale of the dynamics and on the stepsize of the numerical integration



6.4. ACTUATOR FAULT RECONSTRUCTION 93

Also, the faulty delay time constants can be calculated as τ̃ = 1
ã = 1

a+∆â and τ̃g = 1
ãg

= 1
ag+∆âg

.

As an example for altered pitch actuator dynamics, simulations both of the nominal model and FAST were
conducted with turbulent wind input (mean wind speed: 18 m/s) and a fault in the pitch actuator dynamics
active between 50 s and 150 s (step of the pitch actuator delay time constant from 0.1 s to 0.3 s).

The results are depicted in Figure 6.13, where the upper two figures depict the results of the simulations
using the nominal model and the lower two figures depict the FAST simulation results.
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Figure 6.13: Pitch parameter fault. Turbulent wind input (mean wind speed: 18 m/s, turbulence intensity:
15 % (NTM, Kaimal model)).

It can be seen from Figures 6.13b and 6.13d that the reconstruction quality of the faulty delay time constant
is inferior to those achieved for the actuator input faults in Section 6.4.1. The quality of the reconstructed
signal is not sufficient to be used in a fault-tolerant control scheme. However, the signal could be used
for a fast fault detection scheme, where a critical signal height could be defined to decide whether or not
a fault has occured. The time-series of τ̂ are interrupted with peaks, which occur whenever the difference
βd − β is close to εβ,βd

which was set to 0.005 rad in both simulations. A possible remedy to obtain a
smoother, but also slower, reconstruction of τ is to filter the reconstructed signal. The constant ε1 was set
to ε1 = 10−6 rad

s .

In the FAST simulation, the reconstruction of τ is comparable to the case of using the nominal model,
except that the reaction time is longer once the fault has occurred (see Figure 6.13d).

For comparison, two simulations were conducted with a lower fault amplitude. Between 50 s and 150 s,
the faulty delay time constant was set to 0.15 s. The reconstructed constants are depicted in Figure 6.14.

It can be seen from Figure 6.14 that the reconstruction quality of the delay time constants is slightly better
compared to the case in Figure 6.13, where a higher fault magnitude was set.

A torque actuator dynamics fault was also simulated using both the nominal model and FAST. A step
fault of the delay time constant τg (step from 0.02 s to 0.1 s) was active between 40 s and 160 s. The
reconstructed delay time constant is depicted in Figures 6.15b and 6.15d. The constant εTg,Tg,d

was set
to 10000 Nm in the case of the nominal model simulation and 5000 Nm in the FAST simulation. These
values are still relatively small when set in relation to the order of magnitude of Tg , which is in the region
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(b) FAST simulation

Figure 6.14: Pitch parameter fault (lower fault amplitude). Actual and reconstructed delay time constant.
Turbulent wind input (mean wind speed: 18 m/s, turbulence intensity: 15 % (NTM, Kaimal model)).

of 106 Nm. The constant εg was set to εg = 10−4 Nm
s .
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(b) Actual and reconstructed delay time constant. Simulation
with nominal model
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(c) Reconstructed fault component. FAST simulation
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(d) Actual and reconstructed delay time constant. FAST simula-
tion

Figure 6.15: Torque parameter fault. Turbulent wind input (mean wind speed: 8 m/s, turbulence intensity:
20 % (NTM, Kaimal model)).

The reconstruction results are similar in both simulations, although one has to keep in mind that different
values for the constant εTg,Tg,d

were used. As in the example of the pitch parameter fault, the quality of the
reconstruction if not sufficient for using the signal in fault-tolerant control applications but only for fault
detection schemes.
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Altered Actuator Dynamics for Second Order Pitch Model

In the previous section, altered pitch actuator dynamics were only considered for a first order delay model
for the pitch system. In this section, it is investigated whether altered pitch dynamics can also be recon-
structed for a second order delay model. In this case, the pitch dynamics is given by

(
β̇

β̈

)
=

(
0 1
−ω2

n −2 ζ ωn

) (
β

β̇

)
+

(
0
ω2
n

)
βd , (6.75)

where ωn are ζ are the characteristic frequency and the damping of the second order delay model, respec-
tively. The (measurable) pitch rate β̇ is then included in the state vector and in the output vector of both the
simulation model and of the TS SMO.

Due to the nonlinear terms ω2
n and−2 ζ ω, the modelling of the altered actuator dynamics for the second or-

der pitch model is not as straightforward as for the first order delay model. As a first step, it is advantageous
to substitute the nonlinear terms by linear parameters, as follows:

a1 := ω2
n , a2 := 2 ζ ωn . (6.76)

An alteration in actuator dynamics (parameters ωn and ζ) can then be formulated as an additive offset on
the substituted dynamics parameters:

a1 → ã1 = a1 + ∆a1 , (6.77)
a2 → ã2 = a2 + ∆a2 . (6.78)

The altered pitch dynamics is then given by

(
β̇

β̈

)
=

(
0 1
−a1 −a2

) (
β

β̇

)
+

(
0
a1

)
βd +

(
0 1

−∆a1 −∆a2

) (
β

β̇

)
+

(
0

∆a1

)
βd . (6.79)

Analogously to the case of first order pitch dynamics, offset matrices ∆A and ∆B can be defined as

∆A =


0 · · · 0 0 0

. . . 0 0
0 · · · 0 0 0
0 · · · −∆a1 −∆a2 0
0 · · · 0 0 −∆ag

 ∆B =


0 0
...

...
0 0

∆a1 0
0 ∆ag

 , (6.80)

such that the dynamics of the observer system (without feedback terms) with altered actuator dynamics can
be written as 5

ẋ =

Nr∑
i=1

hi (z) (Aix + Di ξ) + Bu + ∆A x + ∆ B u . (6.81)

The actuator dynamics fault term (∆A x + ∆ B u) is given by
5the torque actuator dynamics are again treated as a first order delay model
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∆A x + ∆ B u =


0
...
0

∆a1 (βd − β)−∆a2 β̇
∆ag (Tg,d − Tg)

 , (6.82)

and can be written as ∆ A x + ∆ B u = F fa by choosing

F =


0 0
...

...
0 0
1 0
0 1

 and fa =

(
∆a1 (βd − β) − ∆a2 β̇

∆ag (Tg,d − Tg)

)
. (6.83)

The torque actuator fault ∆ag can be reconstructed as described in the previous section. For the pitch
actuator faults ∆a1 and ∆a2, however, there is now only one equation available:
fa,1 = ∆a1 (βd − β) − ∆a2 β̇. This equation is under-determined, with the result that ∆a1 and ∆a2

cannot be directly reconstructed from it.

A possible way to proceed is to exploit the fact that the pitch rate β̇ oscillates around zero in full-load
operation of the wind turbine, so that there are occurrences when β̇ = 0 and thus fa,1 = ∆a1 (βd − β).
Consequently, at these single-point occurrences, ∆â1 can be reconstructed as

∆â1 =
f̂a,1
βd − β

(
β̇ = 0 , βd 6= β

)
. (6.84)

Then, keeping track of the reconstructed values of ∆â1 , for example by calculating a running average
∆â1,mean , the second dynamics fault parameter ∆a2 can be reconstructed (when β̇ 6= 0) as

∆â2 =
1

β̇

(
∆â1,mean (βd − β) − f̂a,1

) (
β̇ 6= 0

)
. (6.85)

In order to exclude large peaks in the reconstruction of ∆â2 when β̇ is close to zero, a threshold εβ̇ > 0

can be defined and equation (6.85) is only calculated when |β̇| > εβ̇ . Otherwise, ∆â2 is fixed to its value
of the previous timestep.

Similarly to the fault detection algorithm for first order pitch dynamics, if f̂a,1 assumes 0 for several cycles
(and not only when oscillating around it), there is no pitch dynamics fault present. In this case, the fault
parameter ∆â1 is set to zero.

To check whether f̂a,1 ≈ 0 and β̇ ≈ 0 is best done by specifying small constants ε1, ε2 close to zero and

testing whether
∣∣∣f̂a,1∣∣∣ < ε1 and |β̇| < ε2.

From the definitions (6.76), (6.77) and (6.78), the reconstructed second order delay model parameters ω̂n
and ζ̂ can be calculated from the reconstructed values of ∆â1,mean and ∆â2 as

ω̂n =
√

∆â1,mean + ω2
n , ζ̂ =

1

ω̂n

(
∆â2

2
+ ζ ωn

)
. (6.86)
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Example for Second Order Pitch Dynamics Fault

As an example for a fault in the pitch actuator dynamics using a second order pitch model, one fault from
the FDI benchmark model for FAST [Odgaard and Johnson, 2013] is used. The default parameters for the
pitch model are: ωn = 11.11 rad

s and ζ = 0.6. One fault scenario described in [Odgaard et al., 2009] is a
pressure drop in the hydraulic pitch system, with the following faulty parameters: ω̃n = 5.73 rad

s , ζ̃ = 0.45.

A fault in the torque actuator dynamics is not considered here, such that F in (6.83) consists only of one
column and fa is reduced to a scalar fa = fa,1 = ∆a1 (βd − β)−∆a2 β̇.

The same sliding mode observer as in Section 6.4 is used here for the fault reconstruction, with an enlarged

system vector now including the pitch rate: x =
(
θs ωr ωg β β̇ Tg

)T
. All states except for the

torsional angle θs are measurable: y =
(
ωr ωg β β̇ Tg

)T
.

The small threshold values were set to εβ̇ = 0.04 rad
s , ε1 = 10−6 rad

s2 and ε2 = 10−4 rad
s .

A simulation was conducted using the nominal model, with the pitch actuator fault active between 50 s
and 150 s. Figure 6.16a shows the reconstructed fault signal f̂a,1 = ∆â1 (βd − β) − ∆â2 β̇, which is
calculated from the equivalent output injection signal νeq using the relation f̂a = F2 (z)

+
νeq. While the

fault is active, f̂a,1 oscillates around zero, whereas it is equal to zero when no fault is active. f̂a,1 implicitly
contains both faulty second order parameters ωn and ζ.

Figure 6.16b shows the pointwise reconstruction of the fault parameter ∆â1, at occurrences when β̇ ≈ 0.
At these instances, sharp negative peaks are visible in the figure.

From the running average of the reconstructed values of ∆â1, ∆â2 is calculated at instances when |β̇| > εβ̇ .
The time-series of ∆â2 is displayed in Figure 6.16c.

Using the equations in (6.86), the reconstructed dynamics parameters ω̂n and ζ̂ are calculated and displayed
in Figures 6.16d and 6.16e.

As can be seen in Figure 6.16d, a rough but still reasonable reconstruction of the frequency parameter
ωn can be achieved. The time-shift of > 15 s is due to some memory blocks that were included in the
Simulink R© model to avoid algebraic loops. When the memory blocks are removed, the time-shift can be
significantly reduced (see Figure 6.17a).6 The reconstruction of the damping parameter ζ, on the other
hand, is of inferior quality and probably not even appropriate to be used in fault detection schemes.

As a general rule, both for the first and for the second order delay models, the reconstruction of the dy-
namics parameters is strongly influenced by the choice of the ε-constants. Increasing the constants εβ,βd

,
εTg Tg,d

and εβ̇ leads to a less noisy, but also more discretised and thus slower reconstruction. The fault
reconstruction for parameter faults is thus not yet very robust, neither with respect to the ε-parameters nor
with respect to model uncertainties. Still, the results presented in this section are interesting and demon-
strate the breadth of possible applications of the TS sliding mode observer.

The main part of Section 6.4.2 was first published in [Georg and Schulte, 2014a] 7.

6The problem of algebraic loops is peculiar to Simulink R©. When implementing the observers on a wind turbine control system
one could thus expect to get a similar time-shift as in Figure 6.17a.

7Sören Georg and Horst Schulte. Diagnosis of Actuator Parameter Faults in Wind Turbines using a Takagi-Sugeno Sliding Mode
Observer. In Józef Korbicz and Marek Kowal, editors, Intelligent Systems in Technical and Medical Diagnostics, volume 230 of
Advances in Intelligent Systems and Computing, pages 29-40. c© Springer-Verlag Berlin Heidelberg 2014, with kind permission from
Springer Science and Business Media.
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(c) Reconstructed fault parameter ∆â2. Only when |β̇| > εβ̇ .
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Figure 6.16: Pitch parameter fault for second order delay model. Simulation with nominal model. Turbu-
lent wind input (mean wind speed: 18 m/s, turbulence intensity: 15 % (NTM, Kaimal model)).
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Figure 6.17: Pitch parameter fault for second order delay model. Simulation with nominal model. Tur-
bulent wind input (mean wind speed: 18 m/s, turbulence intensity: 15 % (NTM, Kaimal model)). Some
memory blocks were removed in the Simulink model.
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6.5 Sensor Fault Reconstruction

In this section, the dynamic sensor fault reconstruction method from [Tan and Edwards, 2003; Alwi et al.,
2011] (see Section 6.2) is used to reconstruct some example sensor faults in simulations of both the nom-
inal model and FAST. The same TS sliding mode observer as in Section 6.4 was used. The sensor fault

selection matrix was chosen as N =


0 0 0
1 0 0
0 1 0
0 0 1

, which proved to be an appropriate choice. Other

structures were tested, as well. In some cases, this led to problems in the simulation, sometimes not even
a TS SMO design was feasible. The above choice of N means that the sensor fault vector is given by
fs =

(
fs,ωg

fs,β fs,Tg

)T
, such that these three sensor faults can, in principle, be simultaneously recon-

structed.

Notation Here and in the following, a subindex F denotes a faulty sensor value, for example, ωg,F
denotes a faulty generator speed sensor value.

6.5.1 Simulation Examples

Additive Sensor Faults

As a first example, offset faults of the pitch angle and generator torque sensors were simulated. For the
pitch angle, the offset fault was set to 0.1 rad. The generator torque offset fault was set to 97000 Nm. Since
a gearbox ratio is not included in the observer design model, this fault corresponds to a torque offset of
1000 Nm in the FAST model, were a gearbox ratio of ng = 97 is included.

The simulation results are depicted in Figure 6.18.

It can be seen that both sensor faults are reconstructed fast. The absolute heights of the faults are reached
to a degree of about 93 %. As discussed in Section 6.3.3, by choosing smaller values of δ and the time-step
∆t, the correct fault heights could be reconstructed to any degree of accuracy. Even though no fault is
active in the generator speed sensor, an erroneous fault signal is reconstructed in this channel (see Figure
6.18g). This effect, which is not limited to the FAST simulation but also occurs in the simulation of the
nominal model, should be identified as an erroneous fault detection in an FDI decision algorithm.
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(a) Black line: FAST wind speed output; blue line: estimated
wind speed with TS observer
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(c) Black line: physical pitch angle;
green line: (faulty) pitch angle sensor output
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(d) Black line: actual pitch angle sensor fault; red line: recon-
structed pitch angle sensor fault
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(e) Black line: physical generator torque;
green line: (faulty) torque sensor output
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(f) Black line: actual generator torque sensor fault; red line: re-
constructed torque sensor fault
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(g) (Erroneously) reconstructed generator speed sensor fault

Figure 6.18: FAST simulation with turbulent wind input (mean wind speed: 18 m/s, turbulence intensity:
15 % (NTM), Kaimal model) with offset faults of the pitch angle (0.1 rad) and generator torque (97000
Nm) sensors
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Scaling Faults

For the detection of fault types other than additive offset faults, one can exploit the fact that several types
of faults can be represented as additive faults [Chen and Patton, 1999; Sami and Patton, 2012c].

For a scaling fault with a scaling constant α, the faulty output signal yF can be written as yF = α y. The
sensor fault reconstruction with the TS sliding mode observer using relation (6.34) assumes an additive
sensor fault component fs = yF − y. A scaling fault must therefore be represented in additive form to
obtain an estimate for the scaling constant α using the reconstructed value f̂s:

yF = α y
!
= y + fs (6.87)
= y + α y − y

= y + (α − 1) y︸ ︷︷ ︸
= fs

⇒ fs = yF − y
!
= (α − 1) y

= (α − 1) (yF − fs) (6.88)

Using again the relation y = yF − fs , equation (6.88) can be rearranged to

α =
yF

yF − fs
=

y + fs
y

. (6.89)

From the reconstructed additive sensor fault component f̂s , an estimate α̂ for the scaling constant of the
faulty measurement can be calculated using

α̂ =
yF

yF − f̂s
=

y + f̂s
y

. (6.90)

As an example, a scaling fault of the generator speed sensor (faulty scaling constant of 1.3 between 30 s and
70 s) was simulated using both the nominal model and FAST, with the same wind speed characteristics as
in the examples for the offset faults on page 99. Here, the generator speed was used as controlled variable
instead of the rotor speed, to get a realistic estimation of the effect of the sensor fault. The reconstructed
generator speed sensor fault scaling constants are depicted in Figure 6.19.
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Figure 6.19: Actual and reconstructed generator speed sensor fault scaling constant for a turbulent wind
simulation (mean wind speed: 18 m/s) with a generator speed sensor scaling fault.

The fault reconstruction in the nominal model simulation is comparably fast and precise. However, in the
FAST simulation, the reconstruction quality is significantly impaired, in contrast to the results obtained in
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the simulations of the offsets faults. This indicates that the reconstruction quality can depend sensitively
both on the type of fault and the respective fault channel.

Faults with Fixed Sensor Values

One of the sensor faults given in the FDI benchmark model [Odgaard and Johnson, 2013] is a fixed pitch
sensor fault with a constant value of 1 deg of blade 1. In this work, only a collective pitch angle is included
in the TS SM observer state vector. Thus, a pitch sensor fault can only be modelled as a collective fault of
all three pitch angles. The fixed pitch angle sensor fault was simulated using FAST. The simulation results
are depicted in Figure 6.20.

In general, for a fixed sensor fault with the faulty constant value yF = c, an additive fault component
fs can still be reconstructed using the TS SMO, such that yF = y + fs and in the case of perfect fault
reconstruction, the relation y = yF − f̂s should hold.
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(a) Black line: physical pitch angle; green dashed line:
(faulty) pitch angle sensor value; red line:
difference βF − f̂s,β between pitch angle sensor value
and reconstructed sensor fault
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(b) Actual (black) and reconstructed (red) additive pitch angle
sensor fault component
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(c) (Erroneously) reconstructed generator speed sensor fault
component

Figure 6.20: FAST simulation with turbulent wind input (mean wind speed: 18 m/s) with fixed pitch angle
sensor fault of 1 deg ≈ 0.0175 rad.

In Figure 6.20a, the physical and measured pitch angle are depicted, together with the faulty sensor output
subtracted by the reconstructed sensor fault, i.e., βF − f̂s,β , which should correspond to the physical
pitch angle value in case of perfect fault reconstruction. It can be seen that the achieved reconstruction is
reasonably good. However, even though no generator speed sensor fault is present, the reconstructed fault
signal in this channel is not negligible (see Figure 6.20c), which is a similar effect as in the example of the
additive sensor faults on page 99 and should be identified as erroneous fault detection in an FDI decision
algorithm.
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Fault-Tolerant Control

In this chapter, fault-tolerant control schemes for actuator and sensor fault compensation in wind turbines
are investigated and tested in simulations. The faults are reconstructed by means of the modified TS sliding
mode observer as described in section 6.3. Afterwards, the reconstructed faults are utilised to correct the
faulty control input or output signals, respectively. In this way, virtual sensors or actuators are obtained
which correspond to the fault-free cases in case of perfect fault reconstruction.

7.1 Actuator Fault-Tolerant Control

This section deals with actuator fault-tolerant control for wind turbines. Parts of this section were first
published in [Georg and Schulte, 2013] 1.

7.1.1 Fault Compensation

If faults occur in the system, provided that these faults can be accurately reconstructed, the most straightfor-
ward strategy to achieve fault-tolerance is a simple fault compensation method, whereby the reconstructed
(and possibly filtered) faults are subtracted from the demanded control input:

ucorr = u− f̂a,filt , (7.1)

where first order delay filters can be used to avoid feeding back erroneous peaks into the fault-tolerant
control scheme. The dynamics of the filtered reconstructed fault signals is given by

˙̂
fa,filt = −diag (1/τ1 1/τ2) f̂a,filt + diag (1/τ1 1/τ2) f̂a . (7.2)

Here, the delay time constants are set to τ1 = 0.3 s and τ2 = 2 s. As an additional correction, the
components of f̂a are set to zero during the first 20 seconds of the simulation, in order to avoid feeding
back initial transients.

The schematics of the FTOL structure is depicted in Figure 7.1. After applying the correction (7.1), the

1Sören Georg, Horst Schulte. Actuator Fault Diagnosis and Fault-Tolerant Control of Wind Turbines using a Takagi-Sugeno
Sliding Mode Observer. International Conference on Control and Fault-Tolerant Systems (SysTol), pp. 516 – 522, Nice, France,
2013. c© 2013 IEEE.
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actual input signal that acts on the system is given by

ũcorr = ucorr + fa = u +
(
fa − f̂a,filt

)
. (7.3)

It is plain to see that the quality of the fault compensation depends on the quality of the fault reconstruction.
If f̂a,filt were a perfect reconstruction of fa, ũcorr would exactly correspond to the original faultless control
signal u.

pdc u +
-

ucorr
fa

ũcorr plant

f̂a,filt

TS SMO
f̂a

PT1

ŷ
- y

ey

Figure 7.1: Schematics of the actuator fault-tolerant control structure. Reprinted from [Georg and Schulte,
2013] c© 2013 IEEE.

7.1.2 Example Actuator Faults

In this section, two example actuator faults are simulated in FAST with the applied fault compensation
(7.1) and compared to the fault-free case and the faulty case without active fault compensation.

The first example is an incipient offset fault on the demanded pitch angle, which is increased with a linear
ramp between 30 s and 50 s. The simulation results are depicted in Figures 7.2 and 7.3.
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(c) Pitch angle faults. blue line: actual fault; green line: recon-
structed fault in the case without fault compensation; red line:
reconstructed fault in the case with active fault compensation

Figure 7.2: FAST simulations with turbulent wind input (mean wind speed: 18 m/s, turbulence intensity: 15
% (NTM), Kaimal model); Subfigures 7.2a, 7.2b: black lines: fault-free case; green lines: incipient pitch
actuator offset fault (0.25 rad) active from 30 s, no fault compensation; red: with active fault compensation
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It can be seen from Figure 7.2 that in the faulty case without fault compensation (green lines), the rotor
speed is in parts significantly lower compared to the fault-free case. This is due to the pitch angle, which
in these time-ranges is fixed at 0.25 rad although it should normally be lower. Since in the fault-free case
the maximum generator torque has already been reached, the significantly reduced rotor speed in the faulty
case will then inevitably lead to a decrease in produced power and thus a loss of energy. In the case with
active fault compensation (red lines), the fault-free behaviour is almost recovered (see also Figure 7.3).
This demonstrates the effectiveness of the fault compensation scheme based on direct fault reconstruction.
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Figure 7.3: FAST simulation with the same pitch angle fault as in Figure 7.2 with active fault compensation;
blue line: demanded pitch angle βd; red dashed line: corrected pitch angle βd,corr; red solid line: effective
demanded pitch angle β̃d,corr

As a second example, an incipient generator torque scaling fault was simulated, where the faulty scaling
constant was set to 1.4. The simulation results are depicted in Figure 7.4.

It can be seen from Figure 7.4a that when the fault is active, the rotor speed is reduced due to the increased
generator torque. Since the generator torque-speed curve for the partial load region is selected such that
the turbine is operating at the optimal tip-speed ratio, one would expect a reduction in produced power
compared to the fault-free case. In fact, this is the case most of the time as can be seen in Figure 7.4c. This
leads to a reduced energy production, which can be seen from the time-series of the energy difference in
Figure 7.4d. Again, with active fault compensation, the fault-free behaviour is almost recovered, avoiding
the loss of energy that occurs without fault compensation. Surprisingly, there is even a slight gain in energy
compared to the fault-free case (see Figure 7.4d).

Regarding the reduction in produced energy in the faulty case without active fault compensation, one might
expect a still more significant energy reduction compared to the fault-free case. However, such a conjecture
would be based on the assumption that in the fault-free case the turbine is always running at the optimal
tip-speed ratio. However, as can be seen in Figure 7.5, this is not the case. In fact, there are quite large
deviations from the optimal ratio at times. This is due to the fast changes in the wind speed, which are not
leveled off equally fast by the changes in the rotor speed.
One must keep in mind that the generator torque-speed curve for the partial load region is deduced based
on static calculations, where no acceleration effects of the rotor are taken into account. The above finding
supports the demand raised in many recent publications for closed-loop control in the partial load region
(see for example [Johnson et al., 2006]).

7.1.3 Global Stability Analysis - Full Load Region

In the full load region, where only the pitch controller is active, the stability of the fault-tolerant control
scheme can be shown similarly as for the standard control structure in the fault-free scenario. Analogously
to the procedure in section 4.1.4, the derivative V̇ of the Lyapunov function was analysed in 3 turbulent
wind simulations with the mean wind speeds 14, 18 and 24 m/s to achieve a large coverage of the full load
region. This does not constitute a formal proof of stability, but, arguing as in section 4.1.4, it gives good
theoretical support for the stability.

Including faults and the active fault compensation, the approximated model (4.44) without the external
bounded disturbance

∑Nr

i hi(β) Ẽi v is modified by the error term F fa = B fa and the correction term
−B f̂a,filt:
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(d) Green line: Energy difference between fault-free case and
faulty case without fault compensation; red line: Energy differ-
ence between faulty case with fault compensation and faulty case
without fault compensation.
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(e) Generator torque scaling fault. blue line: actual (faulty) scal-
ing constant; green line: reconstructed scaling constant in the
case without fault compensation; red line: reconstructed scaling
constant in the case with active fault compensation

Figure 7.4: FAST simulations with turbulent wind input (mean wind speed: 8 m/s, turbulence intensity: 20
% (NTM), Kaimal model); Subfigures 7.4a - 7.4c: black lines: fault-free case; green lines: incipient torque
actuator scaling fault (scaling constant: 1.4) active from 30 s, no fault compensation; red: with active fault
compensation
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Figure 7.5: Tip speed ratio for turbulent FAST simulation in partial load (mean wind speed 8 m/s). Black
line: fault-free case; green line: with generator torque scaling fault (α = 1.4) without fault compensation.
red dashed line: optimal tip-speed ratio.
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ẋ =

Nr∑
i

hi(β) (Ai x + Bu + ai) + B
(
fa − f̂a,filt

)
(7.4)

=

Nr∑
i

hi(β) (Ai,CL x + gi) − B kI xI + B
(
fa − f̂a,filt

)
︸ ︷︷ ︸

=: ∆f

(7.5)

Then, the derivative of the Lyapunov function is given by

V̇ =

Nr∑
i

hi (β) xT
(
P Ai,CL + AT

i,CL P
)

x + 2

Nr∑
i

hi (β) xT P gi − 2xT P B kI xI

+ 2 xT P B ∆f . (7.6)

Since the controller was designed using the reduced-order state-space model with only ωr and β as states
(see section 4.1.4), the simulations to calculate V̇ were also carried out in the reduced-order model, in order
to be consistent. The results are depicted in Figure 7.6, both for the fault-free case (black lines) and for
the faulty case (incipient pitch angle offset fault of 0.25 rad) with active fault compensation, including the
additional term 2 x̃T P B̃ ∆f (green lines). For the sake of comparison, one simulation was also carried out
in FAST (faulty case with active fault compensation), where the corresponding three states of the reduced
state vector were extracted (red lines in Figure 7.6).
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Figure 7.6: Derivatives of Lyapunov function for three different turbulent simulation runs in the full-load
region. Black lines: simulation with reduced-order model (4.34), fault-free case; green lines: simulation
with reduced-order model, incipient pitch angle offset fault of 0.25 rad, active fault compensation; red
lines: FAST simulation with pitch angle fault and active fault compensation.

One can see from Figure 7.6 that in all three cases, V̇ is below zero, such that the stability is ensured within
the reduced-order model. As a general tendency, the negativity of V̇ increases for higher wind speed, which
means that the stability is increased. This corresponds to the findings in section 4.1.4.

For the FAST simulations, the negativity of V̇ is also ensured. However, especially in the case with mean
wind speeds of 14 m/s, there are discrepancies between the FAST simulation results and the results from
the reduced-order simulations. Still, the stability analysis using the reduced-order model seems to provide
a reasonable estimate for the stability even in FAST simulations.
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7.1.4 Actuator Scaling Faults - Limits of Fault Compensation

The pitch actuator offset fault simulated and analysed in section 7.1.2 represents a rather moderate fault in
terms of fault magnitude and rate of increase. It could be shown in section 7.1.3 that the stability is still
maintained in the presence of this fault with active fault compensation.

To investigate the limits of the fault-tolerant control strategy presented in this work, more severe pitch
angle (scaling) faults shall be analysed in this section, combined with a stability analysis. Faulty scaling
constants of α = 0.2, 0.05, 0.02, and 0 were simulated by gradually introducing them with a linear ramp
between 30 s and 70 s of a total simulation time of 200 s. In Figures 7.7 - 7.10, the results for the states ωr
and β, as well as for the demanded (corrected) pitch angle βd,corr are depicted for the fault-free case, the
faulty case without fault compensation, and the faulty case with active fault compensation.

For the scaling faults in this section, the reconstructed fault signal f̂a was not filtered before feeding it
back via the fault compensation (7.1), since the additional time-delay induced by the first-order filter led to
unsatisfying fault compensation results in the cases of α ≤ 0.05.
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Figure 7.7: FAST simulations with turbulent wind input (mean wind speed: 18 m/s, turbulence intensity:
15 % (NTM), Kaimal model) and incipient pitch angle scaling fault (final faulty scaling value: α = 0.2.
Black lines: fault-free case; green lines: faulty case without fault compensation; red: with active fault
compensation

It can be seen from Figure 7.7 that with active fault compensation, the scaling fault with α = 0.2 is
fairly well compensated for, such that the system behaviour comes close to the behaviour in the fault-free
case. In this case, a pitch rate and pitch angle limitation on the control system side (just behind the first
node in Figure 7.1 where f̂a,filt is subtracted) can be included without leading to perceptible changes in the
simulation results including fault compensation.

By contrast, for faulty scaling constants of α = 0.05 and 0.01, no pitch rate and angle limitation was
included in the control system side, as this would hamper the performance of the fault compensation. This
can be observed from Figures 7.8c - 7.10c, where the pitch rates and the absolute values of the (corrected)
demanded pitch angles significantly exceed the usual limits of 10 deg/s = 0.1745 rad/s and 1.57 rad.
On the actuator side (behind the second node where fa is added), a pitch rate and angle limitation were
included to avoid obtaining unphysical results.

While a fault compensation can still be achieved for faulty scaling constants near zero, the fault compen-
sation scheme comes to technical limit in the case of a faulty scaling constant of α = 0, since in this case,
any value of the corrected demanded pitch angle will be scaled to zero, such that a compensation is im-
possible. This effect can be clearly seen in Figure 7.10, where the physical pitch angle falls rapidly to zero
around a simulation time of 70 s (in the case with active fault compensation) and remains there (although
the demanded pitch angle keeps increasing). Consequently, the rotor speed remains at values far beyond
the rated speed.2

2Obviously, this consideration can only be done in a simulation. A real wind turbine is shut down once a critical rotor speed is
exceeded, which for a turbine like the NREL 5 MW reference turbine would be no higher than 1.6 rad/s. This means that in the two
cases of α = 0.2 and 0.05, a fault correction would be possible without crossing the overspeed mark.
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Figure 7.8: FAST simulations with turbulent wind input (mean wind speed: 18 m/s, turbulence intensity:
15 % (NTM), Kaimal model) and incipient pitch angle scaling fault (final faulty scaling value: α = 0.05.
Black lines: fault-free case; green lines: faulty case without fault compensation; red: with active fault
compensation
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Figure 7.9: FAST simulations with turbulent wind input (mean wind speed: 18 m/s, turbulence intensity:
15 % (NTM), Kaimal model) and incipient pitch angle scaling fault (final faulty scaling value: α = 0.01.
Black lines: fault-free case; green lines: faulty case without fault compensation; red: with active fault
compensation
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Figure 7.10: FAST simulations with turbulent wind input (mean wind speed: 18 m/s, turbulence intensity:
15 % (NTM), Kaimal model) and incipient pitch angle scaling fault (final faulty scaling value: α = 0.
Black lines: fault-free case; green lines: faulty case without fault compensation; red: with active fault
compensation
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Stability Analysis

A stability analysis, which is conducted for the four cases with different scaling constants, yields negative
derivatives of the Lyapunov function for the three cases of α = 0.2, 0.05 and 0.01, which means a stable
closed-loop control. By contrast, in the case ofα = 0, V̇ exceeds zero at a simulation time of approximately
70 s, which means that no stable closed-loop control can be achieved. This result corresponds to the
intuitive observation that no fault compensation can be achieved for the case of α = 0.
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Figure 7.11: Derivatives of Lyapunov functions for turbulent FAST simulations (mean wind speed: 18 m/s)
with incipient scaling faults of the pitch angle for different scaling constants and active fault compensation.
Black line: fault-free case; orange line: α = 0.2; blue line: α = 0.05; green line: α = 0.01; red line:
α = 0.
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7.2 Sensor Fault-Tolerant Control

Using the dynamic sensor fault reconstruction method (6.34) introduced in Section 6.2, a sensor fault-
tolerant control scheme can be implemented by substracting the reconstructed sensor faults from the
(faulty) outputs:

ycorr = C x + N fs − N f̂s

= C x + N
(
fs − f̂s

)
, (7.7)

where the quality of the fault compensation is determined by the quality of the fault reconstruction, i.e.,
whether the difference fs − f̂s is close to zero.

7.2.1 Example Sensor Faults

Additive Fault

As an example, an additive fault in the generator speed sensor shall be reconstructed using a TS SMO with

observer state vector x̂ =
(
θ̂s ω̂r ω̂g β̂ T̂g

)T
. The output vector is given by

x̂ =
(
ω̂r ω̂g β̂ T̂g

)T
. As in section 6.5, the sensor fault selection matrix was chosen as

N =


0 0 0
1 0 0
0 1 0
0 0 1

, such that the sensor fault vector is given by fs =
(
fs,ωg fs,β fs,Tg

)T
.

Simulations were conducted using both the nominal model and FAST, with an additive sensor fault of the
generator speed ωg active from 30 s. In the first case, the reference wind speed was used as input for the
TS SMO, whereas for the FAST simulation, the reconstructed wind speed obtained from the TS Luenberg
wind observer (see chapter 5) was used. In both cases, the generator speed ωg was used here as controlled
variable instead of the rotor speed ωr 3. The fault magnitude was increased linearly between 30 s and 70 s
up to its full height of 0.2 rad/s. In Figure 7.12, one can see that the sensor fault is pretty well reconstructed
(to a degree of about 93 % 4) with the nominal model. Due to the precise sensor fault reconstruction,
very good results are achieved for the fault-tolerant control, too. The simulation behaviour is close to the
behaviour in the fault-free case.

By contrast, in the FAST simulation (see Figure 7.13), the quality of the sensor fault reconstruction is
reduced. The mean fault value is still reasonably well reconstructed, but the signal is superimposed with
noise. As a consequence, the fault compensation within the FAST simulation is of reduced quality com-
pared to the nominal model simulation. Still, compared to the case without any fault compensation, the
simple sensor fault-tolerant control scheme achieves a reasonable fault compensation even in FAST (see
Figure 7.13a).

3and a notch filter was included in FAST simulations to obtain a filtered signal of ωg to be used in the controller (see section 4.3)
4with δ → 0 and ∆t → 0, the fault magnitude could theoretically be reconstructed to a degree of 100 %, as argued in section

6.3.3
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(c) Actual (blue) and reconstructed (green,
red) sensor fault

Figure 7.12: Turbulent simulation of the nominal model (mean wind speed: 18 m/s, turbulence intensity:
15 % (NTM), Kaimal model) with incipient offset fault of the generator speed sensor. Black lines: fault-
free case; green lines: faulty case without fault compensation; red lines: faulty case with active fault
compensation.
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Figure 7.13: Turbulent FAST simulation (mean wind speed: 18 m/s, turbulence intensity: 15 % (NTM),
Kaimal model) with incipient offset fault of the generator speed sensor. Black lines: fault-free case; green
lines: faulty case without fault compensation; red lines: faulty case with active fault compensation.

Stuck Sensor Fault

As a second example, a stuck generator speed sensor fault was simulated. The results are depicted in Figure
7.14 for the nominal model simulation and in Figure 7.15 for the FAST simulation.

As with the additive sensor fault example, the results with the stuck sensor fault show a similar pattern.
In the nominal model simulation, a precise fault reconstruction can be achieved, which can be seen in
Subfigure 7.14d, where the difference (ωg,F − f̂s,ωg

) between the faulty generator speed and the recon-
structed fault signal is almost equal to the generator speed in the fault-free case. Consequently, a very good
fault-tolerant behaviour is achieved (see Subfigure 7.14b).

Within the FAST simulation, the reconstruction quality is reduced. Still, a reasonable fault-tolerant be-
haviour is achieved when the fault compensation is active (see Subfigure 7.15b).

7.2.2 Global Stability Analysis - Full Load Region

In this section, the global stability in the full load region in the presence of generator speed sensor faults
with active fault compensation is examined analogously to sections 4.1.4 and 7.1.3, that is by analysing
the derivative of an appropriate Lyapunov function for several example turbulent simulation runs. Since
the PDC pitch controller (4.37) was designed based on a 2-state reduced-order model with the state vector
x = (ωr β)

T , the stability analyses in sections 4.1.4 and 7.1.3 were also based on this 2-state model.

When including generator speed sensor faults, however, the generator speed must obviously be included
in the stability analysis. In the following analysis, the rotor speed ωr is simply replaced by the generator
speed ωg . Strictly speaking, this is an inconsistency and not fully theoretically correct. However, when
evaluating the derivatives of the Lyapunov function with either the rotor speed or the generator speed,
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(d) Black line: generator speed in the fault-free case; red dotted
line: difference between faulty generator speed and reconstructed
sensor fault (ωg,F − f̂s,ωg ) in the case with active fault compen-
sation; brown dashed line: physical generator speed in the faulty
case without fault compensation; blue dashed line: difference
(ωg,F − f̂s,ωg ) in the case without active fault compensation.

Figure 7.14: Turbulent simulation of the nominal model (mean wind speed: 18 m/s, turbulence intensity: 15
% (NTM), Kaimal model) with stuck generator speed sensor fault. Black lines: fault-free case; blue dashed
lines: faulty case without fault compensation; red dotted lines: faulty case with active fault compensation.

there are only marginal differences except for initial transients. Despite the inconsistency, the following
procedure therefore still yields a reasonable estimation for the stability.

The system to be analysed is the approximated model (4.40) without the external bounded disturbance∑Nr

i hi(β) Ei v, i.e. the autonomous model

ẋ =

Nr∑
i

hi(β)(Ai x + Bu + ai) , (7.8)

with the affine term ai = −Ai xi − Bui −Ei vi as defined in section 4.1.4.

In the fault-free case, the controller (4.37) can either be written as a state control-law

u = −
Nr∑
i

hi (β) kTi ∆xi − kI xI (7.9)

or, alternatively, as an output control-law:

u = −
Nr∑
i

hi (β) kTi ∆yi − kI xI , (7.10)

because both states ωg and β are measurable.
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(d) Black line: generator speed in the fault-free case; red dotted
line: difference between faulty generator speed and reconstructed
sensor fault (ωg,F − f̂s,ωg ) in the case with active fault compen-
sation; brown dashed line: physical generator speed in the faulty
case without fault compensation; blue dashed line: difference
(ωg,F − f̂s,ωg ) in the case without active fault compensation.

Figure 7.15: Turbulent FAST simulation (mean wind speed: 18 m/s, turbulence intensity: 15 % (NTM),
Kaimal model) with stuck generator speed sensor fault. Black lines: fault-free case; blue dashed lines:
faulty case without fault compensation; red dotted lines: faulty case with active fault compensation.

In the presence of a generator speed sensor fault and with the active fault-compensation (7.7), the output

vector is modified to ycorr = y + N
(
fs − f̂s

)
= x +

(
∆fs,ωg

0

)
, where ∆fs,ωg

:=
(
fs,ωg

− f̂s,ωg

)
.

Furthermore, the integrator state is modified: xI,corr =
∫ t

0
dτ
(
ωg − ωg,SP + ∆fs,ωg

)
.

Thus, the control law is modified to

ucorr = −
Nr∑
i

hi (β) kTi ∆yi − kI xI,corr −
Nr∑
i

hi (β) kTi

(
∆fs,ωg

0

)
. (7.11)

Defining li := −kTi xi = −(kωr,i ωg,SP + kβ,i βi), the control law can be written as

ucorr = −
Nr∑
i

hi (β)
(
kTi x + li

)
−

Nr∑
i

hi (β) kωg,i ∆fs,ωg
− kI xI,corr . (7.12)

Introducing the closed-loop system matrix ACL,i := Ai − B kTi and the affine term gi := ai − B li, the
closed-loop system can be written as

ẋ =

Nr∑
i

hi (β) (ACL,i x + gi) −
Nr∑
i

hi (β) B kωg,i ∆fs,ωg
− B kI xI,corr . (7.13)
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Let V (x) = xTPx be a candidate Lyapunov function for the closed-loop system (7.13). Then it is obvious
that V > 0 holds. It must now be shown that V̇ < 0 is fulfilled.

V̇ =

Nr∑
i

hi (β) xT
(
P ACL,i + AT

CL,i P
)

x + 2

Nr∑
i

hi (β) xT P gi + V̇I + V̇fs , (7.14)

where the additional terms V̇I and V̇fs are given by

V̇fs = −2

Nr∑
i

hi (β) xT P B kωg,i ∆fs,ωg
, (7.15)

V̇I = −2 xT P B kI xI,corr . (7.16)

The first term in (7.14) is negative if a common, symmetric, positive definite matrix P exists for all linear
submodels, such that the Lyapunov condition

P
(
Ai −BkTi

)
+
(
Ai −BkTi

)T
P < 0 (7.17)

is fulfilled for all submodels. As in section 4.1.4, the following valid solution was obtained:

P =

(
5.8697 −0.2465
−0.2465 0.3080

)
. (7.18)

Analogously to sections 4.1.4 and 7.1.3, the time-series of V̇ was calculated for several turbulent simulation
runs so as to obtain a reasonable estimate of V̇ for the complete full load region. In Figure 7.16, results
of V̇ are depicted for three turbulent simulations of the nominal model with mean wind speeds of 14, 18,
and 24 m/s in the case of the generator speed offset fault from section 7.2.1 (final fault value: 0.2 rad/s).
In each case, the results are compared to the results of the fault-free case. Also, FAST simulations of the
faulty case with fault compensation were conducted for the sake of comparison.

It can bee seen that even when including the effect of the fault and fault compensation (both in the nominal
model and in FAST), the derivatives of the Lyapunov function are well below zero in all three cases. Again,
this it not a formal proof for the global stability, but it gives very good theoretical support that the stability
of the controller in the full load region is preserved even in the presence of generator speed sensor faults
and with active fault compensation.
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Figure 7.16: Derivatives of Lyapunov function obtained from (7.14) for turbulent simulations with incipient
offset fault of the generator speed sensor (final value: 0.2 rad/s). Black lines: simulation of nominal model,
fault-free case; green lines: simulation of nominal model, faulty case with active fault compensation; red
lines: FAST simulation, faulty case with active fault compensation

7.3 Remarks on the Applicability of the FTC Scheme

The presented FTC scheme for compensating faults has the advantage that no decision algorithm is needed
to decide upon the type of fault, since the fault compensation equations (7.1) and (7.7) make use of the
reconstructed additive fault components f̂a respectively f̂s of the reconstructed fault, regardless of whether
an additive, scaling or other type of fault has occured.

However, the presented FTC strategies only work in this straightforward way under the assumption that
either actuator and sensor faults are not present at the same time, which is, however, a common assumption
in FDI problems Chen and Patton [1999]. A general structural weakness of the fault reconstruction methods
(6.19) and (6.34) is that actuator and sensor faults are not exactly distinguishable, which may lead to
undesired results when both actuator and sensor fault compensation is active. For example, if two separate
observers were used for actuator and sensor fault reconstruction and either a pitch or torque actuator fault
occured, both observers would reconstruct a fault, such that an erroneous sensor fault correction would be
applied even though no sensor fault was present in the first place.

For a practical application on a wind turbine, an appropriate decision block would thus first have to be
added in order to appropriately differentiate between sensor and actuator faults, which has not yet been
considered in this work.

For sensor faults, the situation would be different if two sensors were provided per output, in which case
one observer could be used for each output. Upon the occurrence of a sensor fault (on only one output),
only the corresponding observer would reconstruct a fault, whereas an actuator fault would affect both
observers. Consequently, distinguishing between actuator and sensor faults would be possible [Pöschke,
Georg, and Schulte, 2014].
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Conclusion and Outlook

8.1 Conclusion

In this work, fault diagnosis and fault-tolerant control schemes for wind turbines were investigated based on
direct fault reconstruction by means of Takagi-Sugeno sliding mode observers. As important milestones,
the formulation of a reduced-order dynamical wind turbine model in TS structure, the PDC controller
design for the full load region, and the estimation of an effective wind speed by means of a TS Luenberger
observer were achieved.

In simulations of the nominal reduced-order model, fast and precise reconstructions of both actuator (pitch
angle and generator torque) and sensor faults (pitch angle, generator torque, generator speed) could be
achieved. In simulations of the aero-elastic code FAST, some faults (pitch angle and generator torque)
could be reconstructed with virtually no loss of accuracy, whereas in the case of generator speed sensor
faults, the reconstruction quality within FAST simulations was reduced, though still useful for fault-tolerant
control.

Though the evaluation of the equivalent output injection signal of the TS sliding mode observers leads to
a reconstruction of the additive fault components, other types of faults like scaling or stuck faults could
be equally well reconstructed in simulations by tracing them back to the additive fault structure. Even for
actuator parameter faults, a scheme was successfully implemented to obtain estimates of these types of
faults, too.

The precise fault reconstructions allowed for using the signals in fault compensation schemes to achieve
fault-tolerant control in the presence of both actuator and sensor faults with a behaviour similar to the
fault-free case. Moreover, it could be shown that the stability (in the full load region) of the controller is
maintained in the presence of faults when the fault compensation is active. To this end, the derivatives of
appropriate Lyapunov functions were analysed for several turbulent simulation runs.
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8.2 New Contributions

In this section, an overview of some new contributions of this work (respectively previously published
works by the author) to the research fields of wind turbine modelling and control, as well as fault diagnosis
and fault-tolerant control is given.

Wind Turbine Modelling and Control

Analytical Approximations for Aero Maps The analytical approximations for the rotor torque coeffi-
cient CQ given in [Wasynczuk et al., 1981; Amlang et al., 1992; Heier, 2006] were extended in [Georg
et al., 2012] with more design freedom for tuning the parameters in order to achieve a better agreement be-
tween the tabulated aero maps (extracted from FAST/AeroDyn or calculated by means of a BEM method)
and the analytical functions.

The new expression

CQ (λ, β) = c1

(
1 + c2 (β + c3)

1
2

)
+
c4
λ

(c5 λi (λ, β) − c6β − c7β
c8 − c9) exp (−c10 λi (λ, β)) (λ > 0) ,

(8.1)

with λi (λ, β) = 1
λ + 0.08β

− 0.035
c11 + c12β

3 (λ > 0)

is by no means simple, yet the achieved agreement between the tabulated and approximated aero maps is
considerably good for pitch angles between 0 and 20◦, which corresponds to the main operating range (see
Figure 2.5).
Furthermore, since expression (8.1) is still analytically differentiable, it allows to obtain linearised system
matrices at stationary points which contain comparably precise information about the aerodynamic be-
haviour at the corresponding local point, reflected in the derivatives of CQ with respect to the rotor speed,
the pitch angle, and the wind speed (see Section 4.1.1).

For the rotor thrust coefficient, a new analytical approximation was introduced [Georg et al., 2012]:

CT (λ, β) = a1 + a2 (λ− a3β) e−a4β + a5 λ
2 e−a6β + a7 λ

3 e−a8β . (8.2)

With this new expression, a reasonably good agreement between the analytical and the tabulated CT map
can be achieved for pitch angles between 0 and 20◦ (see Figure 2.6). By calculating analytical derivatives
of (8.2), it is then possible to include the variations in rotor thrust into the control design, which is useful if
load-reducing multi-variable control structures shall be designed (see the discussion in Section 4.1.3).

Derivation of Parameters for Reduced-Order Model In this work, the reduced-order wind turbine
model (2.29) was taken as a basis for control design as well as for some simulation studies, where the
NREL 5 MW turbine [Jonkman et al., 2009] was chosen as the underlying turbine reference. Whereas
some parameters from [Jonkman et al., 2009] could be directly taken for the nominal model (2.29), other
parameters had to be specifically adapted for the reduced-order model, like the stiffness parameters for the
tower and blade degrees of freedom (see Section 2.3.2).

A direct stiffness method and beam bending theory were applied in [Georg, Müller, and Schulte, 2014] to
obtain a theoretically well founded value for the effective translational stiffness parameter for the tower-top
motion, which comes close to the value estimated from direct comparison in simulation studies.
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Together with the inclusion of a centrifugal blade stiffening into the reduced-order model (see Section
2.2.5), the two aforementioned points thus contribute to the general goal of closing the gap between precise
high-order dynamic models used in load simulation packages like FAST and reduced-order models needed
for control design purposes, which nevertheless need to be tuned as precisely as possible.

TS Observer for Direct Wind Speed Reconstruction In [Georg, Müller, and Schulte, 2014] and Chap-
ter 5 of this work, a TS Luenberger observer was presented which achieves a reasonably good reconstruc-
tion of the rotor effective wind speed. Obviously, there are numerous techniques that could be applied for
an effective wind speed estimation. A recent comparison of different approaches can be found in [Soltani
et al., 2013]. However, these techniques are either comparably specialised (Extended Kalman Filter, Im-
mersion and Invariance Estimator), require an implicit numerical calculation of the wind speed from the
reconstructed rotor torque (Power Balance Estimator) or are based on linear models and thus require several
designs at different operating points (Unknown Input Observer, see also [Odgaard et al., 2008]).

The advantage of the TS observer presented in Chapter 5 is that it can be used for the whole nonlinear
operating range of the wind turbine1, since the underlying observer model was obtained using the sector-
nonlinearity approach. Furthermore, the TS structure guarantues a certain level of uniformity with the
other controller and observer designs presented in this work and the optimal LMI design procedure allows
a fairly simple tuning of the observer.

Fault Diagnosis and Fault-Tolerant Control

Weighted Switching Term for Sliding Mode Observer In [Georg and Schulte, 2014c], a weighted
switching term for sliding mode observers was introduced:

ν =

{
−ρ W P2 ẽy

‖W P2 ẽy‖ if ẽy 6= 0

0 otherwise
, (8.3)

where W denotes a weighting matrix for the individual system outputs and ρ denotes the sliding mode gain
matrix. With these two modifications, it is possible to simultaneously reconstruct faults of significantly
differing orders of magnitude, like generator torque and pitch angle actuator faults in wind turbines (see
Section 6.3).

Reconstruction/Detection of Actuator Parameter Faults The reconstruction of actuator parameter
faults for wind turbines presented in [Georg and Schulte, 2014a] and Section 6.4.2 was implemented for
the first time by evaluating the equivalent output injection signal of a TS sliding mode observer. More com-
monly, parameter estimation schemes are applied for this type of faults (see for example [Rotondo et al.,
2012]). Although the results in section 6.4.2 may not yet allow for using the method for fault-tolerant con-
trol of parameter faults, a fast fault detection scheme may be possible. The presented method thus provides
a further contribution to studying the application fields of sliding mode techniques in fault diagnosis.

1although the performance decreases slightly in the partial load region
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8.3 Outlook

In this final section, an outlook will be given on possible future extensions and improvements of the work.
From all the chapters in this thesis, many possible paths may be taken for future work, which would all
make for interesting and sizeable research packages.
The outlook is divided in the two main parts Modelling and Control and Fault Diagnosis and Fault-
Tolerant Control.

Wind Turbine Modelling and Control

Extension of Nominal Wind Turbine Model The nominal reduced-order wind turbine model presented
in Chapter 2 features four degrees of freedom. For the controller and observer designs in this work, this
model order proved to be well-suited, indeed, sometimes even a further reduction to only one or two degrees
of freedom was advantageous.

However, some applications or specialised control designs would require further extensions of the model
order. For instance, for individual pitch control [Bossanyi et al., 2010b,a], three individual blade degrees
of freedom need to be represented in the control design model. Such an extension would also be necessary
for introducing the concept of the multi-blade coordinate transformation, which can be exploited for the
detection of rotor asymmetries [Henriksen et al., 2011, 2012]. In the two latter works, an Extended Kalman
Filter was used for the state estimation and residual generation. It would be interesting to explore the
possibilities of TS sliding mode observers for this category of rotor asymmetry faults.

Control Design based on Sector-Nonlinearities The pitch controller design presented in section 4.1
was based on Taylor-linearised models at several stationary points. A strong case can be made for using
this approach, as the derivatives of the aero maps, which represent the dynamics at each local point, are
then included in the control design, resulting in control gains well tuned to the aerodynamical behaviour.

Still, it would be well worth attempting a pitch control design based on a TS model obtained by means of
the sector-nonlinearity approach. For one thing, fewer TS submodels would be needed for the controller,
resulting in a reduced computation time. Moreover, it might facilitate stability analyses in connection with
the TS observer for wind speed estimation and the TS sliding mode observers for fault reconstruction, if
the same underlying models and thus the same TS membership functions were used.

Control for Load Reduction Apart from individual pitch control, there is much room for investigating
other aspects of load reducing control structures (like reducing drivetrain or tower vibrations) within mul-
tivariable control design approaches, as was already embarked on in section 4.1.3. Particularly, it would be
interesting to check whether a damping of oscillations can also be achieved within FAST simulations.

Wind Observer The TS observer for the effective wind speed estimation has not yet been compared to
other established methods like Kalman Filtering or Unknown Input Observers. Such a comparison would
be helpful to establish the TS wind observer as a possible standard method. Furthermore, the observer
design as yet has been conducted based on models containing only drivetrain degrees of freedom. The
question remains whether an inclusion of blade or tower degrees of freedom can either improve estimation
results or lead to a reduction of the wind speed weights in the optimal LMI design procedure.
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Fault Diagnosis and Fault-Tolerant Control

As for the fault diagnosis and fault-tolerant control part, further extensions in both theoretical and practical
aspects would be desirable.

Coordinate Transformations for TS Sliding Mode Observer The fault reconstruction schemes in
Chapter 6 using TS sliding modes observers require a transformation of the original system into a spe-
cial system structure. For sliding mode observers based on linear systems, one canonical transformation
is obtained, such that the stability can be shown in both the original and the transformed system [Edwards
and Spurgeon, 1998]. The same would be the case for nonlinear TS systems which nevertheless yield one
common T-matrix for all TS subsystems, which for example is the case for the TS sliding mode observer
used for actuator fault reconstruction in this work. For the case of distinct T-matrices for the TS subsys-
tems, it is a question of current research to establish a formal framework for the transformations [Schulte
and Georg, 2014].

Reconstruction of Actuator Parameter Faults The use of a TS sliding mode observer for the recon-
struction of actuator parameter faults in [Georg and Schulte, 2014a] and Section 6.4.2 revealed the broad
range of different fault types that can in principle be detected using sliding mode observer techniques.
However, the results in Section 6.4.2 also showed that both the reconstruction quality and the robustness
would need to be improved before this technique for reconstructing parameter faults could be applied in
fault-tolerant control concepts.

Rotor and Generator Speed Sensor Faults In terms of possible fault-tolerant control loops in wind
turbines, generator speed sensor faults would be the most important or at least one of the most important
faults to reconstruct at a high quality. The examples in Section 7.2.1 showed that the reconstruction quality
for generator speed sensor faults is very high in simulations of the nominal model, yet reduced in FAST
simulations. Further improvements here would be desirable, as well as a successful reconstruction of rotor
speed sensor faults, which has not yet been achieved using the methods presented in this work.

Distinction between Actuator and Sensor Faults One structural weakness of the sliding mode fault
reconstruction techniques is that actuator and sensor faults are not directly distinguishable. As already
explained in Section 7.3, one exception would be a situation with two redundant sensors and two separate
observers. Apart from this, an appropriate decision block to differentiate between actuator and sensor faults
would have to be included before applying the fault-tolerant schemes presented in Chapter 7 on a real wind
turbine. This decision block would then have to make use of different strategies, for example evaluating
residual signals.

Tests on Real Wind Turbine or Test Rig The results in this work have all been obtained in simulation
studies. Though FAST is a reasonably detailed wind turbine model, fault diagnosis and fault-tolerant
control schemes ultimately have to be tested on a real wind turbine or at least on a test rig representing
one system part of a wind turbine like a pitch system or a miniature drivetrain. First promising tests on a
drivetrain test rig have been conducted in [Georg et al., 2014] and are envisaged to be extended in future
work.
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Appendix

A.1 Model Parameters

ρ 1.225 kg
m3 N 3

R 63 m rB 21.975 m

mBlade 17740 kg mTower 347640 kg

mRotor 110000 kg mNacelle 240000 kg

mHub 56780 kg mT 436865 kg

mB 4435 kg ng 97 (gearbox ratio)

Jr 38759227 kg m2 Jg 534 kg m2 · n2
g = 5025347 kg m2

kS 867637000 Nm dS 6215000 Nm s

dT 7 ·104 Ns
m dB 2 ·104 Ns

m

kT 1981900 N
m kB 40000 N

m

α 0.02 m−1 β̇max 10 · π180
rad
s = 0.1745 rad

s

τ 0.1 s τPT2 0.09 s

ζ 0.6 τg 0.02 s

τv 4 s ω1,notch 10.364 s−1

ω2,notch 8 s−1 ζ1,notch 0.6

ζ2,notch 1.2 ωr,SP 1.2671 rad
s

Table A.1: Model parameters for NREL 5 MW turbine adapted to the reduced-order wind turbine model.
The generator inertia from FAST has to be multiplied by n2

g , as a gearbox ratio is considered in the FAST
simulation model.
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A.2 Extraction of the Aero Maps from FAST Simulations

The extraction of the aero maps for the rotor torque and thrust coefficient for the NREL 5 MW reference
turbine from FAST/AeroDyn simulations was done in three steps. First, load-free start-up procedures were
simulated for different fixed pitch angles. For each simulation run, the thrust force dS(ri) and the circum-
ferential force dU(r, i) for each blade element were extracted from AeroDyn [Laino and Hansen, 2002]
(where ri denotes the distance from the hub cenre to the ith blade element). From this, the coefficients CT
and CQ were calculated using the following relations [Gasch and Twele, 2012]:

CT Fst = N
∑
i

dS(ri) (A.1)

CQ Fst R = N
∑
i

dU(ri) ri , (A.2)

where N denotes the number of rotor blades and Fdyn the reference force from equation (2.26).

This procedure is not as straighforward as extracting the thrust and torque coefficients directly from FAST,
which is possible. However, wrong results are obtained this way (especially for CQ), as other terms except
for the pure aerodynamic ones are contained in the FAST outputs for CT and CQ.
On the other hand, the aero maps obtained from AeroDyn via summation of the forces at each blade element
are superimposed with dynamical oscillatory effects (see figure A.1) starting from certain tip speed ratios.
Therefore, in a second step, the obtained curves were smoothed using a running average starting from
those tip speed ratios were the superposition effects were visible. Third, the curves for each pitch angle
were assembled to the 2-dimensional aero maps in dependence on the tip speed ratio and the pitch angle
(depicted in figures 2.6 and 2.5).
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Figure A.1: Rotor torque and thrust coefficients for a fixed pitch angle of β = 0◦; blue lines: curves
obtained with Equations (A.2) and (A.1) using the circumferential and thrust forces on each blade element
extracted from AeroDyn; green lines: filtered curves
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A.3 Derivation of Affine I-Augmented TS System Structure

In this section, it is shown that the I-augmented approximated TS system

˙̃x =

Nr∑
i=1

hi (β)
(
Ãi ∆x̃i + B̃ ∆ui + Ẽi ∆vi

)
(A.3)

can also be written in the following affine TS system structure

˙̃x =

Nr∑
i=1

hi (β)
(
Ãi x̃ + B̃u + ai

)
+

Nr∑
i=1

hi (β) Ẽi v , (A.4)

if the PDC control law u = −∑Nr

i=1 hi (β)
(
kTi ∆xi + kI,i xI

)
is used.

Proof The natural choice for the local subcontrollers is ∆ui = −k̃Ti ∆x̃i , with k̃Ti =
(
kTi kI,i

)
and

∆x̃i =

(
∆xi

∆xI,i

)
.

Thus, Equation (A.3) can be written as

˙̃x =

Nr∑
i=1

hi (β)
(
Ãi ∆x̃i + B̃ ∆ui + Ẽi ∆vi

)
=

Nr∑
i=1

hi (β)
(
Ãi ∆x̃i − B̃ k̃Ti ∆x̃i + Ẽi ∆vi

)
=

Nr∑
i=1

hi (β)
(
Ãi ∆x̃i + Ẽi ∆vi

)
− B̃

Nr∑
i=1

hi (β)
(
kTi ∆xi + kI,i ∆xI,i

)︸ ︷︷ ︸
= kT

i ∆xi + kI,i xI −kI,i xI,i

=

Nr∑
i=1

hi (β)
(
Ãi ∆x̃i + Ẽi ∆vi

)
+ B̃

(
−

Nr∑
i=1

hi (β)
(
kTi ∆xi + kI,i xI

))
︸ ︷︷ ︸

=u

− B̃

Nr∑
i=1

hi (β) (−kI,i xI,i)︸ ︷︷ ︸
=ui

=

Nr∑
i=1

hi (β)

Ãi x̃ + B̃u −
(
Ãi x̃i + B̃ui + Ẽi vi

)
︸ ︷︷ ︸

= ai

+

Nr∑
i=1

hi (β) Ẽi v

�
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A.4 Coordinate Transformations for the TS Sliding Mode Observer

In this section, the four transformations applied to obtain the transformed TS system as introduced on page
72 are described. For further details and proofs, see [Edwards and Spurgeon, 1998; Gerland et al., 2010b,a].

Consider the following TS system including disturbances ξ, actuator faults fa and sensor faults fs:

ẋ =

Nr∑
i=1

hi (z) (Ai x + Bi u + Di ξ + Fi fa) ,

ỹ = y + fs = Cx + fs ,

(A.5)

where Ai ∈ Rn×n, Bi ∈ Rn×m, Di ∈ Rn×d, Fi ∈ Rn×a, and C ∈ Rp×n.

The TS sliding mode observer is designed in the transformed TS system

ẋ1 =

Nr∑
i=1

hi (z) (A11,i x1 + A12,i y + B1,i u) , (A.6)

˙̃y =

Nr∑
i=1

hi (z) (A21,i x1 + A22,i y + B2,i u + D2,i ξ + F2,i fa) + ḟs , (A.7)

where x1 denotes the vector of the unmeasurable states and the transformed system matrices have the
following structure:

Ai = TiAiT
−1
i =

[
A11,i A12,i

A21,i A22,i

]
,

Bi = Ti Bi =

[
B1,i

B2,i

]
, Di = Ti Di =

[
0

D2,i

]
, F i = Ti Fi =

[
0

F2,i

]
.

A.4.1 Existence Conditions

For a stable observer to exist, the following three existence conditions have to be fulfilled [Edwards and
Spurgeon, 1998; Gerland et al., 2010b,a]:

Condition 1. The uncertainties and actuator faults are unknown but bounded: ‖ξT (t) fTa (t) ‖T ≤ Ξ.
Furthermore, individual bounds exist: ‖ξ (t) ‖T ≤ Ξξ and fa (t) ≤ Ξfa . The sensor faults and their
derivatives are assumed to be bounded, too: ‖fs‖ ≤ Ψ, ‖ḟs‖ ≤ Ψd. Moreover, the system states and inputs
are assumed to be bounded.

Condition 2. Let q be defined as the number of columns of [Di Fi]. Then, the condition
qi = rank (C [Di Fi]) = rank [Di Fi] must be fulfilled. Furthermore, it must hold that p > qi, where p is
the number of measurable system states.

Condition 3. All invariant zeros of (Ai, [Di Fi] , C) must lie in C−.

A further assumption is that the error vector e1 = x̂1 − x1 of the transformed unmeasurable states is
bounded: ‖e1‖ < Γ. When investigating the stability of the error system e1, an LMI design condition is
obtained (see Section A.4.3 below).
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A.4.2 Description of the Transformation Matrices

The transformation matrices Ti are composed of four sub-transformations: Ti = TL,i Ta,i Tb,i Tc, where
each transformation fulfills a special purpose:

1. Tc : Separates the system into measurable and unmeasurable system states

2. Tb,i : Generates a special structure in the disturbance, fault and output matrices, such that the
unknown disturbances and faults only act on the measurable states

3. Ta,i : Transforms the system matrix Ai into a special structure such that a submatrix is always
observable

4. TL,i : Introduces a design matrix Li in order to stabilise the observer

1. Tc

The first transformation is defined by Tc :=

[
NT
c

C

]
, where the columns of Nc ∈ Rn×(n−p) span the null

space of C, i.e. C Nc = 0. In the new coordinate system, the output matrix is then given by
Cc = C T−1

c = C
[
Nc CT

]
= [0 Ip×p], which shows that Tc in fact achieves a separation of the

measurable states y and the non-measurable states x1, such that the state vector in the new coordinate

system is given by xc =

(
x1

y

)
.

The other transformed matrices in the new coordinate system are given by

Ac,i = Tc Ai T
−1
c , Bc,i = Tc Bi, Dc,i = Tc Di, Fc,i = Tc Fi

2. Tb,i

To apply the second transformation, the combined disturbance and actuator fault matrix is first partitioned
conformably to the structure introduced by Tc, i.e.

[Dc,i Fc,i] =

[
Dc,1,i Fc,1,i
Dc,2,i Fc,2,i

]
, where Dc,2,i ∈ Rp×d and Fc,2,i ∈ Rp×a.

The transformation is defined by

Tb,i =

[
In−p − [Dc,1,i Fc,1,i]

(
[Dc,2,i Fc,2,i]

T
[Dc,2,i Fc,2,i]

)−1

[Dc,2,i Fc,2,i]
T

0p×n−p TT

]
,

where T is obtained from a QR decomposition of [Dc,2,i Fc,2,i] and subsequent flipping of the rows of the
transposed matrix: Ttemp = qr([Dc,2,i Fc,2,i]), T = flipud(TT

temp) (MATLAB commands).

One can easily verify that by applying Tb,i to [Dc,i Fc,i], only zeros are obtained in the top rows of the
transformed matrix:

[Db,i Fb,i] := Tb,i [Dc,i Fc,i] =

[
0n−p×d+a

TT [Dc,2,i Fc,2,i]

]
.

The other transformed matrices in the new coordinate system are given by

Ab,i = Tb,i Ac,i T
−1
b,i , Bb,i = Tb,i Bc,i, Cb = Cc T−1

b,i = [0 T].
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3. Ta,i

The matrix Ab,i can be written as

Ab,i =

 A11 A12

A211

A212
A22

.

If the pair (Ab,i, Cb) is not completely observable, the pair (A11, A211) can be brought into the observ-
ability canonical form using the MATLAB command obsvf, which yields the following structure of the two
submatrices:

Ā11 =

[
A0

11 A0
12

0 A0
22

]
, Ā211 =

[
0 A0

21

]
by means of a sub-transformation matrix Tobs.

The complete transformation is defined by Ta,i =

[
Tobs 0n−p×p

0p×n−p Ip

]
and the transformed system ma-

trices in the new coordinate system are given by

Aa,i = Ta,i Ab,i T
−1
a,i , Ba,i = Ta,i Bb,i, Ca = Cb T−1

a,i , [Da,i Fa,i] := Ta,i [Db,i Fb,i]

4. TL,i

The last transformation introduces a gain matrix Li to stabilise the error dynamics of the unmeasurable
states and is given by

TL,i =

[
In−p L̄i

0p×n−p T

]
, where T is the same matrix as obtained from the QR decomposition for the second

transformation Tb,i and L̄i = [Li 0n−p×qi ].

The final transformed system matrices in the new coordinates are defined by

Ai = TL,i Aa,i T
−1
L,i, Bi = TL,i Ba,i, C = Ca T−1

L,i, [Di F i] := TL,i [Da,i Fa,i].

Li is designed such as to yield a stable sub-matrix A11,i = Ā11 +Li Ā211,i by means of an LMI condition
(see the following section).

A.4.3 LMI Design Condition for Li

From equations (6.3) and (6.5), the dynamics of the error e1 without sensor faults can be calculated as

ė1 =

Nr∑
i=1

hi (z) A11,i e1 . (A.8)

A Lyapunov function candidate for the error e1 is V (e1) = eT1 P1e1, with a symmetric positive definite
matrix P1.

For V to be a Lyapunov function, both V > 0 and V̇ < 0 have to be fulfilled.

Differentiating V and using the relation A11,i = Ā11,i + Li Ā211,i, one obtains

V̇ (e1) = ėT1 P1 e1 + eT1 P1 ė1

=

Nr∑
i=1

hi (z) eT1

(
AT

11,i P1 + P1 A11,i

)
e1

=

Nr∑
i=1

hi (z) eT1
((

ĀT
11,i + ĀT

211,i L
T
i

)
P1 + P1

(
Ā11,i + Li Ā211,i

))
e1
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(A.9)

Defining Ni := P1Li, the condition V < 0 leads to the following LMI conditions:

P1 > 0 , (A.10)
ĀT

11,iP1 + P1Ā11,i + ĀT
211,i N

T
i + Ni Ā211,i < 0 . (A.11)

After solving the above LMIs with a suitable solver (for example LMI Lab [Gahinet et al., 1994]), the
desired gain matrix can be simply calculated as Li = P−1

1 Ni.

In order to achieve a faster convergence of the error towards zero, one can optionally include a decay rate
α > 0 into the design condition:

P1 > 0 , (A.12)
ĀT

11,iP1 + P1Ā11,i + ĀT
211,i N

T
i + Ni Ā211,i < −2αP1 . (A.13)
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