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1. Introduction

The year 2015 has been proclaimed as the ”International Year of Light and Light-
based Technologies” by the United Nations, highlighting the importance of light and
light matter interaction for all areas of life. A key motivation for choosing this specific
year is the 150th anniversary of the publication of the famous Maxwell’s equations [1].
This set of equations describes the propagation of light through matter and predicts
the evolution of electric and magnetic fields based on the distribution and dynamics
of charged particles, in principle down to the atomic scale. The consideration of each
individual atom is, however, usually not practicable. Instead, if the relevant scales of
the light field are much larger than the interatomic distances1, continuum descriptions
are applied where the microscopic light-matter interaction is approximated via material
parameters, e.g. the index of refraction. This approach is justified for relatively weak
excitations where the system is not significantly modified by the incoming light and the
materials response is essentially linear. To some extent, even nonlinear effects like the
self-focusing due to the optical Kerr effect can be included using nonlinear material
parameters. However, at high intensity, the materials and their optical properties
are often strongly altered by ultrafast excitation, ionization and heating, precluding a
meaningful continuum description based on material parameters, at least in general.
In particular, current and future experiments with femtosecond and attosecond laser
pulses require the self-consistent and explicit description of these processes.

A widely used numerical method to study light-matter interaction in the high inten-
sity regime is the electromagnetic particle-in-cell (PIC) approach [2–4]. Here Maxwell’s
equations are solved on a grid along with the relativistic equations of motion for all
PIC particles. Typically, these PIC particles represent an average over many phys-
ical particles and are sampled on a coarse grid. As a result of this averaging all
microscopic processes are lost and only the collective response is explicitly described.
This, however, is only justified for very high intensities (in or close to the relativistic
regime) and for dilute systems where collisions can be neglected. These collisionless
PIC codes have revolutionized our understanding of relativistic laser-plasma interac-
tions [5–7]. To take microscopic interactions into account at least on an effective level,
collisional PIC codes reintroduce binary collisions of plasma particles via Monte-Carlo
methods [8, 9] which is valid in the regime of weak coupling, where microfield fluctu-
ations are negligible and microscopic interactions are restricted to small-angle binary
collisions [10–13]. However, a broad spectrum of experiments and applications takes
place in the realm of intense but non-relativistic light-matter interaction, ranging from
industry driven applications like laser micro-machining [14] and laser modification of

1Properties like the wavelength of the incident light or the corresponding skin-depth of the material
define the relevant scales.
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1. Introduction

metals and dielectric materials [15,16] to the development of devices based on ultrafast
strongfield nanoplasmonics [17–20]. In particular for intensities close to the ionization
threshold, the underlying dynamics proceeds far from equilibrium and is strongly cou-
pled [21, 22]. Here even collisional PIC misses important effects: (i) scattering rates
can not be defined unambiguously as conventional screening theories are not appli-
cable; (ii) many-particle recombinations via three and more body collisions become
important; (iii) plasma microfields enhance field and impact ionization [23, 24]; and
(iv) the PIC particle size exceeds the surface length scale, prohibiting a quantitative
description of surface phenomena.
To model non-degenerate2 strongly coupled plasmas, the classical trajectories of all

electrons and ions have to be propagated explicitly and microscopic processes such
as collisions have to be fully resolved. For small systems, where the dipole approx-
imation is justified and field propagation effects can be neglected, this can be done
efficiently with electrostatic molecular dynamics (MD) calculations [25, 26]. However,
to describe macroscopic plasma volumes an electromagnetic treatment is required that
fully accounts for field propagation effects. In order to achieve that on the basis of
standard PIC methods, PIC particle sizes and grid spacings on the order of 1 Å would
be required. As the numerical effort for the solution of Maxwell’s equations scales as
(≈ 1/∆x4) such a treatment is out of reach for macroscopic plasma volumes.
In the framework of this thesis a novel numerical code is developed for this task. It

is based on an idea proposed by Thomas Fennel from the University of Rostock and
Thomas Brabec from the University of Ottawa (Canada). The so-called Microscopic
Particle-In-Cell (MicPIC) method is supposed to overcome the above limitations by
connecting MD and PIC in a two-level approach. In MicPIC, long-range electromag-
netic interactions are treated on a coarse numerical grid (PIC level). To also fully
resolve microscopic processes, the short range interactions missing in the PIC part are
reintroduced via local electrostatic MD. The main goal of this work is the numerical
implementation of the Microscopic Particle-In-Cell approach, its validation, and its
application to so far theoretically inaccessible physical scenarios. For the first appli-
cations presented in this work clusters have been used as model systems. Clusters
range from the size of small molecules to that of small droplets of condensed mat-
ter. This scalability makes a them a valuable testing ground for the exploration of
new many-particle physics. In the following, key aspects of laser-cluster interactions
relevant for the understanding of this thesis are discussed and put into relation with
selected experiments.

Selected key aspects of laser-cluster interaction

Subject to high intensity optical laser fields, clusters are quickly turned into localized,
highly ionized finite plasmas and expand on a femtosecond to picosecond time scale [25,
26]. In the past decades, a multitude of experiments has been performed in this regime

2For thermal energies smaller or equal to the Fermi energy (degeneracy parameter Θ = kBT/EF . 1)
quantum effects (e.g. Pauli-blocking) become important and a classical description is not justified;
the plasma is then called degenerate.

2



and revealed a large variety of features, e.g. the emission of high energy electrons
[27–30] , highly charged energetic ions [31–33] and high energy radiation [34–37]. Many
of these findings are directly or indirectly connected to the Mie plasmon, the collective
dipole motion of the electron plasma. To estimate the conditions for resonant coupling
of the laser to the plasma electrons, the system can be approximated as an ideal,
homogenous, perfectly conducting sphere, which yields the Mie plasmon resonance
frequency

ωMie =

√

e2ni 〈Z〉
3ε0me

, (1.1)

where me is the electron mass, ni is the ion number density and 〈Z〉 is the average
ion charge state. In case of charge neutrality, the density of ionic background charges
is equal to the number density of conduction electrons. While delocalized conduction
electrons already exist in the ground state for metallic clusters, they have to be gen-
erated first in dielectric and rare gas systems. This plasma generation is typically the
first step of the laser-cluster interaction dynamics as schematically shown in figure 1.1
for the example of dual pulse excitation. For laser wavelengths in the visible or near-
visible frequency regime, plasma generation is typically triggered by tunnel ionization
and followed by electron impact ionization avalanching. The removal of electrons from
their host atom or ion is termed inner ionization. Due to the emerging space charge
potential of the residual positively charged cluster, only a fraction of these electrons
can escape (outer ionization) while most of the activated electrons remain bound to
the cluster potential. Electrons that can move freely inside the system but not leave
the cluster are referred to as quasi-free electrons, c.f. figure 1.1a.
In this first stage, the system is still at or close to solid density and the correspond-

ing Mie resonance frequency is typically higher than the laser frequency. However,
due to Coulomb repulsion of the ions and/or hydrodynamic forces the excited cluster
begins to expand, resulting in an continuous lowering of the ionic background density
(see figure 1.1b). Eventually, the cluster will reach the critical density that enables
resonant laser-plasmon coupling. In this case, the resonant collective excitation leads
to strongly enhanced energy absorption, producing energetic electrons and ions ob-
served in experiments. This resonant coupling has been mainly studied by utilizing
two different excitation scenarios. First experiments used single pulses with a variable
pulse length but constant pulse energy. Optimal coupling is observed for pulses that
are just long enough to reach critical density while the pulse is still on, such that the
plasmon resonance is driven by the same pulse that created the nanoplasma [29,38,39].
A more flexible scheme to study the plasmon resonance is provided by dual pulse ex-
periments [30, 40], as shown in figure 1.1, which allows one to analyze the intensity
dependence of the expansion induced by the first pulse and the coupling efficiency of
the second pulse separately. Subsequently, the cluster continues to expand and disinte-
grates into single atoms/ions irrespective of the nature of the initial ionization process
and possible resonant coupling in stage (c). Note that the illustration given in figure
1.1 describes the general interaction dynamics of clusters with intense laser fields.
The trivial consequence of resonant plasmon excitation in clusters is a pronounced

collective electron motion that leads to high absorption. The fact that this motion

3
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Figure 1.1.: Schematic illustration of the typical ionization and expansion dynamics of a rare gas
cluster for a dual pulse excitation scheme. The dynamics can be divided into 4 main stages: (a)
Plasma generation via atomic ionization. (b) Cluster expansion due to Coulomb repulsion of the ions
and/or hydrodynamic forces. (c) Probing of the system state with a second pulse. (d) Disintegration
of the cluster.

can result in nontrivial secondary effects is illustrated here on the basis of a dual
pulse experiment [24], where enhanced electron emission along the laser polarization
direction has been observed for resonant plasmon excitation in medium-sized silver
clusters. Figure 1.2b shows the measured delay dependent electron yield, parallel
(E‖) and perpendicular (E⊥) to the polarization axis, for different energy intervals.
The data reveal a strongly increasing asymmetry with increasing electron energy, c.f.
bottom to top panels in figure1.2b. The energy resolved electron spectra shown in
figure 1.2c for single pulse- and resonant dual pulse excitaton further show that the
observed asymmetry can be clearly attributed to the resonant plasmon excitation.

Semiclassical simulations revealed the following picture of the underlying electron
acceleration mechanism: The laser driven collective electron oscillation generates a
time dependent polarization potential that changes sign every laser half-cycle. The
shape and temporal evolution of the potential is sketched in figure 1.2d. Part of the
plasma electrons do not follow the collective motion and are instead located on the
opposite side of the cluster. For specific initial conditions (position and momentum),
these electrons can traverse the cluster, such that they are permanently accelerated
by the evolving polarization potential. This highly selective acceleration mechanism,
referred to as surface-plasmon-assisted rescattering in clusters (SPARC), leads to the
ejection of energetic electron bursts along the laser polarization axis in every laser half
cycle and is strongest for resonant plasmon excitation.

4



(c)

(d)

Figure 1.2.: (a) Schematic experimental setup. (b) Photoelectron spectra from AgN clusters (N=500-
2000) upon excitation with dual 100 fs laser pulses at 8 × 1013W/cm2 for parallel (E‖) and per-
pendicular (E⊥) laser polarization for three different energy intervals (as indicated). (c) Angular
resolved photoelectron spectra for single vs. resonant dual pulse excitation. (d) Schematics of the
surface-plasmon-assisted rescattering in clusters (SPARC) process. From reference [24]

Key to the interpretation of the experiment described above and many others is
the ability to model the laser-cluster interaction microscopically. So far, these kind of
studies have been limited to small systems where the dipole approximation and the
neglect of field propagation effects are justified. Corresponding calculations for large
clusters with diameters on the order of the wavelength have just become possible with
the development of MicPIC and are part of this thesis. The main open questions that
will be addressed here concern (i) the potential influence of propagation effects like
field retardation and radiation damping on the plasmon excitation dynamics and (ii)
possible secondary effects on the plasma dynamics on a microscopic level.

A completely different application area for clusters emerges from the rapid develop-
ment of new generation light sources, i.e. free-electron-lasers (FELs). Today, these fa-
cilities are able to generate pulses of coherent radiation with an extremely high number
of photons with frequencies up to the hard x-ray regime [41, 42]. One key application
of FELs is single-shot coherent diffractive imaging as it allows to analyze the structure
of single nanoobjects [43] and biomolecules [44]. In combination with the short FEL
pulse duration of only a few femtoseconds, even time- and space-resolved x-ray imaging
seems to be feasible, with the ultimate goal of visualizing ultrafast dynamics in matter
with atomic-scale resolution. However, the three dimensional reconstruction of com-
plex structures from the scattering data remains a complex task. As only intensities
can be recorded on the detectors, the phase of the scattered fields are missing. Further
complications can arise from transient changes of the target or additional dynamics
introduced by the probing x-ray pulse itself [45].

Due to their often relatively simple electronic and geometric structure atomic clusters
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1. Introduction

are the ideal model system to approach this emerging field3. In first proof-of-principle
experiments with large Xenon clusters, the cluster size [47] and shape [48] have been
measured, demonstrating the experimental feasibility of time-resolved x-ray imaging.
The capabilities of such state-of-the-art experiments are now illustrated on the basis
of an experiment performed by Bostedt et al. [49] at the FLASH free-electron-laser
in Hamburg. In the experiment, a low density cluster beam has been crossed with
the incoming FEL beam, such that only single clusters are hit by the x-ray pulses.
The resulting scattering pattern are then recorded with an x-ray sensitive detector on
a shot-to-shot basis, see figure 1.3. The scattering images carry information on the
respective cluster size/shape and the x-ray intensity it has been exposed to. As Xenon
mainly forms spherical droplets in this size regime, the cluster diameter can be directly
calculated from the fringe spacing of the resulting Mie scattering pattern. Figure 1.3b-
d shows full 2D scattering images and corresponding 1D cuts for 3 representative laser
shots with clusters of similar size. The laser intensity can be estimated from the signal
intensity on the screen. The brightest images correspond to shots where the cluster
has been excited in the FEL focus. Given that the peak intensity of the x-ray pulse
is known, the intensities for shots with similar cluster sizes but darker images can be
estimated, c.f. boxes in figure 1.3b-d.

(a)

Figure 1.3.: (a) Experimental setup for single-shot nanoparticle imaging experiments at 90 eV photon
energy. Nanoclusters are injected into the focused x-ray pulse (20 fs duration), and the scattered light
is recorded with a high repetition rate detector. (b-d) Single-shot scattering profiles (dotted curves)
for well defined cluster sizes and FEL intensities (as indicated) estimated from the corresponding full
scattering patterns (to the right). From reference [49].

For spherical objects with homogeneous density and for given optical constants, the
scattering pattern can be calculated exactly with Mie-theory. Vice versa, Mie-theory
can be used to fit the measured scattering pattern and determine the optical constants.
Doing this for the examples shown in figure 1.3b-d reveals that different optical pa-
rameters are necessary to describe the scattering at different laser intensities. As the
cluster geometry does not change on the time scale of the pulse (20 fs), irrespective

3Recent imaging experiments by Barke et al. [46] revealed that large silver clusters can exhibit
unexpected complex structures in the gas phase.
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of the intensity, these variations have to be a result of transient electronic changes.
Bostedt et al. interpreted this behavior in terms of enhanced absorption of a thin
surface layer, induced by ionization.
The interpretation of the above experiment is solely based on the analysis of the

elastically scattered light. Another important observable is provided by the inelastic
contribution to the scattering. For example, coupling of the x-ray light to thermal den-
sity fluctuations results in Raman-type plasmon satellites in the scattering spectrum.
In plasma x-ray Thomson scattering experiments these satellites provide a sensitive
measure of the plasma electron density [50, 51].
The next logical step is to perform dynamic x-ray imaging experiments, where the

imaging pulse is used to study the dynamics induced by a preceding pump pulse as
a function of time. As this goes along with geometrical changes, Mie-theory will no
longer be applicable and a more suitable theoretical model is needed for their interpre-
tation. The fact that MicPIC is able to simultaneously and self-consistently describe
the microscopic plasma dynamics and the evolution of the electromagnetic fields with
high spatial resolution makes it the perfect tool for the theoretical description of such
an experiment.

Structure of the thesis

In chapter 2 the idea of MicPIC is discussed from a physical point of view and selected
technical details of its numerical implementation are described. Chapter 3 describes
the validation of the approach by comparison to well established models. In chapter

4 MicPIC is used to study the generation and evolution of nonlinear plasma waves
for resonant and off-resonant cluster excitation. Special focus is put on the impact of
plasma waves on the ionization dynamics. Chapter 5 presents first MicPIC results for
the interaction of soft x-ray radiation with large clusters. In these studies the elastic
and inelastic contributions to the x-ray scattering are analyzed for single and dual pulse
excitation with focus on the implications for corresponding experiments. Chapter 6

provides a detailed molecular dynamics analysis of the formation of final ion charge
states from intense laser-cluster interactions. A summary and critical discussion of the
results is given in chapter 7.
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2. Microscopic Particle-In-Cell

Approach

This chapter contains a comprehensive description of the MicPIC method and is di-
vided into two parts. The first section discusses the idea of MicPIC from a physical
point of view. The second part focuses on technical details of its numerical implemen-
tation.

2.1. Basic concept

Physical problem

In a classical picture, the exact non-relativistic dynamics of a plasma particle in the
presence of electromagnetic fields is determined by the Lorentz force

fi =

∫

ρi(r) (E+ ṙi ×B) d3r, (2.1)

where ρi(r) and ṙi are the charge density distribution and velocity of the i-th parti-
cle, and E and B are the microscopic electric and magnetic fields. Once these fields
are known, the force on each particle can be calculated and the dynamics of the sys-
tem follows from the self-consistent integration of the classical equations of motion.
The self-consistent evolution of the corresponding classical electromagnetic fields is
determined by Maxwell’s curl equations according to

∇× E = −Ḃ (2.2)

∇×B = µ0j + µ0ε0Ė. (2.3)

Here the charged particles couple to the electromagnetic fields via the current density
j =

∑

i ṙiρi. From a physical point of view, the classical plasma dynamics is completely
specified by equations (2.1)-(2.3). However, the full numerical solution of this set of
equations becomes very demanding for many particle systems. The reason for that
is that the solution of the field equations on a grid scales with 1/∆x4, where ∆x is
the mesh size (grid resolution). In order to resolve microscopic processes properly,
the mesh has to be of the order of one atomic unit or even less, such that the direct
numerical solution becomes prohibitive in practice. The MicPIC approach offers a
route to overcome this problem and is introduced in the following step by step.
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2. Microscopic Particle-In-Cell Approach

Particle representation

In MicPIC, each plasma particle (electron or ion) is represented by a charge density
distribution according to

ρi(r) = qi g(|r− ri|, w0), (2.4)

where qi is the charge and ri is the position of the i-th particle and the shape function
g(r, w) = exp(−r2/w2)/π3/2w3 describes a normalized Gaussian distribution of width
w.
The long range interaction between two of such particles is essentially determined

by the particle charges, i.e. the monopole contributions of a multipole expansion.
However, their short range interaction is strongly dependent on their exact shape and
size. In general, larger particle widths yield smoother fields around their origin and
therefore result in a softened short range interaction. These short range interactions
primarily determine the collision dynamics of plasma particles. Therefore the width
w0 is a key parameter that should, within technical and physical limits (see Section
2.2.6), be chosen as small as possible1. On the other hand, the particle width also
determines the spatial resolution that is necessary to sufficiently resolve the particle
shape on a grid, i.e. a large particle width is key to an efficient solution of Maxwell’s
equations, as it allows the use of a coarse numerical grid and large time steps.
So far, there have been two major approaches to deal with these conflicting needs:

(i) The regular particle-in-cell approach, which uses super-particles2 with large parti-
cle widths to describe the collective plasma dynamics, but neglects particle collisions.
The latter assumption is justified only in the relativistic regime at low density [52–54].
And (ii) the collisional particle-in-cell approach, which uses the same superparticles
but reintroduces the underestimated collisions via Monte-Carlo methods using ap-
proximate binary collision rates [8, 10]. Both approaches have their merits and have
revolutionized our understanding of strong field plasma physics. However, even the
collisional particle-in-cell method is restricted to the regime of weak coupling, where
microscopic fluctuations are negligible and microscopic interactions are limited to small
angle binary collisions. MicPIC is intended to describe the nonrelativistic dynamics
of laser-driven clusters and bulk materials, which proceeds far from equilibrium and is
strongly coupled. Therefore the short range interactions have to be taken into account
explicitly. Within MicPIC this is done in a consistent two level approach that combines
the electromagnetic treatment of the collective plasma dynamics on a PIC level with
a local electrostatic molecular dynamics to describe microscopic correlations (Mic).

Particle-in-cell approximation

On the PIC level, particles are represented by a particle width larger than the actual
particle width (wpic ≫ w0), the corresponding smoothed particle charge density reads

ρpici (r) = qi g(|r− ri|, wpic). (2.5)

1The Coulomb singularity at zero particle distance can only be observed when the width is reduced
to point like particles.

2A super-particle represents multiple physical particles, up to millions of electrons or ions.
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2.1. Basic concept

The super/subscripts ”pic” indicate that the respective quantities belong to the particle-
in-cell level. The corresponding PIC electric and magnetic field evolution is then given
by

∇× Epic = −Ḃpic (2.6)

∇×Bpic = µ0j
pic + µ0ε0Ė

pic (2.7)

with the smoothed current density jpic =
∑

i ṙiρ
pic
i . Note that in this description radia-

tion fields are fully accounted for if wpic is smaller than all relevant scales (wavelength,
skin depth, etc.). However, the microscopic nature of the particles and therefore also
all resulting correlation effects are lost due to the large PIC particle size. The PIC
force on the i-th plasma particle is given by

f
pic
i =

∫

ρpici (Epic + ṙi ×Bpic)d3r. (2.8)

MicPIC force decomposition

To identify the missing short-range forces in the PIC-approximation, the actual force
on plasma particle i can be formally split into a microscopic part fmic

i and a long range
PIC part fpici . This can be done by subtracting/adding the PIC forces from/to the full
expression in (2.1) via

fi =

∫ [

ρi(E+ ṙi ×B)− ρpici (Epic + ṙi ×Bpic)
]

d3r
︸ ︷︷ ︸

fmic
i

+

∫

ρpici (Epic + ṙi ×Bpic)d3r
︸ ︷︷ ︸

f
pic
i

. (2.9)

Aside from the rearrangement of the terms, this expression is still identical to the force
in (2.1). To show the short-range character of the microscopic contribution fmic

i , PIC
and actual electric and magnetic fields have to be decomposed into their individual
particle contributions. The respective total fields are then given by the sum over the
field contributions created by all (j) particles. This decomposition is justified because
of the linearity of Maxwell’s equations and leads to

fmic
i =

∑

j

∫

[ρi(Ej + ṙi ×Bj)− ρpici (Epic
j + ṙi ×B

pic
j )]d3r. (2.10)

The above sum describes the force on the i-th particle, created by the fields of all other
(j) particles3. For large distances between particles j and i (rij ≫ wpic), the actual
and PIC fields produced in the region r ≈ ri are identical4. Therefore, remaining

3Self-force contributions cancel out automatically.
4Here it is assumed that wpic is much smaller than all scales of the radiated fields.
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2. Microscopic Particle-In-Cell Approach

contributions to fmic
i in the far field could only stem from the different actual and PIC

particle densities.
The variation of the (actual and PIC) fields over the PIC particle extent can be

approximated by a linear Taylor expansion around ri. The corresponding expansion
for the actual electric field reads

Ej(r) = Ej(ri) +∇Ej(ri)(r− ri) + . . . (2.11)

Carrying out the corresponding integration

∫

ρi(r)Ej(r)d
3r =

∫

ρi(r)Ej(ri)d
3r

︸ ︷︷ ︸

=Ej(ri)
∫
ρi(r)d3r

+

∫

ρi(r)∇Ej(ri)(r− ri)d
3r

︸ ︷︷ ︸

=0

+ . . . , (2.12)

gives zero for the linear field terms due to the even symmetry of the charge density.
If higher order terms are negligible only the constant field terms remain and can be
pulled out of the integral

∫

ρi(r)Ej(r)d
3r = Ej(ri)

∫

ρi(r)d
3r (2.13)

= qiEj(ri). (2.14)

The remaining integral over the particle density yields the particle charge. As the total
charges of actual and PIC particles are equal, their contributions cancel each other for
each index j in (2.10), proving the short range nature of the microscopic correction for
the electric field. Analogous steps show the short range nature of the magnetic field
term. Note, that the interaction of the plasma particles is described exactly with the
force from (2.9), independent of the width of the particles on the PIC level. The value
of the PIC particle width only determines the softness of the force on the PIC level
and, in turn, the radius within which the Mic forces contribute.

The MicPIC approximation

So far, the above force decomposition has only formal character as everything has
been derived in full generality. However, in order to facilitate the numerical evaluation
of the short range interaction; field retardation is neglected locally, i.e. within the
microscopic correction. This is the only formal approximation in MicPIC. Taking the
non-relativistic, electrostatic limit of (2.10) by dropping magnetic fields and expressing
electric fields by the respective Coulomb interaction yields

fmic
i = −∇ri

∑

j

∫ ∫ [
ρi(r)ρj(r

′)

4πε0|r− r′| −
ρpici (r)ρpicj (r′)

4πε0|r− r′|

]

d3r′d3r. (2.15)

For Gaussian shape functions the above double integral can be evaluated analytically
and yields the difference of the particle interaction energies for actual and PIC particles
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2.2. Numerical aspects of MicPIC

(for more details, see appendix B). The interaction energy of two Gaussian particles
with width parameter w is given by

Vij(rij, w) =
qiqj

4πε0rij
erf

(
rij√
2w

)

. (2.16)

Inserting this expression into (2.15) yields

fmic
i = −

∑

j

∇ri
V mic
ij (2.17)

with
V mic
ij = Vij(rij , w0)− Vij(rij, wpic) (2.18)

and rij = |rj − ri| the inter-particle distance. Combining the electrostatically approx-
imated microscopic correction in (2.17) and the PIC force in (2.8) yields the total
MicPIC force

fi = −
∑

j

∇ri
V mic
ij +

∫

ρpici (Epic + ṙi ×Bpic)d3r. (2.19)

The complete MicPIC dynamics is now determined by the self-consistent integration
of Newton’s equations of motion with the force specified in (2.19), together with the
propagation of the electromagnetic fields according to equations (2.6) and (2.7).

2.2. Numerical aspects of MicPIC

This section discusses the most important numerical aspects of the implementation
of the MicPIC concept. In the first part (Sec. 2.2.1), the numerical propagation of
the electromagnetic fields via the Finite-Difference-Time-Domain (FDTD) algorithm
is described. Special focus is put on the derivation of the field propagation algorithm
on a discretized staggered spatial grid as well as the implementation of appropriate
absorbing boundary conditions to emulate an infinite simulation volume. In the second
part (Sec. 2.2.2), the representation of the Gaussian particles on the numerical grid is
discussed in more detail. This is of particular importance, as the particle shape and
its representation on the grid determines major properties of the code, like charge con-
servation, force anisotropy, and numerical effort. After that, the implementation and
efficient evaluation of the short range forces is discussed in section 2.2.3. Subsequently,
the Boris scheme for particle propagation in the presence of electromagnetic fields is
derived (Sec. 2.2.4), completing the basic part of the code. Finally the implementation
of atomic ionization processes into MicPIC is described in section 2.2.5.321

2.2.1. Electromagnetic field propagation with the Finite-difference

time-domain method

The foundation of the MicPIC approach is the numerical description of the time evo-
lution of the electric- and magnetic fields on the PIC level according to equations (2.6)
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2. Microscopic Particle-In-Cell Approach

and (2.7). In this work the Finite-Difference-Time-Domain method has been chosen
for that purpose, as it solves Maxwell’s equations in the time domain and is rela-
tively simple to implement. In the following the FDTD idea and its implementation
are discussed in detail. As a starting point the basic equations are repeated here for
convenience

∇×E = −Ḃ (2.20a)

∇×B = µ0

(

j + ε0Ė
)

(2.20b)

with the electric field E, the magnetic field B, the vacuum permittivity ε0 and per-
meability µ0 as well as the electric current density j. As fields and currents are
exclusively discussed for the PIC level in this section, the superscript ”pic” has been
dropped. Writing out the vector components of equations (2.20a) and (2.20b) yields
the following system of six coupled first order differential equations:

∂Ex

∂t
=

1

ε0µ0

[
∂Bz

∂y
− ∂By

∂z

]

− 1

ε0
jx (2.21a)

∂Ey

∂t
=

1

ε0µ0

[
∂Bx

∂z
− ∂Bz

∂x

]

− 1

ε0
jy (2.21b)

∂Ez

∂t
=

1

ε0µ0

[
∂By

∂x
− ∂Bx

∂y

]

− 1

ε0
jz (2.21c)

∂Bx

∂t
=

[
∂Ey

∂z
− ∂Ez

∂y

]

(2.21d)

∂By

∂t
=

[
∂Ez

∂x
− ∂Ex

∂z

]

(2.21e)

∂Bz

∂t
=

[
∂Ex

∂y
− ∂Ey

∂x

]

(2.21f)

The basic idea for the solution of this problem in the framework of the FDTD algorithm
has been proposed by Kane Yee already in 1966 [55]. It is based on a specific space
and time staggering of the field components in conjunction with the centered finite
difference scheme to discretize the space and time derivatives.

Centered finite difference

To derive a finite difference expression for the spatial derivative of a scalar function
u(x, tn) it is convenient to consider its Taylor series expansion around space point xi

at a fixed time tn. For positive displacements in space the expansion is given by

u(xi +∆x) |tn= u |xi,tn +∆x · ∂u
∂x

|xi,tn + (∆x)2

2
· ∂2u
∂x2 |xi,tn

+ (∆x)3

6
· ∂3u
∂x3 |xi,tn + (∆x)4

24
· ∂4u
∂x4 |xi,tn + . . . (2.22)

and for negative displacements by

u(xi −∆x) |tn= u |xi,tn −∆x · ∂u
∂x

|xi,tn + (∆x)2

2
· ∂2u
∂x2 |xi,tn

− (∆x)3

6
· ∂3u
∂x3 |xi,tn + (∆x)4

24
· ∂4u
∂x4 |xi,tn + . . . (2.23)
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2.2. Numerical aspects of MicPIC

Subtracting both equations leads to

u(xi +∆x) |tn −u(xi −∆x) |tn= 2∆x · ∂u
∂x

|xi,tn +
(∆x)3

3
· ∂

3u

∂x3
|xi,tn + . . . (2.24)

Now, rearranging the terms results in a centered finite difference expression for the
derivative

∂u

∂x

∣
∣
∣
xi,tn

=
u(xi +∆x) |tn −u(xi −∆x) |tn

2∆x
+O[(∆x)2] (2.25)

with second order accuracy. The actual field and current components are functions of
three space and one time coordinate. For convenience the shorter notation

u(i∆x, j∆y, k∆z, n∆t) = un
i,j,k (2.26)

is used from here on. Evaluating the Taylor expansions with half displacements xi±∆x
2

leads to the final expressions for the space and time derivatives

∂u

∂x
(i∆x, j∆y, k∆z, n∆t) =

un
i+ 1

2
,j,k

− un
i− 1

2
,j,k

∆x
+O[(∆x)2] (2.27a)

∂u

∂y
(i∆x, j∆y, k∆z, n∆t) =

un
i,j+ 1

2
,k
− un

i,j− 1
2
,k

∆y
+O[(∆y)2] (2.27b)

∂u

∂z
(i∆x, j∆y, k∆z, n∆t) =

un
i,j,k+ 1

2

− un
i,j,k− 1

2

∆z
+O[(∆z)2] (2.27c)

∂u

∂t
(i∆x, j∆y, k∆z, n∆t) =

u
n+ 1

2

i,j,k − u
n− 1

2

i,j,k

∆t
+O[(∆t)2] (2.27d)

which will be used in the following.

The Yee staggering

The positioning of the electric and magnetic field components on the numerical grid
according to the work of Kane Yee [55] is shown in figure 2.1. The reason for this
specific staggering becomes evident when the above finite difference expressions are
applied to the field equations. Doing this exemplarily for equation (2.21a) yields

Ex |n+
1
2

i+ 1
2
,j,k

−Ex |n−
1
2

i+ 1
2
,j,k

∆t
=

1

ε0

[
Bz |ni+ 1

2
,j+ 1

2
,k
−Bz |ni+ 1

2
,j− 1

2
,k

∆y
−

By |ni+ 1
2
,j,k+ 1

2

−By |ni+ 1
2
,j,k− 1

2

∆z

]

− 1

ε0
jx |n

i+ 1
2
,j,k

.

(2.28)

Rearranging the terms leads to an explicit expression for the propagation of Ex

Ex |n+
1
2

i+ 1
2
,j,k

= Ex |n−
1
2

i+ 1
2
,j,k

+
∆t

ε0

[
Bz |ni+ 1

2
,j+ 1

2
,k
−Bz |ni+ 1

2
,j− 1

2
,k

∆y
−

By |ni+ 1
2
,j,k+ 1

2

−By |ni+ 1
2
,j,k− 1

2

∆z

]

− ∆t

ε0
jx |n

i+ 1
2
,j,k

(2.29)
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Figure 2.1.: Schematic illustration of the field staggering as proposed by Kane Yee [55]. Electric and
magnetic field components are chosen such that the positions fit automatically to a centered finite
differences solution to the curl equations.

that only relies on the knowledge of all field components in the past. Comparing
the positions of the required field components in (2.29) with the positions in figure
2.1 shows that the Yee-staggering is perfectly matched to this propagation scheme.
Similar expressions can be derived for the other field components, completing the
basic numerical recipe for the numerical solution to Maxwell’s equations. Note that
the electric and magnetic field components are also staggered in time, which results in
alternating field updates for electric and magnetic fields.

Absorbing boundary conditions

The FDTD-scheme introduced above represents a very efficient way to solve the mi-
croscopic Maxwell’s equations on a numerical grid. As such a grid consumes memory
it will always be limited in size, such that some sort of boundary conditions have to be
applied. In principle, there are three main types of boundary conditions, suitable for
different physical problems. The Perfect-Electric-Conductor boundary condition mim-
ics a perfect metal surface to truncate the computational grid, reflecting all impinging
electromagnetic waves. Periodic Boundary Conditions emulate a periodic continu-
ation of the computational domain. This can be very useful for the simulation of
effective lower-dimensional problems like planar surfaces. The third and for this work
most important type of boundary condition is the Absorbing-Boundary-Condition. It
simulates the extension of the lattice to infinity.

The basic idea: An obvious approach to achieve ABC’s is to enclose the computa-
tional box with a highly absorbing medium layer. The main goal of such an electro-
magnetic absorbtion layer is to obtain dissipation within the layer without reflection
from the interface back into the main simulation volume. From a numerical point of
view, this can be achieved by using Maxwell’s curl equations for a dissipative medium.
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2.2. Numerical aspects of MicPIC

The corresponding equations read

∇×H =
∂D

∂t
+ σE (2.30a)

∇×E = −∂B

∂t
− σ∗H (2.30b)

with the electric conductivity σ and the equivalent magnetic loss σ∗ determining the
dissipative properties of the medium . For linear, isotropic and nondispersive materials
D and E as well as B and H can be related by simple proportions

D = ε0εrE = εE (2.31a)

B = µ0µrH = µH . (2.31b)

Inserting these expressions into (2.30) eliminates D and B and leads to

∇×H = ε
∂E

∂t
+ σE (2.32a)

∇×E = −µ
∂H

∂t
− σ∗H . (2.32b)

For the following derivation, it is convenient to translate these equations into the
frequency domain, which yields a very compact notation

∇× H̆ = iωεĔ + σĔ = iωε
(

1 +
σ

iωε

)

Ĕ = iωελεĔ (2.33a)

∇× Ĕ = −iωµH̆ − σ∗H̆ = −iωµ

(

1 +
σ∗

iωµ

)

H̆ = −iωµλµH̆ (2.33b)

with the new material parameters λε and λµ. Note that quantities in the frequency
domain are flagged with a breve from here on.

Plane wave incident on a lossy have space: Eventually the main simulation volume
should be completely surrounded by an absorbing medium layer. However, as a first
step, the reflection properties of the interface between absorbing and non-absorbing
regions have to be evaluated. To this end, the incidence of a plane wave upon such an
interface between a lossless (region 1, x < 0) and a lossy half-space (region 2, x > 0)
is studied in more detail. Consider an incident wave defined by

H̆ inc = ezH0 e
−iβ1xx−iβ1yy (2.34a)

Ĕinc =

[

−ex

β1y

ωε
+ ey

β1x

ωε

]

H0e
−iβ1xx−iβ1yy (2.34b)

with the wave vector

β1 = β1xex + β1yey; β1x = k1 cosΘ; β1y = k1 sin Θ (2.35)

and the angle of incidence Θ. Then, according to equation (2.33), the total fields in
Region 1 (σ = σ∗ = 0) are given by
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H̆1 = ezH0

(
1 + Γe2iβ1xx

)
e−iβ1xx−iβ1yy (2.36a)

Ĕ1 =

[

−ex

β1y

ωε

(
1 + Γe2iβ1xx

)
+ ey

β1x

ωε

(
1− Γe2iβ1xx

)
]

H0e
−iβ1xx−iβ1yy, (2.36b)

where Γ is the reflection coefficient. The total fields in region 2 are given by

H̆2 = ezH0τ e−iβ2xx−iβ2yy (2.37a)

Ĕ2 =

[

−ex

β2y

ωελε

+ ey
β2x

ωελε

]

H0τe
−iβ2xx−iβ2yy (2.37b)

with the transmission coefficient τ . Enforcing continuity of the tangential fields across
the region 1 / region 2 interface at x=0 yields expressions for the reflection and trans-
mission coefficients

Γ =

β1x

ωε
− β2x

ωελε

β1x

ωε
+ β2x

ωελε

; τ = 1 + Γ. (2.38)

For arbitrary angles of incidence Θ the reflection coefficient is in general nonzero.
However, it can be shown that for normal incidence (Θ = 0) and an appropriate
choice of the parameters, i.e. λε = λµ ⇒ σ∗ = σµ/ε, plane electromagnetic waves can
enter the lossy half-space without reflection, irrespective of their frequency. Then, the
transmitted fields given by

H̆2 = H̆ ince−σ
√

µ/ε x (2.39a)

Ĕ2 = Ĕince−σ
√

µ/ε x (2.39b)

resemble the incident fields, but exhibit additional exponential damping in region 2. In
this case, region 2 is called perfectly matched to region 1 for normal incident waves [56].
However, to be of practical use the observed behavior is needed for arbitrary angles of
incidence.

The uniaxial perfectly matched layer: A first solution to this problem has been
presented by Berenger in 1994 in terms of the so called Perfectly Matched Layer [57].
Berenger used a split-field formulation of Maxwell’s equations, which leads to a set of
12 coupled first-order differential equations. With an appropriate choice of the loss
parameters a perfectly matched interface for arbitrary wave incidence, polarization
and frequency can be derived.
In MicPIC an alternative but equivalent formulation is utilized, the so calledUniaxial-

Perfectly-Matched-Layer (UPML) introduced by Stephen Gedney in 1996 [58]. The
main idea behind the UPML concept is to achieve perfect matching at the interface
via an uniaxial anisotropic absorbtion layer. Therefore, the isotropic material param-
eters λε and λµ in equations (2.33) are replaced by uniaxial tensors. Considering an
interface perpendicular to the x-axis, similar to the isotropic case discussed above, the
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tensor parameters exhibit a form that is rotationally symmetric about the x-axis

¯̄λε =





a 0 0
0 b 0
0 0 b



 ¯̄λµ =





c 0 0
0 d 0
0 0 d



 . (2.40)

Maxwell’s curl equations in the frequency domain than read

∇× H̆ = iωε¯̄λεĔ (2.41a)

∇× Ĕ = −iωµ¯̄λµH̆ . (2.41b)

The examination of an incident plane wave onto the region interface (analogous to the
case discussed above) shows that reflectionless transmission of plane waves from the
main simulation volume into the UPML region can be achieved for

¯̄λε =
¯̄λµ = ¯̄s =





s−1
x 0 0
0 sx 0
0 0 sx



 , (2.42)

irrespective of the angle of incidence, polarization and frequency of the incident wave
(for more details see [58–60]). The reflectionless property of the interface holds for any
sx. Defining it similar to the isotropic absorbing layer case discussed above

sx =
(

1 +
σx

iωε

)

(2.43)

creates a reflectionless absorbing layer as intended. Considering a plane wave incident
on an interface at x = 0 analogous to the isotropic case discussed above

H̆ inc = ezH0 e
−iβ1xx−iβ1yy (2.44a)

Ĕinc =

[

−ex

β1y

ωε
+ ey

β1x

ωε

]

H0e
−iβ1xx−iβ1yy (2.44b)

leads to the following transmitted fields

H̆UPML = ezH0 e
−iβ1xx−iβ1yye−σx

√
µ/ε cosΘ x (2.45a)

ĔUPML =

[

−exsx
β1y

ωε
+ ey

β1x

ωε

]

H0e
−iβ1xx−iβ1yye−σx

√
µ/ε cosΘ x. (2.45b)

The transmitted waves propagate with the same phase velocity as the incident wave
but undergo exponential decay along the axis normal to the region interface. The
magnitude of the decay depends on the angle of incidence Θ and can be additionally
adjusted by an appropriate choice of the UPML parameter σx.

So far only the construction of a reflectionless planar interface between two half-
spaces has been discussed. To truncate a finite three dimensional simulation volume,
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absorption layers adjacent to all outer lattice boundaries are needed. To this end a
general material tensor can be defined

¯̄s =





s−1
x 0 0
0 sx 0
0 0 sx









sy 0 0
0 s−1

y 0
0 0 sy









sz 0 0
0 sz 0
0 0 s−1

z





=





s−1
x sysz 0 0
0 sxs

−1
y sz 0

0 0 sxsys
−1
z



 (2.46)

where
sx = 1 +

σx

iωε
; sy = 1 +

σy

iωε
; sz = 1 +

σz

iωε
. (2.47)

This tensor is sufficient to describe the anisotropic PML medium in the entire FDTD
simulation volume. By properly choosing the spatial dependence of σx, σy and σz

σx(x) =

{
σ′
x(x) x ≤ xmin,≥ xmax

0 xmin < x < xmax
(2.48a)

σy(y) =

{
σ′
y(y) y ≤ ymin,≥ ymax

0 ymin < y < ymax
(2.48b)

σz(z) =

{
σ′
z(z) z ≤ zmin,≥ zmax

0 zmin < z < zmax
(2.48c)

the tensor becomes the unit dyad in the main simulation volume, while it is still
properly expressed in the PML regions. The final equations to solve read now






∂H̆z

∂y
− ∂H̆y

∂z
∂H̆x

∂z
− ∂H̆z

∂x
∂H̆y

∂x
− ∂H̆x

∂y




 = iωε





sysz
sx

0 0

0 sxsz
sy

0

0 0 sxsy
sz









Ĕx

Ĕy

Ĕz



 (2.49)

and 




∂Ĕz

∂y
− ∂Ĕy

∂z
∂Ĕx

∂z
− ∂Ĕz

∂x
∂Ĕy

∂x
− ∂Ĕx

∂y




 = −iωµ





sysz
sx

0 0

0 sxsz
sy

0

0 0 sxsy
sz









H̆x

H̆y

H̆z



 . (2.50)

However, the direct transformation of these equations back into the time domain would
lead to a convolution of the tensor coefficients and the magnetic and electric fields,
respectively. This would be computationally very expensive, but can be circumvented
by the definition of the following relationships [58]

D̆x = ε
sz
sx
Ĕx , D̆y = ε

sx
sy
Ĕy , D̆z = ε

sy
sz
Ĕz. (2.51)

Inserting equations (2.51) into (2.49) leads to a decoupling of the frequency dependent
terms [58, 59]. Subsequent backtransformation into the time domain yields






∂H̆z

∂y
− ∂H̆y

∂z
∂H̆x

∂z
− ∂H̆z

∂x
∂H̆y

∂x
− ∂H̆x

∂y




 =

∂

∂t





D̆x

D̆y

D̆z



+
1

ε





σy 0 0
0 σz 0
0 0 σx









D̆x

D̆y

D̆z



 . (2.52)
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Analogous definitions for the magnetic fields

B̆x = µ
sz
sx
H̆x , B̆y = µ

sx
sy
H̆y , B̆z = µ

sy
sz
H̆z (2.53)

yield





∂Ĕz

∂y
− ∂Ĕy

∂z
∂Ĕx

∂z
− ∂Ĕz

∂x
∂Ĕy

∂x
− ∂Ĕx

∂y




 = − ∂

∂t





B̆x

B̆y

B̆z



− 1

ε





σy 0 0
0 σz 0
0 0 σx









B̆x

B̆y

B̆z



 . (2.54)

As a last step the definitions (2.51) and (2.53) need to be transformed to the time
domain as well. In the following the equation for D̆x is considered exemplarily. Mul-
tiplying both sides with sx and transforming them back leads to

sxD̆x = εszĔx (2.55a)
(

1 +
σx

iωε

)

D̆x = ε
(

1 +
σz

iωε

)

Ĕx (2.55b)
(

iω +
σx

ε

)

D̆x = ε
(

iω +
σz

ε

)

Ĕx (2.55c)

∂

∂t
(Dx) +

σx

ε
Dx = ε

[
∂

∂t
(Ex) +

σz

ε
Ex

]

. (2.55d)

Repeating this procedure for the other 5 relations finally yields the 12 equations that
need to be discritized and solved on a numerical grid:

∂ Dx

∂t
=

[
∂Hz

∂y
− ∂Hy

∂z
− σy

ε
Dx

]

,
∂

∂t
Dx +

σx

ε
Dx = ε

[
∂

∂t
Ex +

σz

ε
Ex

]

(2.56a)

∂ Dy

∂t
=

[
∂Hx

∂z
− ∂Hz

∂x
− σz

ε
Dy

]

,
∂

∂t
Dy +

σy

ε
Dy = ε

[
∂

∂t
Ey +

σx

ε
Ey

]

(2.56b)

∂ Dz

∂t
=

[
∂Hy

∂x
− ∂Hx

∂y
− σx

ε
Dz

]

,
∂

∂t
Dz +

σz

ε
Dz = ε

[
∂

∂t
Ez +

σy

ε
Ez

]

(2.56c)

∂ Bx

∂t
=

[
∂Ey

∂z
− ∂Ez

∂y
− σy

ε
Bx

]

,
∂

∂t
Bx +

σx

ε
Bx = µ

[
∂

∂t
Hx +

σz

ε
Hx

]

(2.56d)

∂ By

∂t
=

[
∂Ez

∂x
− ∂Ex

∂z
− σz

ε
By

]

,
∂

∂t
By +

σy

ε
By = µ

[
∂

∂t
Hy +

σx

ε
Hy

]

(2.56e)

∂ Bz

∂t
=

[
∂Ex

∂y
− ∂Ey

∂x
− σx

ε
Bz

]

,
∂

∂t
Bz +

σz

ε
Bz = µ

[
∂

∂t
Hz +

σy

ε
Hz

]

(2.56f)

Note that in regions with σx = σy = σx = 0 equations (2.56) reduce to the equations
for the main simulation volume (2.21) without currents. Therefore this scheme (2.56) is
used throughout the whole simulation volume, while currents are only assigned within
the main region.

The final discritized expressions: Utilizing the finite difference expressions, the set
of final equations (2.56) can be discretized on the computational grid. For the sake of
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brevity the resulting expressions are given here only for the propagation of Ex, they
read

Dx |n+
1
2

i+ 1
2
,j,k

= C1,Ex

i+ 1
2
,j,k

Dx |n−
1
2

i+ 1
2
,j,k

+ C2,Ex

i+ 1
2
,j,k

[
Hz |ni+ 1

2
,j+ 1

2
,k
−Hz |ni+ 1

2
,j− 1

2
,k

∆y
−

Hy |ni+ 1
2
,j,k+ 1

2

−Hy |ni+ 1
2
,j,k− 1

2

∆z

]

and

Ex |n+
1
2

i+ 1
2
,j,k

= C3,Ex

i+ 1
2
,j,k

Ex |n−
1
2

i+ 1
2
,j,k

+C4,Ex

i+ 1
2
,j,k

C5,Ex

i+ 1
2
,j,k

Dx |n+
1
2

i+ 1
2
,j,k

−C4,Ex

i+ 1
2
,j,k

C6,Ex

i+ 1
2
,j,k

Dx |n−
1
2

i+ 1
2
,j,k

with the position dependent coefficients defined by:

C1,Ex

i+ 1
2
,j,k

=
2ε0 −∆tσy,i+ 1

2
,j,k

2ε0 +∆tσy,i+ 1
2
,j,k

(2.57)

C2,Ex

i+ 1
2
,j,k

=
2ε0∆t

2ε0 +∆tσy,i+ 1
2
,j,k

(2.58)

C3,Ex

i+ 1
2
,j,k

=
2ε0 −∆tσz,i+ 1

2
,j,k

2ε0 +∆tσz,i+ 1
2
,j,k

(2.59)

C4,Ex

i+ 1
2
,j,k

=
1

2ε0ε+∆tεσz,i+ 1
2
,j,k

(2.60)

C5,Ex

i+ 1
2
,j,k

= 2ε0 +∆tσx,i+ 1
2
,j,k (2.61)

C6,Ex

i+ 1
2
,j,k

= 2ε0 −∆tσx,i+ 1
2
,j,k. (2.62)

(2.63)

Note that the material parameters σx, σy and σz have a so far not further discussed
spatial dependence. The perfectly reflectionless character of the interface between the
main simulation volume and the UPML-layer only applies to the analytic description.
When the discretized expressions are evaluated, every discontinuity in the material
parameters causes some reflection. In order to reduce these reflections to a minimum
these parameters are gradually increased towards the outer boundary of the UPML
layer starting with a value of zero directly at the interface. In MicPIC a polynomial
ramping is used, according to [57,60]. The UPML-layer itself is than terminated with
a periodic boundary condition. The fields that reach this outer boundary are already
strongly damped, are than mapped onto the opposite side of the numerical grid and
further damped on their way through the second UPML layer.

Treatment of external fields: the total field - scattered field scheme

In MicPIC the external laser field is not explicitly propagated on the main grid. In-
stead, the total-field-scattered-field scheme is utilized. Because of the linearity of
Maxwell’s equations, the total electric and magnetic fields can be decomposed into

Etotal = Einc +Escatt (2.64a)

Btotal = Binc +Bscatt (2.64b)
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where Einc and Binc are the incident electric and magnetic wave fields. These are the
fields that would exist in vacuum and are therefore assumed to be known at all lattice
points and all time steps. They satisfy

∇×Einc = −Ḃinc (2.65a)

∇×Binc = µ0ε0Ėinc. (2.65b)

From equations (2.64) and (2.21) it follows directly that Escatt and Bscatt, the scattered
fields, have to satisfy

∇×Escatt = −Ḃscatt (2.66a)

∇×Bscatt = µ0

(

j + ε0Ėscatt

)

. (2.66b)

These are the microscopic Maxwell equations with scattered instead of total fields.
The incident waves do not have to be explicitly propagated on the numerical grid, as
long as they satisfy Maxwell’s equations in vacuum. Instead, they can be calculated
analytically or numerically on lower dimensional auxiliary grids.

2.2.2. Particle representation on the PIC-level

Within the MicPIC framework, the field equations discussed above are coupled to
the dynamics of the charged plasma particles via the electric current density j. The
currents itself are determined by the plasma particle velocities, which are in turn
driven by the electromagnetic fields, closing the self-consistent description. In order
to establish this connection numerically, the particle shape needs to be linked to the
discrete FDTD mesh. Typically, this is done via relatively simple weighting schemes,
like the cloud-in-cell(CIC) scheme where particles are represented by a top-hat charge
distribution [3]. This allows their mapping to the grid with relatively small numerical
effort. However, these low order schemes suffer from strong force anisotropies, which
precludes their use in MicPIC. The application of a gridless correction of the short range
forces (the ”Mic” force) requires a well defined, isotropic and low noise interparticle
force on the PIC level.
In MicPIC this is achieved by utilizing a Gaussian shape function as originally

proposed by Eastwood and Hockney [61] for an electrostatic description

S(x) =

(
1

wpic

√
π

)

exp

(

− x2

w2
pic

)

, (2.67)

satisfying the following normalization

∫ ∞

−∞
S(x)dx = 1. (2.68)

The corresponding three dimensional representation then reads

S(x, y, z) = S(x)S(y)S(z). (2.69)

23



2. Microscopic Particle-In-Cell Approach

Usually, the shape function is sampled onto the discrete numerical grid by calculating
the amount of charge within or the amount of charge that travels into/out of the cells
touched by the particle, respectively. For the low order weighting schemes mentioned
above, the number of cells that are touched by the particle is well defined by the finite
size of the particle distribution. However, the Gaussian shape function in principle
extends to infinity, which means that a crucial property of the model, the charge
conservation, strongly depends on the number of sampling points as well as the width
of the Gaussian distribution. The charge conservation properties for Gaussian shape
functions are shown in Figure 2.2 in terms of the relative charge error as a function of
the particle width with respect to the grid spacing ∆x. The curves shown in the figure
have been obtained for 7 sampling points per space dimension5, as this turned out to
be sufficient for our calculations.
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Figure 2.2.: Relative charge error for integral (blue) and local (red) sampling of the charge density
onto the grid as a function of the relative Gaussian width wrel

pic = wpic/∆x. The maximal and average
charge errors have been determined by evaluating a statistical ensemble of 10000 random positions of
the particle center within a grid cell. Using 7 grid points per dimension for the local sampling yields
an optimal Gauss width of wrel

pic = 1.12 that on average conserves 99.9999% of the particle charge.

The different colors correspond to two different ways of sampling the Gaussians: (i)
The blue curves show results, where the charge in every cell is calculated analytically
and then summed up over all touched cells. Here, a decreasing particle size results
in better charge conservation. Asymptotically, for infinitely small particle width all
charge is contained in the center cell and the error vanishes. (ii) The red curves
correspond to a much simpler method, where the charge density is sampled locally at
each cell center and summed up afterwards. Surprisingly, this method results in even
better charge conservation for particle sizes larger than roughly one cell, and shows

5Starting from the nearest cell center, the shape is sampled onto all grid points within ±3 cells in
each direction, resulting in a total number 73 = 343 involved cells.
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an optimal particle size of about 1.1 grid cells. For smaller particle sizes, the charge
error increases again as most of the charge is confined to one cell, such that the local
sampling is no longer describing a Gaussian shape.
Following this scheme, the charge and current density contributions from particle i

at grid point rg can be obtained from

ρi(rg) = qiS(ri − rg) and ji(rg) = qiviS(ri − rg). (2.70)

To ensure a self-consistent description of the particle dynamics on the PIC level, the
electromagnetic PIC-fields acting on particle i have to be obtained in the same way as
the current densities. The resulting effective electric and magnetic PIC fields are then
given by the weighted average over all touched grid points g, using the same shape
function and the same sampling method,

Ei =
∑

g

E(rg)S(ri − rg) and Bi =
∑

g

B(rg)S(ri − rg). (2.71)

Together with the field propagation algorithm described in section 2.2.1 these ex-
pressions allow the calculation of the particle-particle forces on the PIC-level. Figure
2.3 shows the resulting forces in the electrostatic limit, i.e. for particles at rest, as
a function of the particle separation. The black dotted and solid lines show the in-
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Figure 2.3.: Inter-particle forces on the PIC level, produced by Gaussian (black) and top-hat (red)
distribution functions in the electrostatic limit (for particles at rest). The dotted lines correspond
to particle trajectories along a natural grid axis and the solid lines to trajectories along the three
dimensional grid diagonal. While the top-hat shape function result in strongly anisotropic forces, the
Gaussian profiles show only negligible anisotropy. Note that, these data have been kindly provided
by Charles Varin from the University of Ottawa (who did his own implementation of the MicPIC
approach), since top-hat distributions are not considered in my implementation.

teraction forces for particle trajectories along a natural grid axis and along the three
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dimensional grid diagonal, respectively. For comparison, also the corresponding forces
for top-hat distributions are shown in red. The Gaussian shape functions result in
negligible force anisotropy, which is essential for the application of the force decompo-
sition scheme. In contrast to that, the top-hat distributions show strongly anisotropic
forces, which proves that they are not suited for the MicPIC scheme.

2.2.3. Local Correction

Due to the short-range nature of the microscopic correction fmic
i , the corresponding

binary forces need to be evaluated only for a small subsets of the total particle ensemble.
In MicPIC this local correction is done in a similar way as in a molecular dynamics code
with short-range binary interactions. The binary correction forces given by equation
(2.17) are evaluated for each plasma particle within a sphere with finite cut-off radius
rcut around its particle center ri.

Local correction and cut-off radius

The cutoff radius rcut is one of the key parameters in MicPIC as it determines both, the
accuracy as well as the numerical workload of the microscopic correction. In order to
pick a reasonable value for rcut, the corresponding force error introduced by the finite
cutoff radius has to be estimated. Figure 2.4 shows the force composition (total, PIC
and microscopic) for the idealized example of two point-like plasma particles (w0 → 0)
at rest as a function of their separation in units of the pic particle size wpic.
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Figure 2.4.: MicPIC force decomposition for two interacting point charges vs. inter-particle distance.
(a) Black curve: total force f(r) normalized to the force at f(r = wpic); red line: Mic force fmic;
gray area: PIC force contribution fPIC; red and blue shaded areas: microscopic force contribution for
radii below and above a cutoff radius rcut = 3wpic, respectively. (b) Forces in (a) are normalized to
f(r), hence the total force becomes f(r) = f(r) = 1 (black curve); red curve: fmic(r) = f(r). As fmic

is neglected for r > rcut, the red and blue shaded areas denote the parts of the relative microscopic
force correction that are included and neglected, respectively. The grey area gives the relative PIC
contribution. Published in [62].

26



2.2. Numerical aspects of MicPIC

The black and red curves in figure 2.4a correspond to the total and microscopic
forces according to equation (2.19), normalized to the force at f(r = wpic). The gray
area denotes the contribution from the PIC term, which has only an electrostatic
component as the particles are at rest. The red and blue areas show the contributions
from the microscopic force for distances below and above rcut = 3wpic. The fact that
Mic and PIC forces dominate for either r < wpic or r > wpic nicely illustrates the main
idea behind the MicPIC force decomposition.
For easier evaluation of the respective contributions of Mic and PIC forces, they

are normalized to the total force f(r) in the right panel of figure 2.4. Considering a
cutoff radius of rcut = 3wpic, the red and blue areas show the part of the microscopic
correction that is taken into account or neglected. The relative error drops rapidly with
increasing rcut, e.g. more than one order of magnitude when increasing it from 3wpic to
4wpic. However, this would also lead to approximately twice the numerical workload
due to the higher number of particles in the correction sphere. The experience of
operating MicPIC for the last years has shown that a cutoff radius of rcut = 3wpic is
sufficient for most calculations.

Cell-indexing

Theoretically, the numerical workload connected with the local correction scales lin-
early with the total number of plasma particles N , as the binary forces for every
particle i have to be evaluated only for a subset of all other particles, namely the
ones within its correction sphere (on average M particles). However, to identify these
particles, their distance to each other particle has to be determined, which would, if
directly evaluated for all N particles, result in a N2 operation. To sustain the linear
scaling, MicPIC makes use of the cell indexing scheme introduced by Allen et al. [63]
in 1989. The key idea behind this scheme is to assign all particles to an auxiliary grid
that allows to backtrack the number and indices of all particles in a specific cell. This
way, only particles in the neighboring cells have to be touched. A sketch of the cell
indexing procedure is given in figure 2.5.
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Figure 2.5.: Sketch of the cell indexing procedure. All particles are assigned to cells in the main
computational grid with the help of auxiliary grids. A detailed description of the complete procedure
can be found in the text. The right part shows how the indices of particles located in a specific cell
can be retrieved with this method.

In a first step, an auxiliary grid PC (particle count) is created, where the total
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number of particles in each cell is stored. This action requires a single loop through all
particle positions. Next, a second auxiliary grid CA (cell address) is created, where
each cell contains the number of particles in all previous cells6. Finally, a particle index
list (PIL) is created, where every particle index (i.e. its position in the main particle
list indicated by the numbers in red circles) is stored in the order of their position in
the main grid. This requires a second loop through the particle list.
How the indices of all particles contained in a specific cell can be retrieved from

these auxiliary grids is shown for an example in the right part of figure 2.5. First, one
has to find the corresponding cell address in the auxiliary particle list (PIL) from the
cell address grid CA. Next, the number of particles contained in this cell Nc is given
by the corresponding entry in the particle count grid (PC). The wanted Nc particle
indices can then be found in the auxiliary particle list PIL, starting with the position
given by CA.

2.2.4. Particle propagation

In the final step of the MicPIC propagation scheme, the particles positions and veloci-
ties need to be advanced in time according to the electromagnetic fields acting on them.
To propagate the particle positions, a simple finite difference expression according to

rn = rn−1 + ṙn−
1
2∆t. (2.72)

can be applied. Advancing the particle velocities on the basis of the Lorentz force is
more complicated as it involves a rotation. A very efficient and accurate method to
achieve this has been introduced by J.P. Boris in 1970 [64] and is now briefly discussed.

Boris-Scheme

The basis of the Boris scheme is a centered finite differences expression of the Lorentz
force, which is given by

ṙn+
1
2 − ṙn−

1
2

∆t
=

q

m
(En +

ṙn+
1
2 + ṙn−

1
2

2
×Bn). (2.73)

From this expression, the main challenge in the particle propagation with electric
and magnetic fields becomes already evident. Equation (2.73) only gives an implicit

expression for the new particle velocity ṙn+
1
2 . Solving these implicit equations is not

impossible but rather complicated and involves a significant amount of calculation [65],
which is not convenient if millions of particles have to be propagated in each time
step. However, J. P. Boris found an elegant way to derive explicit expressions for the
velocities by separating the electric and magnetic forces. Substituting

ṙn−
1
2 = v− − αEn (2.74)

ṙn+
1
2 = v+ + αEn (2.75)

6This corresponds to the accumulative sum of PC.
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into equation (2.73) yields an expression where En cancels out

v+ − v− = α (v+ + v−)×Bn (2.76)

with α = q
m

∆t
2
. Further, substituting t = αBn leaves a compact expression that

describes a rotation
v+ = v− + (v+ + v−)× tn. (2.77)

Together, equations (2.74), (2.75) and (2.77) describe a three step process: First, half
of the electric impulse is added to the old velocity, then the intermediate velocity is
rotated and finally the second half of the electric impulse is added.
Yet, the expression for the rotation is still implicit. To retrieve an explicit expression,

an additional vector v
′

is introduced that corresponds to only a partial rotation from
that given in equation (2.77)

v
′

= v− + v− × t. (2.78)

Evaluation of the cross product with t yields the following two expressions

(

v
′ × t

)

= (v− × t)− |t|2 v− + (v− · t) · t (2.79)

= (v+ × t) + |t|2 v+ − (v+ · t) · t (2.80)

Finally, subtracting these equations yields the desired explicit expression for the full
rotation, which is then given by

v+ = v− +
(

v
′ × s

)

with s =
2t

1 + t2
. (2.81)

The complete explicit propagation scheme for the particle velocities is now given by
the following set of equations:

v− = ṙn−
1
2 + αEn (2.82)

v+ = v− + [(v− + (v− × t))× s] (2.83)

ṙn+
1
2 = v+ + αEn (2.84)

2.2.5. Implementation of ionization

The numerical details discussed so far complete the main part of MicPIC that is
necessary to model the classical laser driven dynamics of a plasma. In order to enable
MicPIC to also describe the plasma formation process, atomic ionization mechanisms
have to be implemented. This section briefly reviews the corresponding atomic models
and shows how they can be modified to be applicable to many particle systems.

Tunnel ionization

When exposed to strong electric fields, bound electrons have a nonzero probability to
tunnel through the generated potential barrier. The corresponding tunnel rate for an
atom can be calculated quantum-mechanically. In 1986 M.V. Ammosov, N.B. Delone
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und V.P. Krainov published analytic expressions for atomic tunnel rates in varying
electromagnetic fields, the so called ADK rates [66]. In atomic units the rates read

W au
ADK = Iaup C2

n∗l∗Alm

(
2κ3

Eau

)2n∗−|m|−1

exp(− 2κ3

3Eau
) (2.85)

with

Alm =
(2l + 1)(l + |m|)!
2|m|(|m|)!(l − |m|)! , κ =

√

2IauP (2.86)

and

C2
n∗l∗ =

22n
∗

n∗Γ(n∗ + l∗ + 1)Γ(n∗ − l∗)
, n∗ = Z/κ , l∗ = n∗ − 1 , (2.87)

where IauP is the ionization potential1 and Eau is the electric field strength, Z the
resulting charge state of the ion and m and l the magnetic and angular momentum
quantum number, respectively. The auxiliary parameters l∗ and m∗ are referred to as
effective quantum numbers. The resulting tunneling rates exhibit an extreme nonlinear
intensity dependence, e.g. rising by almost 10 orders of magnitude when increasing
the laser intensity from I = 1 × 1013 W/cm2 to I = 1 × 1014 W/cm2 in the case of
initially neutral Xenon atoms.
In MicPIC, to take many particle effects into account, these rates are evaluated for

the total electric fields on the PIC level, i.e. the sum of the laser field and the fields
created by all other charged particles. The microscopic fields associated with the local
correction are neglected to avoid double counting of electrons with trajectories close
to atoms or ions, which is already accounted for in the electron-impact-ionization.

Electron-Impact-Ionization

In MicPIC the treatment of electron-impact ionization, i.e. the liberation of secondary
electrons as a result of inelastic electron-atom/ion collisions, is restricted to sequential
ionization

Xj+ + e → X(j+1)+ + 2 e (2.88)

while non-sequential ionization or ionization via excited intermediate states is so far
neglected. In contrast to the typical treatment of impact ionization in PIC codes,
these inelastic collisions are not evaluated via rates and Monte Carlo schemes. In
MicPIC, the microscopic character of this ionization mechanism is effectively preserved,
i.e. every electron-ion collision is checked for ionization using impact ionization cross
sections.
Since there are no appropriate microscopic theories for the calculation of impact

ionization cross sections available, the well known parameterized empiric formula in-
troduced by Wolfgang Lotz [68] is utilized

σj(E) =
∑

i

aiqi
ln(E/Pi)

EPi

{1− bi exp [−ci(E/Pi − 1)]} , E ≥ Pi, (2.89)

1IauP - The corresponding values used in MicPIC have been calculated with the relativistic Dirac-LDA
code from [67]
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where E is the kinetic energy of the impinging electron, Pi the ionization potential of
the i-th electronic shell, qi the number of electrons in the i-th shell and ai, bi and ci
are empiric parameters. With these parameters the calculated cross sections can be
fitted to experimental data over a wide range of elements, charge states and projectile
energies [69–73].
Here, many particle effects are accounted for in terms of effective ionization po-

tentials. For an atomic ion within a plasma environment, neighboring ions and elec-
tronic screening by quasifree plasma electrons lead to an effective ionization threshold
E∗

nl = Enl − ∆env. The pure atomic value Enl is lowered by an environmental shift
∆env. While Enl corresponds to the energy that is needed to completely remove an
electron with principal and angular quantum numbers n and l from the atom, E∗

nl

specifies the corresponding minimal energy that is required to lift the electron into the
quasi-continuum within the plasma environment. The shift ∆env is evaluated directly
from the plasma fields in the simulation, following the scheme in [24].
However, using effective ionization potentials P ∗

i = Pi −∆env leads to a continuous
spectrum of ionization potentials, which makes an adaptation of the parameters ai, bi
and ci to specific charge states impractical. Therefore a simplified version of equation
(2.89) is used

σj(E) =
∑

i

aqi
ln(E/P ∗

i )

EP ∗
i

, E ≥ P ∗
i , (2.90)

with the fixed parameter a = 450 × 10−16 cm2(eV)2, which satisfactorily reproduces
experimental data [74].

Photoionization

Realizing a self-consistent treatment of the single photon ionization process in the
PIC-framework is a non-trivial task, as the energy of the absorbed photon has to be
removed from the incident laser field. At the moment of writing this thesis there exists
no standard method to accomplish this goal. An approach that permits a consistent
description of photoionization based on a dissipative harmonic oscillator model for
bound electrons is discussed in Chapter 5 in detail.

2.2.6. MicPIC parameters and scaling

In the discussion of the numerical implementation of the MicPIC approach above, a
number of simulation parameters has been introduced. A list of the main simulation
parameters and their meaning is given in table 2.1 as a reminder. This section discusses
how to choose the values of these parameters in an optimal way under existing physical
and technical constraints. Additionally, also their influence on the performance of the
code is discussed in terms of a general scaling analysis.
First, the cell width on the PIC level ∆x determines the resolution of wave propaga-

tion phenomena on the numerical grid. It has to be chosen small enough to resolve all
relevant scales of the radiated fields, i.e. the skin-depth and the wavelength of the laser
as well as possibly generated higher harmonics. Typically, a grid spacing of ∆x ≤ λ/20
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parameter description

∆x cell width on FDTD grid
∆t time step
wpic particle width on PIC-level
rcut cutoff radius for local correction
w0 actual particle width

Table 2.1.: List of the main simulation parameters.

is sufficient for that task, which leads to values of a few to a few ten nanometers in the
optical excitation regime. To ensure convergence of the corresponding FDTD solution,
the time step has to fulfill the Courant stability criterion, which imposes an upper
limit onto the time step according to ∆t ≤ ∆x/(

√
3c) [60], with c being the vacuum

speed of light.

Further, the particle width on the PIC level has to fulfill wpic ≈ 1.1∆x for optimal
charge conservation properties (see section 2.2.2). Next, to ensure an accurate evalu-
ation of the microscopic correction (Sec. 2.2.3) the cutoff radius rcut has to be in the
range of rcut ≈ 3wpic. Finally, the actual particle width has to be chosen such, that
classical electron recombination below quantum-mechanical energy levels is precluded,
i.e. the classical binding energy resulting from equation (2.16) has to be smaller or
equal to the quantum mechanical energy levels used for ionization.

In summary, choosing a grid resolution compatible with the upper limit given by the
relevant scales of the radiated fields, determines every other major parameter, except
for the actual particle width. As smaller values of ∆x leave the physics unchanged, this
freedom can be utilized to balance the numerical work load between the microscopic
and PIC parts of the code.

To evaluate how this influences the performance of the code, a scaling analysis is
performed under the assumption that the excitation of a system with the total particle
number N by an external laser of wavelength λ has to be modeled in a simulation
volume V . The workload associated with the microscopic correction is then determined
by the total number of particles N times the number of particles within the correction
sphere M = (4π/3) r3cutN/V (see figure 2.6). As a result, advancing the microscopic
part one time step scales as Omic

step = αN(N/V )r3cut. Advancing the PIC part one time
step requires the calculation of the currents and forces for all particles, which scales
with the particle number N , and the update of the electromagnetic fields, which scales
with the number of grid points, V/(∆x)3. Together this results in a scaling of the PIC
part given by Opic

step = βN+γV/(∆x)3. Putting both together yields the total workload
scaling for one time step

OMicPIC
step = αN(N/V )r3cut + βN + γV/(∆x)3 (2.91)

where the parameters α, β and γ are prefactors corresponding to the microscopic
correction, current/force calculation, and the field update respectively. Exploiting the
fact that ∆x ≃ wpic ∝ rcut and assuming a constant particle density (N/V = const.)
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allows to rewrite expression (2.91) in terms of the cutoff radius

OMicPIC
step = α′Nr3cut + β ′N + γ′N/r3cut (2.92)

where the parameters α′, β ′ and γ′ are modified prefactors. Eventually, MicPIC will
be used to model the plasma dynamics for certain time intervals, i.e. the quantity
of interest is the workload per unit time. The corresponding translation of the above
result can be done by dividing it by ∆t ∝ rcut and yields

OMicPIC(N, rcut) = N(α′r2cut
︸ ︷︷ ︸

Mic

+ β ′/rcut + γ′/r4cut
︸ ︷︷ ︸

PIC

). (2.93)

This shows that MicPIC scales linearly with the total particle number N as desired.
The workload distribution 6between Mic and PIC part can be balanced by choosing
the cutoff radius (or equivalently the grid spacing ∆x) within its physical constraints.
For very small/large values of rcut dominant load is produced on the PIC or Mic parts.
In the limiting case where rcut approaches the box length V 1/3 all particles need to be
corrected, the time step is no longer bound to the grid spacing and equation (2.93)
yields the well known O(N) = N2 scaling associated with molecular dynamics codes.

Figure 2.6: Illustration of the local correc-
tion scheme. Only interactions for parti-
cles within a finite cutoff radius have to be
correctd.

correction sphere
(cutoff radius r )cut

UPML - uniaxial perfectly
matched layer

2.2.7. MicPIC system energy calculation

An important observable for the evaluation of MicPIC calculations is the energy ab-
sorption by the system contained in the numerical box. It is given by the total energy
difference before and after laser excitation. The total box energy reads

Etot =
∑

i

mi

2
ṙ2i

︸ ︷︷ ︸

kinetic

+
1

2

∫ [

ε0(E
pic)2 +

1

µ0
(Bpic)2

]

d3r

︸ ︷︷ ︸

EM−energy on PIC grid

+
∑

i<j

V mic
ij (rij)

︸ ︷︷ ︸

micr. correction

− 1

2

∑

i

Vii(0, wpic)

︸ ︷︷ ︸

self energy on PIC grid

, (2.94)

where the individual terms describe the kinetic energy, the electromagnetic energy on
the PIC-level, the energy resulting from the microscopic correction, and the energy
renormalization to remove the spurious self energy of the particles on the PIC grid (as
indicated).
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From a theoretical point of view, MicPIC provides a self-consistent description of clas-
sical laser-plasma interactions with microscopic resolution and explicit electromagnetic
field evolution. This opens up new capabilities like the numerical treatment of strongly
coupled plasmas in a size regime where electromagnetic field propagation strongly af-
fects its dynamics. However, before MicPIC’s full potential can be utilized to enter
so far numerically inaccessible terrain, it is necessary to validate the approach and its
implementation. Ideally, such benchmarking should be done by comparison with well
established models. As the MicPIC approach itself is new and our implementation is
(to the best of my knowledge) the only currently existing one, there is no convenient
single reference model available that can cover the whole range of applicability. As a
result, MicPIC has to be validated in steps via appropriately chosen reference scenarios
that are accessible with established models.

First, MicPIC’s capability to describe strongly-coupled plasma dynamics including
ionization is demonstrated in section 3.1 for small Argon clusters (R = 5nm). In
this size regime, the classical plasma dynamics is perfectly described by molecular
dynamics simulations, which allows for direct comparison of MicPIC and MD results.
The observed agreement validates the correct treatment of atomic scale collisions in
MicPIC.

Second, the description of field propagation in MicPIC is tested in section 3.2. For
this purpose, the absorption and scattering efficiencies of pre-ionized metal-like clus-
ters, excited at the plasmon resonance, have been studied systematically as function
of cluster radius. The employed low intensity of the excitation pulse ensures a lin-
ear response of the system, justifying the comparison with linear continuum models
like Mie-theory, where the material properties are described in terms of a parametric
dielectric function. The comparison of the radius-dependent absorption and scatter-
ing predicted by microscopic and continuum models validates MicPIC and reveals the
breakdown of the electrostatic description for system sizes of R & 20 nm at 800 nm
excitation wavelength.

Finally, the comparison of microscopic and macroscopic models in section 3.2 yields
a set of material parameters that quantifies the effect of microscopic processes in con-
tinuum models. These parameters are usually hard to come by for nanosystems and
are thus a major result in itself. In Sec. 3.3, these parameters are used to study the
relative importance of surface and bulk effects as function of cluster size.

Note that the results presented in this section have been already published in [62] and
[75], where the method has been officially introduced. The discussion given here follows
closely the original publications, with a more detailed discussion when appropriate.
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3.1. Nanoplasma formation in small rare-gas clusters

The purpose of the first benchmark calculations is the demonstration of MicPIC’s
capability to describe the full classical plasma dynamics including plasma formation
via ionization. Therefore, the interaction of an initially neutral rare-gas cluster with
an intense near-infrared (NIR) laser field is studied. A spherical Argon cluster with
5 nm radius, consisting of N=11100 atoms, with fcc-structure and atomic Wigner-Seitz
radius rs = 2.21 Å is considered as the model system. For cluster excitation a 25 fs
laser pulse with a peak intensity of 1× 1015Wcm−2 at a wavelength of λ = 800 nm is
applied. Liberation of bound electrons is considered in terms of tunnel- and electron
impact ionization, as these are the dominant ionization channels for the given laser
parameters. According to equation (2.16) the numerical binding energy of electrons
scales linearly with the charge state of the ion. To prevent classical recombination
of liberated electrons below the quantum mechanical energy levels for all ion charge
states, the width parameter w0 of the Gaussian MicPIC particles is chosen to be
w0 = 0.81 Å, which corresponds to a binding energy of EB = 14.2 eV for singly charged
ions. Since propagation effects are negligible for this cluster size, the MicPIC results
can be directly compared to MD calculations1. Figure 3.1 shows the time evolution
of selected observables as predicted by MicPIC and MD. The demonstrated excellent
agreement validates the microscopic part of MicPIC and the implementation of the
ionization dynamics.
When concentrating on the physics of this benchmark scenario, the following con-

clusions can be drawn. First, the plasma formation starts with tunnel ionization in the
leading edge of the laser pulse (see Fig. 3.1.c). The observed distinct threshold behav-
ior reflects the high non-linearity of the tunnel ionization rate as function of intensity
(see Section 2.2.5). The ignition due to tunnel ionization, however, produces only a
few electrons. The heating of these electrons in the laser field subsequently drives an
impact ionization avalanche, which rapidly produces a highly overdense nanoplasma
(about 60 times overcritical2, see Fig.3.1.b,c). Eventually, electron impact ionization is
by far the dominating ionization channel (about 90% of the ionization events). Because
of the overcritical nature of the plasma, the external laser field is efficiently screened
by the cluster electrons. Heating due to inverse Bremsstrahlung is therefore expected
to proceed mainly at the cluster surface. During the pulse, the nanoplasma electrons
are heated moderately, leading to an electron temperature of about 20 eV at the end
of the pulse.
The high electron density combined with the moderate temperature results in a

strongly coupled nanoplasma. The evolution of the coupling is indicated in figure
3.1.d in terms of the Debye number

ND =
4π

3
neλ

3
d (3.1)

1In the MD code utilized here [24], plasma particles are represented by the same Gaussian charge
distributions as in MicPIC. In contrast to MicPIC the electrostatic fields obtained from these
distributions are used throughout the total simulation volume.

2The critical density is given by ncrit = meε0ωlas
2/e2 and determines the density where the corre-

sponding plasma frequency is equal to the frequency of the exciting laser.
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Figure 3.1.: Time evolution of ArN (N = 11100) under a 25 fs laser pulse (800 nm) at intensity of
1015Wcm−2 including ionization and starting from the neutral cluster ground state as calculated
with MicPIC (solid) and MD (dashed); (a) kinetic and absorbed energies, (b) cluster radius extracted
from the ionic rms radius and charge density in units of the critical density, (c) inner ionization with
contributions from tunnel and impact ionization and (d) Debye number. Note that MicPIC and MD
results show excellent agreement with deviations of the order of the linewidth. In panel (a), Etot,
Ekin,tot, Ekin,ion and Ekin,el denote the total absorption of the cluster, the total kinetic energy, the
ion kinetic energy and the electron kinetic energy, respectively. Published in [75].

where ne and λd are the electron density and the Debye screening length. The Debye
number quantifies the average number of electrons within the Debye sphere and indi-
cates strong coupling for ND . 1 3. The calculated evolution shows that a strongly
coupled plasma is formed shortly after the initial ionization and persists for the rest
of the dynamical evolution. This means that for a correct description of the observed
plasma dynamics, a fully correlated treatment of the microscopic collisions is required.

Focusing on the ion dynamics, the following observations can be made. Cluster ex-
pansion begins near the pulse peak and is mainly driven by hydrodynamic expansion,
i.e. the energy conversion of electron thermal energy into ion kinetic energy via adi-
abatic expansion cooling, cf. figures 3.1.a,b. However, the fact that the total kinetic
energy (electrons and ions) is increasing even after energy absorption has essentially
stopped shows that also Coulomb repulsion due to outer cluster ionization (Coulomb
explosion) and charge spill-out at the surface contributes to the expansion. The cluster

3The concept of Debye screening as a linear screening theory breaks down for strong coupling and
is used here for the identification of the coupling regime only.
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expansion efficiently lowers the nanoplasma density, which is about 20 times overcrit-
ical at the end of the simulation.
The excellent overall agreement of the MicPIC calculations with MD results demon-

strates that MicPIC correctly accounts for microscopic processes, e.g. ionization and
collisions, and is capable to efficiently model strongly coupled nanoplasmas.

3.2. Linear-response dynamics for small and large

clusters

In order to proof that MicPIC accounts correctly for field propagation effects, like
radiation damping and field attenuation, the size of the considered model systems
needs to be increased to a regime where these processes begin to play a role. To
validate the corresponding MicPIC results in the regime of large clusters, they are
compared to Mie-theory, as it fully accounts for field propagation effects in linear
response. For small systems, where field propagation effects are negligible, the results
can be compared to the respective electrostatic limits of MicPIC and Mie theory, i.e.
MD and nanoplasma theory. To enable a meaningful comparison of the MicPIC results
with continuum theory, the calculations are interpreted and compared in terms of the
corresponding size dependent absorption and scattering cross sections.
As model systems homogeneous spherical droplets with one conduction electron

per ion are considered. The electrons are initialized with an electron temperature of
Te = 5 eV. Further ionization of bound atomic electrons is disregarded. The ions
are positioned in a face-centered cubic (fcc) lattice structure with an ionic Wigner-
Seitz radius of rs = 3.6 Å. The resulting cluster has an electron density of ne =
5.1 × 1021 cm−3, with a corresponding skin depth of 73.5 nm4. For laser excitation a
7 fs laser pulse with a near-infrared laser wavelength of 800 nm has been chosen that
drives the Mie plasmon resonantly. To restrict the excitation to the linear response
regime, a moderate laser intensity of 6× 1011W/cm2 is applied.

For clarity, the interpretation of the analysis is divided into two parts. In the first
part, the calculated time evolution of the dynamics is discussed and compared to MD
results for a small and a large cluster system. In the second part, a systematic analysis
of the size dependent absorption and scattering efficiencies is provided.

3.2.1. Cluster dynamics in the linear response regime

The time evolution of selected observables, as predicted by MD and MicPIC simula-
tions, is displayed in figure 3.2 for a small (R = 10 nm) and a larger (R = 30 nm)
cluster. Both the small and large cluster results show the excitation of pronounced
dipole oscillations of the cluster electrons. The resonant nature of the excitation is ev-
ident from the fact that the dipole amplitude increases even after the pulse peak. The

4The plasma skin depth determines the depth to which electromagnetic radiation can penetrate into
the plasma. It is given by c/ωpe, where c is the vacuum speed of light and ωpe the electron plasma
frequency.
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eventual decay of the oscillations reflects the damping of the collective electron motion
via electron-ion and electron-surface collisions as well as radiation damping. While col-
lisional damping converts energy from the collective motion into thermal nanoplasma
energy, part of the collective excitation energy is removed from the system via the
re-emission of light. Signatures of both effects can be found in figure 3.2.

Figure 3.2.: Time evolution of dipole moments (a, b) and energies (c, d) for resonant excita-
tion of 10 nm (left column) and 30 nm (right column) clusters in the linear response regime
(I = 6 × 1011 Wcm−2) as calculated with MicPIC (solid lines) and MD (dashed lines). In the
bottom panels, Ekin, Epot and Etot denote the total kinetic energy, the potential energy and the total
energy of the cluster, respectively. Ekin,col shows the kinetic energy of the center of mass motion of
the electron cloud. For better comparability all data are normalized to the number of electrons N .
The given plasmon energies and lifetimes are the results from fitting a damped harmonic oscillator
to the decaying dipole moments (fit regions as indicated). Published in [75].

The conversion of collective excitation energy into heat can be extracted directly
from the decay of the periodic reciprocal transformation of potential and kinetic ener-
gies. The blue curves in figures 3.2c and d show the kinetic energy associated with the
collective center-of-mass motion of the electron cloud which is periodically converted
into potential energy and vice versa. As thermalization by collisions takes place, this
process decays and the energy stored in the collective motion is converted to heat. Once
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thermalization is completed, the collective directed motion dies out and the thermal
electron kinetic energy (total kinetic energy reduced by the collective contributions,
Ekin −Ekin,col) matches the total kinetic energy, cf. figures 3.2c and 3.2d.
The increasing importance of radiation effects with increasing system size is revealed

by the comparison of the R = 10 nm and 30 nm calculations. While the dipole signals
and energies calculated by MD and MicPIC are in almost perfect agreement for the
10 nm system, they substantially differ for the larger 30 nm cluster. The total cluster
energy after the laser pulse is higher for MD, which can be attributed to the fact
that MD neglects field attenuation due to the skin effect. As the cluster diameter is
comparable to the skin depth this is already important. The most obvious difference in
the dipole amplitude is the faster decay of the signal. To better quantify the differences,
the dipole signal has been fitted to a damped harmonic oscillator after the laser pulse

D = D0 cos(ωt+ φ) e−t/τ , (3.2)

to extract the oscillation frequency ω and the decay time τ (for completeness: D0 is
the dipole amplitude and φ an additional phase shift). The MicPIC simulations show
a 15% smaller decay time and also a slightly lower oscillation frequency. While the
smaller decay time is attributed to additional energy loss from the cluster by radiation,
the lower oscillation frequency is a field retardation effect known as the polaritonic
plasmon red shift [76].
The excellent agreement of MD and MicPIC for the smaller 10 nm cluster strongly

supports the conclusion from section 3.1 that microscopic effects are correctly ac-
counted for. Further, the difference in the total final energies for the larger 30 nm
system, which are of the order of the total absorption, impressively demonstrates the
large error introduced by a pure electrostatic treatment of large clusters.

3.2.2. Radius-dependent absorption and scattering: comparison

with continuum models

In the next step, the onset and relevance of field propagation effects in the laser-
cluster interaction are studied systematically as function of the system size in terms
of light absorption and scattering. To compare the MicPIC results to predictions from
continuum theory, it is convenient to represent the nanoplasma as a homogeneous
metallic sphere of radius R. The dielectric response of such a nanoplasma is essentially
determined by the conduction electrons and can therefore be described by a Drude-like
relative dielectric function ε(R, ω). Here it is defined by

ε(R, ω) = 1 + χ0 −
ωp

2

ω2 + iων(R)
, (3.3)

with χ0 a real-valued background susceptibility, ν the collision frequency and ωpl =√

e2ne/meε0 the plasma frequency.5 To include both, electron-ion and electron-surface
collisions in the cluster response, a cluster radius dependent collision frequency ν(R) =

5The frequency of the Mie plasmon of a small, perfectly metallic sphere is ωMie = ωpl/
√
3.
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3.2. Linear-response dynamics for small and large clusters

ν0+ν1/R is used, with ν0 the regular bulk collision frequency and an additional surface
collision term ν1/R [76]. In this representation, ν1 corresponds to an effective electron
velocity, determining the collision rate of electrons with the cluster surface. All relevant
microscopic effects are encoded in this dielectric function by the collision frequency
and susceptibility. Knowledge of these parameters is key to a meaningful description
of laser absorption and scattering in clusters with macroscopic continuum theories like
Mie theory.

The term Mie theory is typically used to describe the exact solution of Maxwell’s
equations for the scattering of plane waves by homogeneous spherical objects, as pub-
lished first by Gustav Mie in 1908 [77]. This solution is based on a series expansion of
the internal electromagnetic fields in terms of spherical vector wave harmonics. The
expansion coefficients can be deduced by exploiting the boundary conditions at the
particle surface. A detailed description of the method can be found in standard liter-
ature [78, 79]. However, the important fact for this work is that Mie theory provides
an exact solution6 for the frequency and radius dependent absorption

σmie
abs (ε(ω), R) =

2πc2

ω2

∞∑

n=1

(2n+ 1)(ℜ{an + bn} − |an|2 − |bn|2) (3.4)

and scattering

σmie
sca (ε(ω), R) =

2πc2

ω2

∞∑

n=1

(2n+ 1)(|an|2 + |bn|2) (3.5)

cross sections, where an(ε(ω), R) and bn(ε(ω), R) are the Mie coefficients. In the small-
sphere limit, the Mie solution reduces to the quasi-electrostatic Rayleigh solution,
where propagation effects are neglected (for details see [79]). The corresponding ab-
sorption cross section becomes

σstat
abs (ε(ω), R) =

4πR3

c
ℑ
[
ε− 1

ε− 2

]

. (3.6)

This result is equivalent to the heating rate used in the well-known nanoplasma model
introduced by Ditmire et al. [80]; therefore the small-sphere electrostatic limit is called
nanoplasma theory from here on. The small-sphere expression for the scattering cross
section is given by

σstat
sca (ε(ω), R) =

8πR6ω4

3c4

∣
∣
∣
∣

ε− 1

ε− 2

∣
∣
∣
∣

2

. (3.7)

Note, that both small-sphere cross sections exhibit a pole for ε → −2. These poles
can be connected to the Mie plasmon resonance, i.e. the resonant collective dipole
oscillation of the conduction electrons in a sphere.
Finally, to compare results from the Mie and nanoplasma models with numerical data

from MicPIC and MD calculations for excitation scenarios with short laser pulses, the

6The validity of Mie theory is confined to the linear response regime and requires a local dielectric
function (no k-dependencies).
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cross-sections need to be averaged over the spectrum of the laser pulse7. The effective
cross-sections then follow from

σ̃(R) =

∫

I(ω)σ(ε(R, ω), R)dω, (3.8)

with the normalized intensity spectrum I(ω) of the laser pulse. Normalizing the cross
sections to the geometrical cross sections of the sphere yields the single frequency

Q
Mie/NP
abs/scat (R) =

σ
Mie/NP
abs/scat (R)

πR2
(3.9)

and spectrally averaged efficiency factors

Q̃
Mie/NP
abs/scat (R) =

σ̃
Mie/NP
abs/scat (R)

πR2
(3.10)

for absorption and scattering.
To obtain corresponding efficiencies from numerical MicPIC and MD calculations,

the absorbed and scattered energies have to be determined. The total absorbed energy
Eabs is given by the difference in the total energy before and after the laser excitation.
The total scattered radiation energy is measured using the Larmor formula (see [78,81])

Escat =
1

6πε0c3

∫ ∞

−∞

∣
∣∂2

t p(t)
∣
∣2 dt, (3.11)

where p(t) denotes the dipole moment of the cluster. The efficiencies then follow from
normalization to the laser energy propagating through the geometric particle cross
section

Q̃
MD/MicPIC
abs/scat (R) =

Eabs/scat(R)

πR2
∫
I(t)dt

. (3.12)

Absorption and scattering efficiencies obtained from MicPIC and MD calculations
are shown as symbols in Figure 3.3. The agreement for small cluster radii, where
propagation effects are negligible and MD describes the classical cluster dynamics
exactly, reflects that MicPIC correctly accounts for collisions. For larger clusters MD
and MicPIC results start to deviate significantly. The smaller MicPIC absorption
indicates the growing influence of field propagation effects like radiation damping. In
this size regime, MD is no longer applicable and MicPIC data have to be validated by
comparison to Mie theory. In order to make this comparison possible, the parameters
in the dielectric function (eq. 3.3) have to be determined from the MicPIC and MD
results.
Under the assumption that the excitation takes place in the linear response regime,

MicPIC results can be compared to Mie theory for any cluster size. MD analysis and
nanoplasma model on the other hand do not account for propagation effects and are

7Gaussian laser pulses with carrier frequency ω0, duration τ , field envelope exp (−t2/τ2) and corre-
sponding normalized intensity spectrum I(ω) = τ exp(−[ω − ω0]τ

2/2)/
√
2π are considered.
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Figure 3.3.: Absorption (Qabs) and scattering (Qsca) efficiencies of metallic clusters excited at reso-
nance (800 nm) by 7 fs laser pulses with a peak intensity of 6× 1011Wcm−2. The efficiency is defined
as the absorbed and scattered energies normalized by the pulse fluence and geometrical cluster cross-
section. Published in [75].

only applicable to the small cluster limit. However, since they use the same approxima-
tions, they describe the same physical scenario and must fit to each other even outside
their region of applicability. Matching the nanoplasma model to the MD results yields
the coefficients for the real-valued background susceptibility χ0 = 0.15, the bulk col-
lision frequency ν0 = 0.102 fs−1 and the effective electron velocity ν1 = 2.4 nm fs−1

as a measure of the surface collision contribution to the optical response. As the
nanoplasma model is derived as a limiting case of Mie theory, the dielectric function
for both continuum approaches has to be same. Using the same parameters in the
Mie model yields excellent agreement with MicPIC for the entire size range, compare
solid lines and squares in figure 3.3. The agreement of both microscopic simulations
(MD and MicPIC) with the respective continuum model (based on the same dielectric
function) clearly demonstrates the validity and consistency of the MicPIC approach
up to large cluster radii, where field propagation plays an important role.

The physics described in figure 3.3 reveals the following picture. In the size regime
R & 20 nm, the increasing influence of field attenuation and radiation damping leads
to substantially reduced MicPIC absorption when compared to the MD results. Even-
tually, these effects start to dominate the interaction and the MicPIC absorption
efficiency decreases for even larger clusters. As a result, Q̃abs shows a pronounced
maximum at R ≈ 37.5 nm that indicates the existence of an optimal cluster size for
resonance-enhanced absorption. Note that, though the absorption efficiency stays fi-
nite in the MicPIC calculation it still reaches values beyond unity for R ≥ 8 nm, which
implies absorption cross sections higher than the geometric cross section of the sphere.
In analogy to the extinction paradox [82] this phenomenon is referred to as the ab-
sorption paradox. Similar to an antenna, the absorption cross section is not limited to
the geometric cross section.
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3. Validating MicPIC

3.3. Competition of bulk and surface collisional effects

with radiation damping in resonant clusters

So far, the main purpose of the radius dependent comparison was the validation of
MicPIC. Regarding the physics, the main result obtained by this comparison is the
set of material parameters in the dielectric function. These parameters quantify the
effect of microscopic processes in the continuum models. Without knowledge of their
magnitude, continuum models are confined to qualitative predictions. The determina-
tion of such optical material parameters by experimental measurements or theoretical
calculations has been proven to be difficult. Especially when two or more different
processes contribute to a single parameter, such as bulk and surface collisions in a
cluster or nanoparticle, it is very difficult to unravel the contributions of the various
processes. However, the parametric dielectric function used for the Mie theory cal-
culations, allows to selectively turn specific contributions on and off. In this section
this freedom is utilized to study the relative importance of surface and bulk effects as
a function of cluster size, by either taken into account or neglecting surface collisions
(ν1 = 0).

Figure 3.4 shows the radius-dependent spectral profiles of the absorption efficiencies
with (a) and without the surface collision term (b). To highlight the spectral region
of interest, the intensity spectrum of the laser pulse used for the calculation of the
spectrally averaged efficiencies is indicated. Inspection of the absorption efficiencies in
figures 3.4a and 3.4b reveals a pronounced polaritonic red shift of the peak efficiency
(solid line) with increasing particle size, irrespective of the surface damping term.
Further, both the peak value and width of the absorption efficiency profiles show a
clear sensitivity to surface effects up to a radius of about 80 nm. Neglecting surface
effects (ν1 = 0), the efficiency profiles increase more rapidly for small cluster sizes, are
narrower, and reach a substantially higher peak value around 40 nm when compared
to the prediction including the surface contribution, compare figures 3.4a and 3.4b.
These obvious deviations clearly show the strong influence of surface collisions even
for relatively large cluster sizes.

A closer analysis of the exact shape of the absorption profiles allows to determine
an experimentally relevant and accessible parameter, i.e. the Mie plasmon linewidth
∆E(R). To extract its size dependence for both versions of the dielectric function,
the absorption profiles in figure 3.4a and 3.4b are fitted with a Lorentzian curve. The
results are displayed in figure 3.4c in terms of the plasmon lifetime, which is directly
connected to the linewidth by the uncertainty relation τ(R) = ∆E(R)/~.

From the comparison of the results for both versions, the following conclusion can
be drawn. Neglecting the surface collisions leads to maximal plasmon lifetimes for
small particles that decrease monotonically with increasing cluster radius, due to the
increasing impact of radiation damping. On the other hand, a qualitatively different
behavior can be observed when surface collisions are taken into account. The plasmon
lifetime now shows a distinct maximum for cluster radii in the range of a few ten
nanometers. The additional decrease in lifetime for small particles directly reflects
the surface damping, which becomes increasingly important for small clusters as the
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resonant clusters

Figure 3.4.: Spectral profiles of absorption efficiencies from Mie theory with full (a) and bulk-only
(b) collision frequency as a function of the particle radius . White lines indicate the size-dependent
peak of the absorption efficiency. Panel (c) shows the corresponding size-dependent plasmon lifetimes
extracted from a Lorentzian fit of the absorption profiles. Published in [75].

surface to volume ratio increases. For larger particles the full result converges to the
bulk behavior as expected. Thus, the pronounced maximum lifetime found in the
full model is a result of the competition between the surface and bulk collisions with
radiation damping.
Maximal Mie plasmon lifetimes in this size range have also been observed experi-

mentally for spherical noble-metal nanoparticles [83–85]. The fact that both, measured
optimal particle size and peak lifetime are of the same order of magnitude as the the-
oretical results indicates that MicPIC has the potential to provide predictions on a
quantitative level. However, so far only classical surface effects have been taken into
account. It is therefore desirable to include quantum effects, at least in an effective
way. This, however, is beyond the scope of the current work.
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When clusters are subject to high intensity optical laser fields, they are quickly turned
into localized, highly ionized finite plasmas, that expand on a femtosecond to picosec-
ond time scale. Under appropriate conditions (see introduction) the generated electron
plasma can be collectively excited to oscillate against the ionic background, which is
also known as the Mie plasmon. This chapter concentrates on a feature that is directly
connected to the collective electron motion, namely the creation of electronic plasma
waves, i.e. propagating electron density fluctuations. In the following MicPIC results
are presented where these plasma waves are studied for large clusters in resonant and
non-resonant excitation scenarios.
The first section provides a detailed analysis of the generation and evolution of such

electronic plasma waves. In order to keep this initial analysis as simple and clean as
possible, the pre-ionized and pre-expanded nanoplasmas that were already utilized for
the resonant excitation studies (at 800 nm) in the last chapter, are applied as model
systems. They are well suited targets for this analysis as they (i) exhibit an initially
homogeneous density profile with no spatial dependencies apart from the spherical
geometry of the cluster, which significantly simplifies the analysis. (ii) The resonant
density ensures strong excitation of the Mie plasmon, which facilitates the generation
of plasma waves with high oscillation amplitudes. (iii) The absence of additional
atomic ionization as a possible damping mechanism further simplifies the analysis and
ensures maximum possible clarity and density contrast. The MicPIC simulations reveal
a pronounced plasma wave dynamics that shows a transition from regular to turbulent
wave behavior and results in strong density fluctuations and electric field hot spots on
the nanometer space and attosecond time scales.
In the second part of this chapter (Sec. 4.2) the intertwining of plasma wave gener-

ation/propagation and atomic ionization via electron impact and tunnel ionization is
investigated. To this end, charge neutral Xenon clusters with a homogeneous ion inner
charge state of Xe4+ are considered. Again, the cluster density has been chosen such,
that the plasmon can be excited resonantly by 800 nm laser light. The MicPIC calcula-
tions show that electron impact ionization provides an additional damping mechanism
for the plasma waves that reduces the magnitude of the resulting field and density
fluctuations. Nevertheless, in the considered scenario the excited plasma waves are
still strong enough to drive strongly nonuniform enhanced ionization.
Finally, in Sec. 4.3 the generation and propagation of such plasma waves is analyzed

for initially neutral clusters at solid density. This scenario serves as a test case to
evaluate the influence of plasma waves in single-shot experiments or the pump stage of
dual pulse experiments. Here, the analysis has been performed for a R = 25 nm Xenon
cluster, starting from the neutral cluster ground state. The calculations show, that
despite the nonresonant excitation and the additional damping due to electron impact
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ionization, the creation of plasma waves is a quite robust feature in the excitation
of clusters with NIR laser pulses. Surprisingly, the plasma wave dynamics results
in a nonuniform ionization enhancement that is even more pronounced than for the
resonant excitation scenario. These results show that it is very likely that plasma
waves do play a role in most cluster experiments with excitation in the optical regime
(e.g at the Ti:Sa wavelength of 800 nm).
Please note that the results discussed in section 4.1 and 4.2 have been published

already and are included here for convenience. The discussion is geared close to that in
the original publications [62,75] with additional information given where appropriate.
Section 4.3 provides extending studies that have become possible only in late stages
of this Phd project via the availability of more potent hardware.

4.1. Generation and evolution of plasma waves

This first section concentrates on the generation process and time evolution of elec-
tronic plasma waves in clusters. Apart from the higher laser intensity (1×1013Wcm−2),
the scenario used for this study is the same as the one described in Sec. 3.21. Selected
snapshots of the laser-cluster interaction are shown in figure 4.1. The top panels (a-f)
show total charge density distributions in the x-y plane (the laser is polarized in x-
direction) for different points in time. The corresponding time instants are also put
into relation to the laser field and dipole moment, see vertical lines in the inset. Figures
4.1a and 4.1b show that the plasma waves are produced at the cluster poles (where
the x-axis intersects the cluster surface) and propagate to the cluster center. As the
dipole amplitude grows, the plasma waves get stronger and penetrate deeper into the
cluster (4.1c). Once the plasma waves are strong enough to reach the cluster center,
they collide and wave breaking occurs, see panels 4.1e and 4.1f. As the plasma waves
are generated in the mixed geometry of a sphere and the linear cluster polarization
field, they show properties of both, spherical and plane waves.
To identify the origin of the plasma wave dynamics, it is helpful to take a look at

the corresponding electron phase space distributions f(x, vx), which are shown in the
lower panels of figure 4.1 (panels g-l)2. The dominant feature in the first snapshot
is a rectangular occupied region in the phase space, which is centered in space and
shifted upwards in the velocity coordinate. The elongations of this region along the
space and velocity coordinates are determined by the cluster diameter and the width
of the electron velocity distribution, respectively. When the electron cloud oscillates
collectively against the ionic background, this region oscillates in both directions. Dur-
ing this trivial oscillation, part of the electrons is driven out of the cluster when the
electron cloud is pushed over the cluster boundary leaving unscreened ions behind on
the opposite side (see yellow region on the left cluster boundary in figure 4.1a). The
resulting polarization creates a strong attractive force that accelerates part of the es-
caping electrons back into the cluster. When these electrons hit the cluster surface, a
plasma wave is created that propagates towards the cluster center together with the

1A metal-like cluster of radius R = 30 nm is resonantly excited with a 7 fs laser pulse at 800 nm.
2The phase space snapshots correspond to the same times as the density plots above.
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Figure 4.1.: Time evolution of an R = 30 nm cluster excited at resonance (800 nm) by a 7 fs laser
pulse with a peak intensity of 6 × 1013Wcm−2. The top panel shows the charge density (normalized
to the ion density) in the xy plane at different times indicated below the tags (a)(f) and as vertical
lines in the plot of the laser field and dipole moment (see the inset). The lower panels (g)(l) show the
corresponding electron density in the phase-space f(x, vx) evaluated on the x-axis. The x component
of the electric field (normalized to the peak laser field) is shown as a white curve on top of the
phase-space graphs. Published in [75].

recolliding electron bunch. In the phase space snapshots, the excited plasma wave ap-
pears as a dip, c.f. 4.1h. Near the pulse peak, the plasma waves become strong enough
to reach the cluster center where they collide with waves traveling in the opposite
direction and wave breaking occurs. The resulting turbulent wave dynamics leads to
a strong fragmentation of the electron phase space and very high local electric fields
that significantly exceed the peak laser electric field, c.f white curve in figures 4.1j-l.

A more detailed view on the dynamics induced inside the cluster is given in figure
4.2 in terms of the charge density (panel a) and local electric field (panel b) traced
on the polarization axis as a function of time. For orientation, the time evolution of
the exciting external laser field is shown in the panel to the right. Figure 4.2a shows
that plasma waves are created at the left and right boundaries of the cluster. In the
beginning (t < −2 fs), when the laser pulse is still rising, the plasma waves are too weak
to propagate far into the cluster. During this phase, the corresponding fields evolves
close to that of a polarized metallic sphere with a nearly homogeneous profile inside
the cluster, c.f. 4.2b. This behavior changes dramatically once the plasma waves get
strong enough to reach the cluster center, shortly after the pulse peak. The colliding
waves produce very strong spatial and temporal density and field fluctuations on the
nanometer length and attosecond time scale, compare figures 4.2a and b at t ≈ 5 fs.
Note that in a perfect metallic sphere, the charges in the interior of the sphere would
be very efficiently screened, strong electric field gradients would be expected only at
the cluster poles due to charge separation induced by the electron cloud oscillation.
However, in this scenario the turbulent plasma wave dynamics induces strong field
enhancements inside the cluster, such that the electric field intensity (∝ E2) locally
exceeds the laser peak intensity by more than two orders of magnitude.
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4.2. Ionization in the vicinity of plasma waves

Sufficiently strong plasma waves can lead to turbulent wave dynamics that results in
very strong local electric fields inside the nanoparticle. Applying such high electric
fields to heavier element clusters, where a nanoplasma can exist while part of the
electrons is still bound to their mother ions, is expected to strongly influence the
ionization dynamics, e.g. by enhanced tunnel ionization. However, efficient electron
impact ionization may also act as an effective electron cooling mechanism. Energetic
electrons that are trapped in the space charge potential of the cluster can keep ionizing
the ionic background as long as their kinetic energy is sufficiently high, loosing the
respective binding energy for every released electron. Thus, electron impact ionization
is expected to provide an additional damping mechanism for the plasma waves.

In order to study the effect of the plasma waves on the ionization dynamics and vice
versa in detail, the resonant excitation of a charge neutral Xenon cluster is investigated.
The laser parameters used here are the same as in the last section. The cluster has
been initialized with a homogeneous ion charge state Xe4+ and ion Wigner-Seitz-radius
rs = 5.6 Å such that the system is in resonance with laser light of 800 nm wavelength.
The electrons are relaxed to a steady state with a temperature of 4 eV to mimic the
system state prior to the probe pulse in a pump-probe experiment.

Figure 4.3 shows selected snapshots of the laser-cluster interaction. In analogy to
section 4.1 the top panels (a-f) show the total charge density distributions in the
x-y plane and the lower panels (g-l) the electron phase space distributions f(x, vx)
. Though the plasma wave signatures are not as pronounced as in the hydrogen-
like system in the last section, they are still very clear. The physics observed here
is qualitatively the same as in the scenario without ionization above. The major
differences are: (i) A reduced contrast in the charge density distribution (limits of
the corresponding colorbars in figures 4.1 and 4.3 differ by a factor of 2), which can
be mainly attributed to more efficient electron-ion collision due to the higher charges
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of the ions. (ii) The lower maximum electron kinetic energies during the turbulent
wave dynamics (c.f. figures 4.1l and 4.3l) which can be attributed to energy loss by
additional electron impact ionization.
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Figure 4.3.: Time evolution of a R = 30 nm Xe4+ cluster excited at resonance (800 nm) by a 7 fs laser
pulse with peak intensity 6 × 1013 Wcm−2. The top panels (a)(f) show the charge density (relative
to the ion density) in the x-y plane at various times; times are also indicated as vertical lines in the
plot of the laser field and dipole moment (see inset in the middle). The lower panels (g)(l) show the
corresponding electron density in phase space f(x, vx) evaluated on the x axis. The x component
of the electric field (normalized to the peak laser field) is shown as a white curve on top of the
phase-space graphs. Published in [62].

Next, the effect of the plasma-wave dynamics on the cluster ionization is studied in
more detail. Figures 4.4a-c show the spatial distributions of the total-, tunnel- and
impact ionization rates for a time close to the end of the laser pulse. A pronounced
spatial modulation of the ionization rates is the key signature of the plasma wave
dynamics. The specific shape of the ionization rates can be understood by analyzing
the driving forces in detail. Tunnel ionization is a field driven process, a comparison
of the tunnel ionization rate to the distribution of the local field intensity (c.f. Figs.
4.4b and 4.4e) reveals that the regions with enhanced tunnel ionization can be clearly
assigned to hot spots in the local field intensity. Similar to the scenario without
ionization, the hot spots inside the cluster are created by the plasma wave propagation
and collision. The generated hot spots can exceed the laser peak intensity by more
than two orders of magnitude, leading to a strongly nonuniform distribution of tunnel
ionization probability.
Efficient electron impact ionization on the other hand requires a high density of

electrons with sufficiently high kinetic energy to further ionize the Xenon ions. The
comparison of the impact ionization rate to the density of energetic electrons with
Ekin ≥ 200 eV (figures 4.4c and 4.4f) highlights this correspondence. The fast electrons
are a result of the combined action of the collective plasmon motion and the plasma-
wave dynamics. Regions with a high density of fast electrons are created where these
two contributions are strong and act in the same direction. However, the correspon-
dence between fast electrons and high impact ionization rate is slightly distorted by
the effect of ionization barrier suppression due to the high local fields.
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Eventually, both enhanced tunnel- and impact ionization leave their characteristic
footprints in the spatial charge state distribution, shown in Figure 4.4d. The increased
charge states at the cluster poles can be attributed to enhanced tunnel ionization in
the vicinity of the strong polarization fields that are created when the electron cloud
is pushed over the cluster boundary. The increased average charge state in the center
of the cluster is a clear signature of the plasma wave dynamics, as it enhances both
tunnel- and impact ionization in this region. Note again, that charges at the cluster
center are typically well screened and the observation of enhanced ionization in this
region is not to be expected.

4.3. Plasma waves in solid density matter

As a logical next step, the effect of laser driven plasma waves on the ionization dy-
namics is studied in solid density matter. To this end the excitation of a R = 25 nm
Xenon cluster, initialized with a Wigner-Seitz radius of rs = 2.6 Å, with a 10 fs laser
pulse of 800 nm wavelength and 1015W/cm2 peak intensity is analyzed. This scenario
completes the investigations of the plasma wave dynamics as it describes a possible
pump-pulse excitation stage for the probe-only scenario discussed in the section above.
As the excitation starts here from the neutral cluster ground state, the plasma cre-
ation dynamics is briefly discussed first. Figure 4.5 shows the time evolution of selected
observables during and after the laser excitation.
Plasma formation starts with tunnel ionization in the leading edge of the pulse,

c.f. 4.5d. Laser heating of these electrons subsequently drives an impact ionization
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4.3. Plasma waves in solid density matter

Figure 4.5: Time evolution of selected ob-
servables during and after the excitation
of a R = 25 nm Xe Cluster at solid density
by a 10 fs laser pulse with peak intensity
1× 1015 W/cm2; (a) electric field strength
of the incident laser pulse, (b) kinetic, po-
tential, total absorbed and ionization en-
ergy, (c) electron temperature and (d) in-
ner ionization with contributions from tun-
nel and electron impact ionization.
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avalanche that eventually contributes roughly 80% of the inner ionization events. As a
result the average inner charge state increases very fast and tunnel ionization becomes
ineffective within a few femtoseconds due to low ionization rates (see blue curve in
4.5d). However, impact ionization continues even after the laser pulse has ended
and energy absorption has stopped, compare figures 4.5b and 4.5d. This after-pulse-
ionization is driven by the thermal energy of the already liberated plasma electrons
and acts as an electron cooling mechanism. Note that in contrast to electron cooling
by adiabatic expansion this cooling mechanism is decoupled from the ionic motion,
which is negligible in this scenario for the shown time scales.

Figure 4.6a visualizes the excited plasma wave dynamics in terms of the electric field
on the polarization axis. In the early stages (t < −8 fs), before ionization takes place,
the cluster is transparent for the incident NIR-light. Later, when a nanoplasma has
been built up, the field evolves first close to that of a polarized metallic sphere with a
homogeneous profile inside the cluster. Once the polarization fields get strong enough
to support plasma wave generation, strong spatial and temporal field fluctuations are
created. Qualitatively, this behavior is very similar to the one described in section 4.1
for resonantly driven nanoplasmas, however, the magnitude of the field fluctuations
is much smaller, with peak field enhancements of only about 3 inside the cluster and
no pronounced turbulent wave dynamics. This can be attributed to the fact that in
addition to the damping by electron impact ionization the collective electron motion
responsible for plasma wave creation is not driven resonantly in this scenario.

Though the excited plasma waves are weaker than for the idealized resonant case,
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they still strongly effect the cluster ionization dynamics. The right part of figure 4.6
shows the spatially resolved ionization rates for tunnel- and impact ionization as well
as the electric field distribution for three different time steps (indicated in the first
panel of each row). All data correspond to the plane defined by the polarization and
propagation axis. Starting with the earliest time step (panels b-d) reveals that in early
stages the electric field inside the cluster is well screened by the plasma electrons, such
that tunnel ionization is essentially confined to the cluster poles where the laser driven
collective electron motion creates strong polarization fields, c.f. panels b and d. At
this stage electron impact ionization events are distributed homogeneously throughout
the cluster. However, when plasma wave generation sets in, this picture starts to
change (panels e-g). The resulting field fluctuations generate field hot spots that are
strong enough to drive additional tunnel ionization inside the cluster, compare panels
e and g. Furthermore, the field hot spots also enhance electron impact ionization via
effective ionization potential lowering. Close to the pulse peak (panels h-j), where
the plasma waves are strongest, plasma wave enhanced tunnel- and impact ionization
dominate the distributions as regular ionization becomes increasingly inefficient due
to the already high average charge state throughout the cluster.

Figure 4.7 shows the final charge state distribution and its contributions from tunnel-
and impact ionization. Tunnel ionization is most effective at the cluster poles, due to
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4.3. Plasma waves in solid density matter

the strong polarization fields created by the collective electron motion and in the cluster
center where the plasma wave driven field fluctuations are strongest. The contribution
from electron impact ionization shows a tunnel like signature similar to the resonantly
driven Xenon cluster discussed in section 4.2. As a result, the combined charge state
distribution exhibits a strongly nonuniform shape, with average charge states of almost
Xe10+ close to the polarization axis and only about Xe6+ in the regions farthest away
from it, see figure 4.7c. In conclusion, the presented calculations show that laser driven
plasma waves can significantly affect the ionization dynamics of clusters even when not
driven resonantly. As a result, it is likely that they effect most cluster experiments in
the optical excitation regime and should be considered at their interpretation.

x [nm]

z
 [
n
m

]

−40 −20 0 20 40

−40

−20

0

20

40

x [nm]
−40 −20 0 20 40

x [nm]

z
 [
n
m

]

−40 −20 0 20 40

−40

−20

0

20

40
0 1 2 3 4 6 8 10 4 6 8 10

tunnel ionization impact ionization combined distribution

(a) (b) (c)

Figure 4.7.: Contributions to the final charge state distributions from (a) tunnel ionization and (b)
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final charge states shown in panel (c) exhibits a strongly nonuniform character, with average charge
states ranging from almost Xe10+ close to the polarization axis down to only Xe6+ in the regions
farthest away from it.
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5. Clusters exposed to intense

short-wavelength radiation

The fact that MicPIC can simultaneously and self-consistently describe the microscopic
plasma dynamics and the evolution of the electromagnetic fields with high spatial
resolution opens up another so far not accessible application area, the direct simulation
of the interaction of intense x-ray light with nanoparticles. This chapter discusses the
evaluation and interpretation of elastic and inelastic x-ray scattering within the MicPIC
approach as well as first examples of corresponding complete numerical experiments.
In section 5.1 the utilized simulation setup is introduced with special emphasis on

the additional requirements to extract and analyze elastic and inelastic scattering con-
tributions from the simulation. Section 5.2 presents first results on the dynamical x-ray
imaging of nanoplasma expansion. In this scenario a solid density hydrogen cluster
is initially excited by an intense NIR-pump pulse that fully ionizes the cluster. The
expansion of the generated nanoplasma is then imaged by a soft x-ray probe pulse
for different pulse delays. It will be shown that the time evolution of the anisotropic
nanoplasma expansion can be represented by an analytical profile that can be recon-
structed from the delay dependent scattering images with nanometer resolution.
In order to describe the interaction of initially neutral clusters with x-ray light

the effect of bound electrons has to be taken into account. Section 5.3 discusses
an approach to include bound electrons in terms of a classical dissipative oscillator
model. It will be shown that this treatment provides a convenient way to include
single photon ionization into the MicPIC approach. The last section (5.4) concentrates
on the evaluation of inelastic contributions to the x-ray scattering and the additional
information it can provide about the imaged system.
The results for the dynamical x-ray imaging have been already published. The

corresponding discussion is therefore close to that of the original publication [86] with
additional information where appropriate.

5.1. The x-ray scattering simulation setup

All results presented in this chapter are based on simulations with the same model sys-
tem, namely a R = 25 nm hydrogen cluster at solid density with atoms/ions initialized
in fcc-structure with Wigner-Seitz radius of rs = 1.79Å. This is an ideal test system as
hydrogen has only one electron contributing to the x-ray scattering, which significantly
simplifies the analysis. For laser excitation a 10 fs soft x-ray pulse at 10 nm wavelength
is considered. Depending on the specific scenario this x-ray pulse is preceded by an
NIR-pump pulse to turn the cluster into a nanoplasma prior to the actual scattering.
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5. Clusters exposed to intense short-wavelength radiation

The corresponding time dependent scattered fields are then recorded on a virtual de-
tector located on a virtual sphere within the simulation box. The general simulation
setup is shown in figure 5.1.
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Figure 5.1.: Sketch of the x-ray simulation setup with the R = 25 nm hydrogen cluster, the virtual
detector (defined by a sphere with radius Rd = 290 nm around the cluster center), and the incident
laser fields. Depending on the specific scenario discussed in this chapter, the soft x-ray pulse is applied
alone or in conjunction with an NIR pump pulse.

Ideally, the radius of the detection sphere is large enough to enter the far field
region, where the fields include only propagating radiation and non-radiating near field
contributions have already died out. The corresponding required detector distance is
not exactly defined, but as a rule of thumb, the far field region for an antenna with
a dimension of the order of the emitted wavelength starts at the Fraunhofer distance
df =

2D2

λ
where D is the spatial dimension of the emitter. For the scenarios discussed

here, this would result in a detector distance of about Rd ≈ 500 nm. A corresponding
MicPIC simulation run, however, would require a very large computational box which
is inconvenient from a technical point of view. Instead a slightly smaller value of
Rd = 290 nm is utilized that allows the use of a smaller numerical box.

To analyze the effect of the finite detector distance, scattering pattern have been
calculated for a non-absorbing plasma sphere of radius R = 25 nm with Mie theory for
detectors located in the near (Rd = 290 nm) and far field (Rd → ∞) regions, compare
blue and red lines in figure 5.2. It turns out that the finite detector distance has only
a minor impact on the shape of the scattering signal, essentially only affecting the
sharpness of the minima. Note that the scattering signal is evaluated here in terms of
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5.1. The x-ray scattering simulation setup

the scattered fraction

S(Θ) =
ε0cR

2
d

πR2F0

∫

[E(Θ, t)]2 dt, (5.1)

with ε0 the vacuum permittivity, c the vacuum speed of light and F0 ≈ I0τ the fluence
of the incident x-ray field. In the limit Rd → ∞, S(Θ) specifies the number of x-
ray photons scattered into an element of solid angle per incident photon impinging
on the initial geometric cluster cross section. In this representation, the envelope of
the elastically scattered signal is essentially1 size-independent as can be seen from the
comparison to the scattering signal for a ten times larger cluster (light gray curve).
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Figure 5.2.: (Lines) Scattered fraction calculated with Mie theory for medium (red and blue) and large
(light gray) clusters. The red and blue curves show the scattered fraction for the medium cluster with
the detector placed in the far and near field region, respectively. (circles) Corresponding MicPIC
results for elastic scattering from a R = 25 nm hydrogen cluster with electrons placed at rest on top
of the ions.

To extract the corresponding scattered fraction from MicPIC calculations, the time
dependent, angular-resolved scattered electric fields recorded on the virtual detector
have to be further processed. Only transverse electric fields, i.e. with electric field
vector perpendicular to the propagation direction, can contribute to the final scattering
pattern. All parallel components that are only recorded because of the finite detector
distance have to projected out according to

E⊥ = E− (E · rd) ·
rd

r2d
. (5.2)

The resulting transverse electric fields may still contain contributions from different
spectral regions, e.g. from inelastic Thomson scattering or high harmonic generation.

1as long as attenuation and refraction effects are small (Born approximation limit)
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5. Clusters exposed to intense short-wavelength radiation

Subsequent frequency filtering allows to separate elastic and inelastic contributions.
Using the respective fields Eel and Einel yields the MicPIC scattered fraction

S
el/inel
MicPIC(Θ) =

ε0cR
2
d

πR2F0

∫ [

E
el/inel
⊥ (Θ, t)

]2

dt. (5.3)

To validate the description of x-ray scattering within MicPIC and its above described
evaluation, the elastic scattered fraction has been calculated for an x-ray only exci-
tation of the R = 25 nm hydrogen cluster with electrons placed at rest on top of the
ions. The results depicted in figure 5.2 as circles show an almost perfect agreement
with the Mie results for the same detector distance (blue curve).

5.2. Time-resolved x-ray imaging of anisotropic

nanoplasma expansion

This section discusses a first idea on how to retrieve the cluster dynamics induced by
an intense NIR-laser pulse from dynamic x-ray imaging scattering pattern. To this
end a neutral R = 25 nm hydrogen cluster is excited with a 10 fs laser pulse at 800 nm
wavelength. The time evolution of selected observables during and after this initial
excitation is shown in the left part of figure 5.3.

Concentrating on the dynamics induced by the NIR pump pulse first, reveals the
following picture: Plasma formation is triggered by tunnel ionization in the rising edge
of the pulse. Subsequently, laser heating of the first liberated electrons drives additional
electron impact ionization. The combined action of both contributions creates a fully
inner ionized cluster near the pulse peak, see figure 5.3c. Due to the low proton mass
the cluster starts to expand almost immediately (c.f. 5.3c). The expansion is driven
by a mixture of hydrodynamic expansion and Coulomb explosion. Signatures of both
can be found in the time evolution of the energy contributions in figure 5.3a. The
observed conversion of electron kinetic energy into ion kinetic energy clearly indicates
hydrodynamic expansion while the fact that the ion kinetic energy gain is stronger
than the electron energy loss shows that Coulomb explosion is also contributing.

The initiated cluster dynamics is then imaged by soft x-ray probe pulses for various
pulse delays. Note that the NIR induced dynamics shown in figure 5.3(a-c) is not
affected by the x-ray pulse due to the negligible inverse bremsstrahlung in the x-
ray regime. The resulting delay dependent elastic scattering signals shown in figure
5.3d exhibit two major pump-probe effects. First, the slope of the scattering signal
increases with pulse delay, such that the signal drops by more than one order of
magnitude for the largest scattering angles. And second, the separation of the fringes
increases continuously with the pulse delay. Assuming the cluster keeps the shape of
a homogeneous sphere during expansion, this trend would correspond to a reduction
of cluster size. This behavior, however, seems to be in total contradiction with the
observed increasing cluster radius shown in figure 5.3b. To shed light on this apparent
contradiction, a more detailed analysis of the expansion dynamics itself is needed.
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5.2. Time-resolved x-ray imaging of anisotropic nanoplasma expansion

0 10 20 30 40 50 60 70 80

10
−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

s
c
a

tt
e

re
d

 f
ra

c
ti
o

n
 S

(
)

Q

scattering angle [°]Θ

x-ray only

Dt=42 fs

Dt=62 fs

Dt=82 fs

Dt=102 fs

Mie theory

(a)

(b)

(c)

0

50

100
e

n
e

rg
y
/N

[e
V

]

24

25

26

27

28

29

rm
s
 r

a
d

iu
s
 [

  
  

 ]
n

m

0 50 100
0

0.5

1

time [fs]

#
 e

l 
p

e
r 

a
to

m

ion kinetic

electron impact

electron kinetic

total

tunnel ionization

total ionization

(d)

Figure 5.3.: (a)-(c) Time evolution of selected observables during and after the NIR pump excitation.
(d) Resulting elastic scattered fraction (detected in the y-z plane) for different x-ray probe delays and
the Mie-theory result for an unexpanded cluster for comparison. Published in [86].

Direction-resolved radial density profiles2 of electrons and ions for directions paral-
lel (green) and perpendicular (blue) to the laser polarization are shown in figure 5.4
for different times. In early stages, surface ions are unscreened due to partial outer
ionization and consequently undergo rapid Coulomb explosion, c.f. lines and colored
areas in 5.4a. The fact that the ion spectra are anisotropic can be attributed to the
collective electron motion during the NIR excitation. During the oscillation of the
electron cloud, ions at the cluster poles are periodically exposed, which results in an
effectively reduced charge screening and stronger ion acceleration along the polariza-
tion axis [87–89]. Once the surface ions have been ejected, the remaining ion and
electron densities overlap and screen each other. The cluster continues to expand
hydrodynamically.
During the hydrodynamic expansion phase, the density profiles exhibit a self-similar

shape with a core region of constant density and an exponential decay of the surface
layer. A similar behavior has been predicted for the expansion of semi-infinite plasmas
[90, 91]. The radial density profiles observed here can be accurately described in all
expansion stages by a sharpened Fermi distribution

ne(r) =
nc

[exp( r−rc
ds

) + 1]s
, (5.4)

where nc is the core density, rc the core radius and d the decay length as a measure

2The density profiles have been averaged over cones with π/4 full opening angle and cone apex at
the cluster center.
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of the surface width. The sharpness factor s ensures the correct transition behavior
between the two asymptotic limits. Examples of corresponding fits of the electron
density perpendicular to the polarization direction are depicted as squares in figure
5.4.

Application of the fit procedure to all available density snapshots yields the time
evolution of the density profile parameters shown in figure 5.5a-c as solid lines. Again,
the blue and green curves correspond to directions perpendicular and parallel to the
polarization direction, respectively. Though the actual values for both directions differ
due to the anisotropic expansion, they show the same general behavior. The core
radius rc is linear decreasing with time while the surface width d is linear increasing.
The sharpness factor s, on the other hand, is converging rapidly and is therefore only
of minor importance for the expansion dynamics. To substantiate this statement, fits
for s → 0 have been performed (dashed lines in figure 5.5a and b), which corresponds
to the limit of a sharp edge between core and surface region. The fact that only minor
changes in core radius and surface width are observed shows that the complex plasma
expansion dynamics can be sufficiently described by these two parameters.

To connect the evolution of the density profile parameters with the features observed
in the delay dependent scattering images shown in figure 5.3, it is helpful to study the
effect of the profile parameters on the scattering pattern separately. Unfortunately,
Mie-theory is no longer applicable because of the anisotropic and inhomogeneous den-
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sity profile. An alternative is to calculate the scattered fields in first order Born
approximation, where higher order scattering by neighboring scatterers is not taken
into account. This is justified in the considered scenario as light absorption can be
neglected at the given wavelength for hydrogen. The scattered field in first order Born
approximation including polarization effects is determined by

E(rd) =

∫

V

r̃× (E0 × r̃) ree
i(kr+kr̃)

r̃3
ne(r) d

3r, (5.5)

with k the incident wave vector, re the classical electron radius, ne(r) an arbitrarily
shaped electron density and E0 and E the complex field amplitudes of the incident
field and the scattered field at detector position rd. The detector position in the frame
of each scattering subvolume is denoted by r̃ = rd − r. The corresponding scattered
fraction in Born approximation is then given by

SB(Θ) =
R2

dE
2
⊥

πR2E2
0

. (5.6)

Inserting the parametric density profile from equation (5.4) into the Born expression
above allows a selective analysis of the influence of the core radius and surface width
on the scattering pattern by fixing the respective other parameter. The results shown
in figure 5.6 reveal that the core radius rc affects only the fringe spacing without
changing the envelope of the scattering signal. The decay length d on the other hand
mainly modifies the slope of the envelope and hardly changes the fringe positions. As
a result, the growing fringe separation and increasing envelope slope observed in the
delay dependent scattering pattern in figure 5.3 can be attributed to the shrinking core
radius and the cluster surface expansion.
The above parameter analysis already allows one to qualitatively explain the ob-

served scattering features. However, the ultimate goal is to quantitatively reconstruct
the anisotropic plasma expansion dynamics from experimentally measured angular-
resolved scattering images. In the following it will be discussed how this can be achieved
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with the above introduced tools. First, the anisotropic character of the expansion needs
to be taken into account. This can be done by using anisotropic values for the den-
sity profile parameters rc(θ) and d(θ) in equation (5.4). The sharpness factor can be
neglected as it is irrelevant for the dynamics (s → 0). To model an ellipsoidal density,
an angular dependence according to

α(θ) = αperp + (αpar − αperp) cos
2(θ) (5.7)

has been chosen for both parameters, where θ is the angle with respect to the po-
larization axis. Using this parametric form yields an angle dependent density profile
n(r, θ) with a total of four free parameters. To mimic the full two-dimensional scatter-
ing images available in typical x-ray scattering experiments, additional MicPIC runs
have been performed with a rotated virtual detector (perpendicular to the polariza-
tion direction y=0). The corresponding Born scattering patterns calculated from the
angular dependent density profile n(r, θ) can now be compared to the actual MicPIC
scattering pattern. Optimal values of the four free parameters are then determined by
simultaneously fitting the Born images in the x=0 (S⊥) and y=0 (S‖) planes to the
corresponding MicPIC results via simplex optimization. Figure 5.7c shows that the
resulting Born fits accurately describe the actual direction-resolved MicPIC scattering
data.
The resulting optimal parameter values retrieved from the delay dependent MicPIC

scattering images are compared to the parameters directly extracted from the MicPIC
electron density profiles in figure 5.7a and b. The evolution of both, the anisotropic core
radius and surface width can be reconstructed quantitatively with only small deviations
that are attributed to the simplified four-parameter geometry model. During the
hydrodynamic expansion, electron and ion density profiles evolve together, therefore
the reconstructed profiles also describe the evolution of the ion density. In summary,
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5.3. A dissipative oscillator model to describe atomic polarization and

photoionization
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Figure 5.7.: (a)(c) Time evolution of density profile parameters; lines correspond to direct fits of the
MicPIC density for directions parallel to (green) and perpendicular to (blue) the polarization direction
using all parameters (solid) or the sharp edge limit s → 0 (dashed); squares denote parameters
reconstructed from the scattering pattern in the sharp edge limit (see text). (d) Full NIR-polarization
dependent MicPIC scattering pattern (solid lines) and corresponding Born fits (circles) for two delays
(as indicated). Published in [86].

these results prove that the proposed reconstruction method enables direct dynamic
imaging of the plasma expansion dynamics from experimental data. Note that the
only remaining free parameter, the actual core density nc, can, at least in principle, be
extracted from the inelastic scattering spectrum. A detailed discussion regarding the
description and evaluation of the inelastic scattering will be given in section 5.4.

5.3. A dissipative oscillator model to describe atomic

polarization and photoionization

In the pump-probe scenario discussed above, the cluster was completely inner ionized
prior to the x-ray probe pulse. Consequently, it was not needed to include scattering
from bound electrons. So far, according to the description given in chapter 2, neutral
atoms do not carry any charges, cannot be polarized, and are therefore not visible to
the FDTD part of MicPIC. However, to enable MicPIC to model medium polarization
and the interaction of initially neutral clusters with short wavelength radiation, the
scattering from the bound electrons has to be taken into account. Furthermore, for
such a scenario, a convenient way has to be found to include single photon ionization
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5. Clusters exposed to intense short-wavelength radiation

and the corresponding attenuation of the incident laser field. To this end, the action of
bound electrons is emulated by a classical damped harmonic oscillator model, whose
parameters are tuned to reproduce the atomic scattering and absorption properties.
This section discusses the basic idea and its implementation.

5.3.1. The harmonic oscillator model

A convenient way to express the scattering and absorption properties of atoms or
electrons are corresponding cross sections, which are defined as the ratio of the average
power radiated/absorbed and the incident power per unit area (the laser intensity)

σsca/abs ≡
Psca/abs

I
. (5.8)

For the case of free electrons, these quantities can be calculated analytically3 [92] and
yield

σfree el.
abs = 0 (5.9)

for the absorption cross section and

σfree el.
sca
︸ ︷︷ ︸

σT

=
8π

3
r2e . (5.10)

for the scattering cross section, where re = e2/4πε0mec
2 is the classical electron radius.

The expression for the scattering cross section is also referred to as the Thomson
cross section, first obtained by J.J. Thomson in 1906 [93]. The vanishing absorption
cross section for free electrons reflects their inability to absorb light from spatially
homogeneous light fields4.
To derive corresponding expressions for an atom with multiple bound electrons,

a semi-classical model can be applied where each electron contained in the atom is
described by an independent damped harmonic oscillator

m
∂2r

∂t2
+ γm

∂r

∂t
+mω2

sr = −e(Einc + v ×Binc
︸ ︷︷ ︸

≃0

), (5.11)

where ωs is the respective resonance frequency, γ a damping factor that accounts
for energy loss and Einc and Binc are the incident electric and magnetic fields. The
magnetic field term is negligible for small oscillation velocities. The resulting scattering
and absorption cross sections5 are then given by

σatom
abs =

e2

ε0mc

ℑ(f(ω))
ω

(5.12)

3in the non-relativistic limit and without intensity gradients of the field
4This conclusion is the essence of the well known Lawson-Woodward criterion, which holds even in
the relativistic regime.

5A detailed derivation of the cross sections can be found in [92].
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and

σatom
sca = σT |f(ω)|2 . (5.13)

Here, f(ω) denotes the atomic scattering factor, which describes the electric field am-
plitude of the wave scattered by the atom relative to that scattered by a free electron6.
For a multi-electron atom of atomic number Z and in the limit of a wavelength much
larger than the Bohr radius, the scattering factor is given by

f(ω) =

Z∑

s=1

ω2

(ω2 − ω2
s ) + iγω

. (5.14)

This atomic scattering factor has been determined experimentally for and is tabulated
over a wide range of elements and photon energies [94]. This circumstance can be
utilized to reproduce the measured x-ray properties by an appropriate choice of the
harmonic oscillator parameters.

5.3.2. Adapting the harmonic oscillator model to hydrogen

To start with a system as simple as possible, the harmonic oscillator model is first
applied to the hydrogen atom. As hydrogen has only one electron, the sum over all
electrons drops and equation (5.14) reduces to

f(ω) =
ω2

(ω2 − ω2
s ) + iγω

. (5.15)

As a result, a total of three free parameters is available to tune the scattering and
absorption cross section obtained from the semi-classical model to the experimentally
determined ones. The free parameters are, the resonance frequency ωs, the damping
factor γ and the effective mass of the electron m. The charge of the electron cannot be
modified, as the remaining proton should still be perfectly screened when the electron
is not displaced.

Tabulated scattering and absorption cross sections for hydrogen are shown in figure
5.8 as orange curves [94]. Unfortunately, it is not possible to fit the semi-classical model
to the experimental data over the whole photon energy range, instead the parameters
are chosen such that the values around the considered excitation photon energy (in
this case 124 eV) fit best. Further, it has to be taken into account that the individual
harmonic oscillators are driven by the electromagnetic fields on the FDTD grid. To
prevent unphysical absorption of electromagnetic fields created by the regular plasma
dynamics, it has to be ensured that the absorption cross section in the low frequency
regime is as small as possible. The resonance frequency ωs has been chosen to fit both
requirements best. The final parameters and the resulting absorption and scattering
cross sections for the oscillator model are also shown in figure 5.8.

6For the derivation of f(ω) a complex incident field of the form E = E0e
−iωt is considered, see [92].
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Figure 5.8.: Absorption and scattering cross sections for hydrogen as determined experimentally (or-
ange) and theoretically for the semi-classical harmonic oscillator model.

5.3.3. Photoionization

Finally, the discussed harmonic oscillator model can be utilized to implement single
photon ionization into MicPIC. A convenient way to implement photoionization in
particle based semi-classical models is to evaluate corresponding ionization rates in
terms of a Monte-Carlo scheme. The ionization rate at a given point in time is then
determined by the photoionization cross section σabs, the instantaneous field intensity
I and the respective photon energy ~ωpho according to

Γ =
σabsI

~ωpho

. (5.16)

However, in MicPIC all electromagnetic fields including the fields generated by the
plasma particles, possibly generated harmonics or even two-color pulses are propagated
on the same numerical grid. Since FDTD is a time-domain method, the spectral
composition of these fields is not known at run time. Therefore, the relevant field
intensity at the considered photon frequency in equation (5.16) can not be directly
determined. At this point the definition of the absorption cross section in equation
(5.8) becomes useful. Inserting it into equation (5.16) yields an expression for the
ionization rate that only depends on the instantaneous absorbed power

Γ =
Pabs

~ωpho

. (5.17)

The power absorption of the i-th particle follows directly from the dissipative term in
equation (5.11) and reads

Pabs,i = γmṙ2i . (5.18)
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The resulting instantaneous photoionization rate can then be evaluated for each indi-
vidual atom via Monte Carlo methods. If the photoionization event is successful, the
oscillator force (5.11) for the corresponding electron is switched off and the electron is
treated as a regular plasma electron with an initial kinetic energy determined by the
photoionization excess energy Eexc = ~ω − EB.
To test the corresponding MicPIC photoionization routine, the excitation of an

initially neutral R = 25 nm hydrogen cluster at solid density by a single 10 fs soft x-ray
pulse (~ω = 124 eV) at intensity 5 × 1016W/cm2 is considered. Figure 5.9 shows the
time evolution of selected system energies and the average inner ionization state with
contributions from electron impact- and photoionization.
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Figure 5.9.: (a) Time evolution of the selected system energies – as indicated– and (b) the contribu-
tions of electron impact- and photoionization to the average inner ionization state during and after
the excitation of an R = 25 nm hydrogen cluster at solid density excited by a single 10 fs soft x-ray
pulse at intensity 5× 1016W/cm2.

Plasma generation is triggered by photoionization events in the leading edge of the
pulse. In contrast to the NIR excitations discussed so far, these electrons cannot be
efficiently heated by the laser pulse as inverse bremsstrahlung heating is negligible in
this wavelength regime. Instead the energy input is determined by the excess energy of
the photoionized electrons, which is also referred to as ionization heating [95]. Though
the excess energy is relatively high (Eexc ≃ 110 eV), only a few hundred plasma elec-
trons can leave the cluster before the space charge potential of the remaining cluster
gets deep enough to trap them, an effect called frustrated photoionization [95, 96].
As a result, the trapped electrons collide continuously with the cluster atoms which
drives electron impact ionization that eventually contributes about 90% of the ioniza-
tion events, c.f. figure 5.9b. The fact that the total energy absorption of the system
is dominated by the dissipative force term in equation (5.11) (compare black and or-
ange curves in figure 5.9a) confirms that inverse bremsstrahlung does not play a role
here7. The deviations of dissipative and total energy around the pulse maximum can

7The energy absorption due to the dissipative force term is evaluated by integration of the corre-
sponding power absorption given in equation (5.18) and summation over all particle contributions.
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5. Clusters exposed to intense short-wavelength radiation

be attributed to the scattered and radiated electromagnetic fields on the PIC level in
the simulation box.

5.4. Inelastic x-ray scattering

So far, the discussion was focused on the description of elastic x-ray scattering and
how it can be utilized to derive structural information on the system in pump-probe
and x-ray only excitation scenarios. The last part of this chapter concentrates on the
evaluation of the corresponding inelastic contributions to the x-ray scattering and the
additional information it can provide.
Figure 5.10 shows the angular resolved (b) and averaged (a) spectral intensity of

the scattered electric fields for the pump-probe study discussed in section 5.2. In this
scenario the cluster is already fully inner ionized by the NIR pump pulse. The data
shown here corresponds to the run with a pulse delay of ∆t = 42 fs. Two main features
can be observed from the angular-resolved data: (i) A strong signal with pronounced
interference fringes at the excitation energy of the x-ray pulse ~ω = 124 eV which cor-
responds to the elastically scattered signal that was already discussed. And (ii), two
symmetric satellites of much lower intensity that do not exhibit interference fringes.
These satellites result from the coupling of the incident x-ray light with longitudinal
volume plasmon excitations that exist as part of the thermal electron density fluctua-
tions. Raman-type scattering at this collective electron motion imprints an additional
modulation on the scattered field that creates the satellites. The spectral plasmon
satellites are an important diagnostic tool in plasma x-ray Thomson scattering [50,51]
as they provide a sensitive method to measure the plasma electron density. In a sim-
plified picture – neglecting temperature effects in the Bohm-Gross dispersion relation
– the position of the satellites is determined by the plasma frequency

ωpl =

√

e2ne

meε0
, (5.19)

and only depends on the density of plasma electrons. For the shown data, the spectral
shift of the peaks matches the volume plasmon ernergy ~ωpl = 7.6 eV that corresponds
to fully ionized hydrogen at the initial cluster density. Together with the scheme
given in section 5.2, the determination of the position of the plasmon peaks allows
the complete reconstruction of the plasma density evolution. However, the inelastic
signal is orders of magnitude smaller when compared to the elastic signal. Therefore,
averaging over multiple laser shots might be necessary to determine the peak position
in an experiment.
Figure 5.11 shows a corresponding spectral analysis of the x-ray scattering for the x-

ray only excitation including photoionization discussed in the last chapter. The major
difference to the pump-probe spectra is the absence of pronounced satellites. Instead
a plateau like structure is observed in the averaged spectrum that extends from the
lower to the upper expected peak position. This can be attributed to the fact that for
the x-ray only scenario the excitation starts with a neutral cluster where the plasma
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Figure 5.10.: Scattered x-ray intensity spectra resulting from the NIR pump / x-ray probe excitation
of an R = 25 nm hydrogen cluster described in section 5.2 for a pump probe delay of ∆t = 42 fs. Panel
(b) shows the angular resolved intensity spectrum and panel (a) the corresponding signal averaged
over the large angle region with 60◦ < Θ < 90◦.

is building up during the pulse. Therefore the plasmon frequency changes during the
pulse, shifting the peak position gradually to the value of ~ωpl = 7.6 eV for complete
inner ionization once full ionization is achieved close to the end of the pulse (compare
with figure 5.9).
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Figure 5.11.: Scattered x-ray intensity spectra resulting from the excitation of an R = 25 nm hydrogen
cluster at solid density with a single 10 fs soft x-ray pulse at intensity 5 × 1016W/cm2. Panel (b)
shows the angular resolved intensity spectrum and panel (a) the corresponding signal averaged over
the large angle region with 60◦ < Θ < 90◦.
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ions from x-ray laser-cluster

interactions

One of the main open questions that has been debated intensely in the cluster com-
munity during the last years is the origin of the observed extremely high charged
atomic ions from clusters after excitation with intense laser fields [24, 26, 97]. While
it is well accepted, that such highly charged ions can exist as part of the generated
cluster nanoplasma, it is still not fully understood how exactly these high inner charge
states are transformed into outer ionization charge states that can be recorded in an
experiment [96, 98]. The main difficulty arises from the fact that independent of the
excitation regime, only a relatively small number of electrons can leave the cluster dur-
ing the laser excitation due to the space charge potential of the remaining positively
charged cluster.

In this chapter the formation of the final charge spectra is studied for cluster excita-
tion in the hard x-ray regime where sequential emission of photo- and Auger electrons
are the dominant laser driven ionization processes. In this regime heating through
inverse bremsstrahlung is negligible and the energetics of plasma electrons is governed
by ionization heating [95], i.e. by the excess energy of photo- and Auger electrons. A
schematic illustration of the typical laser cluster interaction dynamics in this regime
is given in figure 6.1. Direct photoemission of the first electrons into the continuum
creates a positively charged cluster, due to the resulting space charge potential sub-
sequently emitted electrons experience a continuous Coulomb shift to lower energies
with increasing cluster charge. At a certain ionization stage, the space charge po-
tential is deep enough to frustrate further direct ionization and additionally liberated
electrons are trapped in the cluster, building up a localized nanoplasma. The excess
energy of the trapped photo- and Auger electrons is then redistributed by collisions,
inducing electron emission via thermal evaporation and possibly additional electron
impact ionization. Finally, the cluster expands due to Coulomb repulsion of the ions
and hydrodynamic forces.

To measure the resulting charge state distributions in cluster experiments, typically
time-of-flight (TOF) setups are applied, where the different ionic charge states are sep-
arated in flight time by an external electric DC-extraction field. To achieve a sufficient
signal to noise ratio, cluster jets of relatively high density are used in most experiments
(especially for smaller clusters with only a few hundred or thousand constituents), such
that multiple clusters are hit by every laser pulse. Since both, the laser pulse as well as
the cluster jet, have a nonzero transverse elongation and the cluster sizes itself follow a
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energy

ionization step

a) b) c) d)

expansion

e)

Figure 6.1.: Schematics of the cluster ionization dynamics in intense shortwavelength laser pulses
based on the effective cluster potential. After direct photoemission of the first electron (a), subse-
quently emitted photoelectrons experience a continuous Coulomb downshift with increasing cluster
charge (b). This multistep ionization becomes frustrated at a certain ionization stage and nanoplasma
formation sets in (c). Collisions between trapped electrons induce evaporation electron emission (d).
Finally, the cluster expands due to charging and hydrodynamic forces (e). From reference [99].

size distribution, the measured spectra always reflect an accumulated signal averaged
over different laser intensities and cluster sizes. This complicates a theoretical descrip-
tion and more importantly, it obscures possible size- and intensity dependent features
in the spectra. However, the growing availability of free-electron laser facilities like
Flash in Hamburg or LCLS in Stanford opened up the opportunity for a new type of
combined experiment that circumvents the above problems. Using low intensity clus-
ter beams, such that only a single cluster is hit by the laser pulse and simultaneously
recording x-ray scattering images together with the TOF spectra allows to determine
the corresponding cluster size and laser intensity on a shot to shot basis.

A first experiment of this kind has been performed by Gorkhover et al. [47] at
the LCLS free-electron-laser in Stanford, where relatively large Xenon clusters (R ≃
30 nm) have been irradiated by intense 130 fs x-ray pulses at 800 eV photon energy.
The experimental setup and selected results for clusters of radius R ≃ 30 nm hit by
different laser intensities are shown in figure 6.2. For the highest laser intensity (case
a: 1016W/cm2) the measured ion yield is maximal for charge states around q = 26+

and no charge states below q = 4+ are observed. For clusters hit by a 10 times
lower intensity (b), the charge state distribution is shifted to significantly lower charge
states, but still shows no prominent peak for singly charged ions. Only if the intensity
is lowered by more than two orders of magnitude, singly charged ions show up and
dominate the spectrum (c). The fact that the focal volume averaged results shown in
the bottom panel of figure 6.2 are heavily dominated by singly-charged ions illustrates
the inability of conventional cluster TOF experiments to disentangle the respective
intensity contributions and the connected loss of information.

The observed average charge state of qavg ≃ 26+ for the highest intensity seems to be
extremely high considering the fact that direct outer ionization should be frustrated at
a very low average outer ionization stage. To estimate the critical average charge state
for complete frustration, the cluster can be approximated as a homogeneously charged
sphere. Full frustration is assumed as soon as the potential at the cluster surface is
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Figure 6.2.: Left: Experimental x-ray scattering setup for measurements at the LCLS free electron
laser performed by Gorkhover et al., single large Xenon clusters have been irradiated by intense single
x-ray pulses at 800 eV photon energy. The scattering signal is recorded on a shot to shot basis and
used afterwards to estimate the laser intensity at the cluster position in the FEL focus. Right top
panels: Single shot ion spectra recorded in coincidence with the scattering images at the left side
(as indicated). Bottom panel: Focal volume integrated ion yield spectra for cluster (top) and atomic
(bottom) targets. From reference [47].

deeper than the photon energy. The resulting condition reads

e2

4πε0

N qavgfrust

R
= ~ω, (6.1)

with N the number of Xenon ions and R the cluster radius. Inserting the corresponding
values from the experiment results in a critical average charge state of qavgfrust = 0.01,
which is more than a factor of 1000 lower than the observed charge states. Approaching
the problem from a different angle, one can also estimate the electrostatic energy that
is stored in such a configuration and thus has to be absorbed from the x-ray pulse.
The self-energy of a homogeneously charged sphere can be calculated from

Eself =
q2avg
4πε0

3

5

N5/3

rs
, (6.2)

with rs being the Wigner-Seitz radius. Again inserting the values corresponding to
the experimental conditions (rs = 2.6 Å for solid density Xenon) yields an energy of
33MeV per atom. The upper limit for the expected energy absorption per atom can
be estimated from

Eabs = I0τσ, (6.3)

where I0 the peak laser intensity, τ the pulse length and σ the photoionization cross
section1 and yields an absorption of Eabs = 22 keV per atom which is again more

1The photoionization cross section for neutral Xenon at 800 eV photon energy is σ = 2.7Mb [94]
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than a factor of 1000 too small. Together, these considerations clearly show that the
extremely high average charge states observed in the experiment can by no means be
explained by outer ionization on the time scale of the x-ray pulse where the cluster is
still at or near solid density.

In the remainder of this chapter, it will be shown that the expansion stage after the
laser excitation is key to understand the experimentally observed behavior. The cluster
expansion transforms the initially highly excited nanoplasma into an ultracold Rydberg
plasma on the time scale of a few hundred picoseconds, with corresponding electron
binding energies in the range of only a few meV. At this stage, the DC extraction fields
used in TOF measurements to separate different ionic charge states are sufficient to
reionize the Rydberg-like electrons. Taking these extraction fields into account in the
simulation yields final charge spectra that show the same features and characteristic
intensity dependence as the experimental data and therefore strongly suggest that the
detection method itself has a major influence on the measured charge spectra.

6.1. Modeling the interaction of hard x-ray radiation

with clusters via Molecular Dynamics simulations

Modeling the x-ray excitation process as well as the subsequent cluster expansion on
the picosecond to nanosecond time scale requires to track electron and ion positions
over a spatial range that is far outside of what can be handled with a grid based method
like MicPIC. Consequently, a gridless Molecular dynamics approach is applied for that
task here2. In the MD model, plasma particles (ions and electrons) are propagated
classically under the influence of mutual Coulomb interactions while particle motion
due to the electric field of the x-ray pulse can be neglected due to the small quiver
amplitude at this frequency. The coupled equations of motion read

mir̈i = ∇ri

∑

i 6=j

Vij, (6.4)

where mi and ri are the mass and position of the ith plasma particle and Vij is the
pseudopotential for gaussian particles that is also applied in MicPIC. The numerical
workload connected with the evaluation of the binary coulomb forces scales quadrat-
ically with the total particle number, which restricts the numerically feasible cluster
size for the desired time scales to a few thousand atoms. For the calculations presented
in this chapter, Xenon clusters with 1415 atoms in relaxed icosahedral geometry are
considered. Plasma generation via tunnel- and electron impact ionization is imple-
mented in terms of rate equations similar to the treatment in MicPIC. However, the
dominant laser field driven ionization mechanisms in the hard x-ray regime are single
photon ionization and possible subsequent Auger ionization. Both have to be described
reasonably.

2The discussion given here addresses only methodical key aspects of the MD model. Further details
on methodical details of the code can be found in the publications [24, 100].
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Dynamics simulations

The basic approach to implement the photoionization process into the MD model is
much simpler than the implementation into MicPIC. Since the intensity of the x-ray
pulse is known at all times, the corresponding photoionization rate can be directly
calculated from

Γ =
σ(ω)I(t)

~ω
(6.5)

and evaluated within a Monte Carlo scheme for each individual atom/ion. The main
challenge in implementing photoionization into the MD model arises from the fact
that photoionization of already highly charged atomic ions has to be considered at the
given laser parameters. As a result, the photoionization cross section also becomes a
function of the current ion charge state since already liberated electrons can no longer
contribute to the cross section. As experimental data for charge state resolved ion-
ization cross sections could not be found, a simple model is developed on the basis of
quantummechanical calculations from Verner et al. [101]. Calculated photon energy
dependent total photoionization cross sections and the respective contributions from
individual electronic shells are shown in figure 6.3a for Argon. Note that calculations
for Xenon have not been available and Argon has been chosen as the closest rare gas
representative to test the simplified scheme described below. Due to the similar elec-
tronic structure, the model developed here for Argon is assumed to be also applicable
to Xenon later on.
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Figure 6.3.: (a) Total photoionization cross sections and contributions from individual electronic shells
for Argon according to calculations from Verner et al. [101] (lines) and measured total cross sections
from Veigele et al. [102] (symbols). (b) Total photoionization cross sections for Argon atoms as a
function of the charge state calculated from the simplified model used in the MD simulation (lines)
compared to the calculations from Verner et al. [101] (symbols). Vertical lines indicate the corre-
sponding highest occupied electronic shell before the ionization process.

Analyzing the cross sections in figure 6.3a in more detail reveals that the largest
contribution to the total cross section is always provided by the deepest reachable
electronic shell. For a photon energy of 1500 eV, which is used later for the actual
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calculations, the main contribution stems from the L shell, almost equally distributed
between the 2s and 2p subshells. Translating this observation into a simple scaling law
yields the following expression for the charge state dependent photoionization cross
section

σMD(ω, q) = σ0(ω)
1

s

s∑

i=1

Ndeep
s,q

Ndeep
s,0

, (6.6)

where σ0(ω) is the respective total photoionization cross section for the neutral atom
(which is tabulated over a wide range of elements and photon energies [94]), s is the
number of contributing subshells and Ndeep

s,q and Ndeep
s,0 denote the number of electrons

occupying the corresponding subshell in the ground state of the charged ion and the
neutral atom, respectively. The scaling law assumes that the total cross section σ0(ω)
is equally distributed between all s subshells of the deepest reachable electronic shell.
The contribution of each individual subshell to the charge dependent cross section is
then determined by its relative occupation with respect to the neutral atom. The
resulting charge dependent total cross sections for Argon are compared to quantum
mechanical calculations from Verner et al. [101] in figure 6.3b. Though the scaling law
(eq. 6.6) is exceptionally simple, it reproduces the full calculations very well over the
whole range of charge states.
Applying the same methodology to Xenon yields the desired charge state dependent

ionization cross sections and thus provides an efficient way to calculate and evaluate
the corresponding ionization rates for each individual atom/ion. In the MD model,
a successful photoionization event leads to the creation of an additional plasma elec-
tron that is positioned on top of its mother ion with the proper excess energy and
a randomized momentum direction. Since the deepest reachable electronic shell con-
tributes most to the cross section, the released electron is always taken from the deepest
subshell, which typically leaves an excited ion with a core hole behind. The proper
treatment of possible relaxation pathways back to the ionic ground state is a highly
non-trivial task. For simplicity, it is assumed that the lifetime of the excited state is
short compared to all other relevant time scales and the hole is instantly filled with
the weakest bound electron. If the corresponding energy gain is sufficiently high, the
second weakest bound electron is released as an Auger electron under the constraint
of energy conservation, otherwise instantaneous radiative relaxation is assumed.

6.2. Cluster excitation and expansion dynamics

induced by intense x-ray excitation

As a first application of the adapted MD model, the excitation of a Xe1415 cluster
by an intense 200 fs x-ray pulse at ~ω = 1500 eV photon energy and 1016W/cm2

peak intensity is considered. These excitation parameters have been chosen to be
close to the ones applied in the experiment by Gorkhover et al. [47]. The higher
photon energy is not expected to change the nature of the interaction, as for both
energies single photon absorption dominates the laser-cluster interaction while inverse
Bremsstrahlung is negligible.
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Figure 6.4.: Excitation of an Xe1415 cluster with a 200 fs x-ray pulse at ~ω = 1500 eV photon energy
and 1016W/cm2. Panel (a) shows the time evolution of the average inner ionization state and the
respective contributions from photo-, auger-, tunnel- and electron impact ionization. The time evo-
lution of the cluster radius is shown in panel (b), and the resulting distribution of inner ionization
charge states after the pulse is shown in panel (c).

The calculated time evolution of inner ionization and cluster expansion during and
shortly after the excitation pulse is shown in figure 6.4a and 6.4b, respectively. The
following conclusions can be drawn from the simulation results: Plasma formation
starts in the leading edge of the pulse with first photo- and Auger- ionization events. At
this stage, the excess energy of both, photo- and Auger- electrons is sufficiently large to
directly leave the cluster. However, the quickly increasing net charge of the remaining
cluster generates a space charge potential that prevents further direct ionization. The
resulting increasing number of trapped plasma electrons induces an electron impact
ionization avalanche, see dark blue curve in figure 6.4a around −100 fs. The efficiency
of electron impact ionization quickly decreases again with increasing average inner
charge state due to the increasing binding energies of the remaining bound electrons.
The same applies to tunnel ionization that occurs in the early stages due to the strong
electric fields induced by the space charge potential at the cluster surface. Eventually,
even the energy gain by hole relaxation is not sufficiently high and only photoionization
remains as active ionization channel. The beginning of this stage is indicated by the fact
that a slightly higher contribution from photoionization is observed when compared to
Auger ionization. At the end of the pulse, an average inner charge state of q = 21+ is
reached, but only about 3 electrons per atom exhibit a positive single-particle-energy
and can actually leave the cluster, c.f. black and dotted blue curve in figure 6.4a.
Note that the frustration limit for direct outer ionization is much higher here when
compared to the considerations in the beginning of the chapter due to the much smaller
cluster size. The resulting Coulomb repulsion drives a very fast expansion, such that
the cluster radius is increased by more than a factor of 10 by the end of the pulse, c.f.
panel (b).

The distribution of the final inner charge states is displayed in figure 6.4c. It already
shows features very similar to the experimental observations, with an average charge
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6. The origin of highly charged atomic ions from x-ray laser-cluster interactions

state above q = 20+ and no charge states below q = 5+. However, taking into account
that 400 fs after the pulse 85% of the liberated electrons remain trapped in the cluster
potential shows that the inner ionization state is not necessarily representative for the
final charge states.

Figure 6.5 shows the evolution of inner and outer ionization on a much longer time
scale. During the first few hundred picoseconds, autoionization increases the number of
continuum electrons significantly from 3 to about 5 electrons per atom. Nevertheless,
at the end of the simulation 75% of the generated plasma electrons are still bound
to the decaying cluster, which indicates that a more in depth analysis is needed to
understand the origin of the experimental observations.
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Figure 6.5: Time evolution of average in-
ner and outer ionization during and after
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outer ionization, i.e. the fraction of elec-
trons that forms the nanoplasma. The in-
crease of outer ionization after the x-ray
pulse can be attributed to autoionization.
Parameters as in figure 6.4.

So far, liberated electrons have been distinguished only in terms of the sign of their
single-particle-energy (Esp). Electrons with Esp > 0 can overcome the space charge
potential and eventually leave the cluster, electrons with Esp < 0 are trapped in the
cluster potential. In the following, the effect of the cluster expansion on the actual
energy distribution of the plasma electrons is analyzed in more detail. Calculated
single-particle-energy spectra (with respect to the global continuum) are shown in
figure 6.6 (a-c) for different time and energy scales. Panel (a) shows the early stages of
the expansion phase. During the first picoseconds of expansion the energy distribution
of electrons with Esp < 0 is rapidly shifted towards lower binding energies, reflecting the
lowering of the cluster potential due to the expansion. After about 1 ps the distribution
splits into two contributions. A broad distribution around Esp ≃ −150 eV and a
narrow distribution close to the continuum (Esp ≤ 0) that keeps shifting to lower
binding energies, leading to an average binding energy of only a few meV at the end
of the simulation, see panels b and c in figure 6.6. To allow for an unambiguous
classification of these cluster electron contributions, the trivial effect of the cluster
potential evolution needs to be removed from the single-particle-energy spectra. To
this end, corresponding local single-particle-energy spectra have been calculated, where
the energy is not measured with respect to the global continuum but the local quasi-
continuum threshold, i.e. the potential barrier between neighboring ions. To estimate
the quasi-continuum threshold, each electron bound to the cluster is assigned to its
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6.2. Cluster excitation and expansion dynamics induced by intense x-ray excitation

closest ion. The local barrier Vloc is then approximated by the potential halfway in
between this ion and its nearest neighbor ion. The local single-particle energy is then
given by

Eloc
sp = Esp − Vloc. (6.7)

The resulting local single-particle energy spectra shown in figure 6.6(d-f) are now
effectively free from the trivial effect of the cluster potential. In the early stages
(panel (d)), again the rapid formation of a broad distribution around Esp ≃ −150 eV
is observed. This feature can now be assigned to localized electrons, i.e. electrons
that have been captured by an ion after the collision with one or more other electrons.
Due to the high local binding energies, these electrons are likely to be permanently
bound. The second feature is a strong but narrow distribution slightly above the
local continuum threshold which can be attributed to delocalized cluster electrons. As
these electrons remain mobile within the decaying cluster, the contribution narrows
continuously due to further expansion cooling.
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To further characterize the expansion cooling, average kinetic energies of the delo-
calized electrons have been calculated in the lab frame and the frame of the respective
closest ion. The results plotted in figure 6.7 show that the cooling dynamics can be di-
vided into two stages. In the early stage (up to about 2 ps), the temperature decreases
as t−2 before the behavior changes and the cooling slows down to a ∝ t−1 scaling. It
turns out that the changing cooling dynamics can be attributed to the transition from
a weakly coupled to a strongly coupled plasma. Shortly after the excitation, the av-
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6. The origin of highly charged atomic ions from x-ray laser-cluster interactions

erage kinetic energy of the electrons is much higher than the average potential energy
associated with electron-electron interactions. It is important to note, that only the
correlation part is of interest here as the mean-field term is effectively screened by the
ionic background. In this regime the electrons are weakly coupled and the ionic back-
ground mainly acts as a container3. As a result, the cluster expansion driven cooling
proceeds similar to that of an ideal gas with no internal degrees of freedom under adia-
batic expansion conditions, which yields an electron temperature proportional to∝ t−2.
At this stage the kinetic energy decreases faster than the potential energy (∝ t−1) such
that both will eventually be of the same order of magnitude. This characterizes the
beginning of the strong coupling regime where particle-particle interactions become
important. Taking particle-particle interactions into account classically by means of
the virial theorem yields an electron temperature scaling proportional to ∝ t−1 [103] 4.
The fact that the actual temperature decrease for the later stages is slightly stronger
(∝ t−1.13) indicates that not all phase space areas are strongly coupled. A more de-
tailed derivation of the temperature scaling for weakly and strongly coupled plasmas
is given in the appendix A.
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Concentrating on the single-particle-energies again: A quantitative analysis of the
single-particle-energy electron distributions (Esp and Eloc

sp ) after 400 ps of cluster ex-
pansion is provided in figure 6.8. Panel (a) shows the distributions over the whole
relevant energy range with pronounced peaks for the localized and delocalized elec-
trons. The corresponding integrated signal plotted in panel (b) shows that only about
25% of the electrons are permanently relocalized while the major fraction (about 60%)

3For the following estimates the cluster is assumed to expand homogeneously. The cluster radius
evolution R(t) is determined by a constant radial velocity of the outermost ions (vi = const.)
according to R(t) = R0 + vit.

4Note that the virial theorem assumes that the system is bounded, i.e. the particle momenta and
positions are finite.
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6.3. Effect of a DC-extraction fields for ion detection on the re-localization dynamics

of the electrons is energetically located close to the continuum threshold. Zooming in
to the continuum threshold region (see panels (c) and (d)) reveals that the distribu-
tion of the delocalized electrons has narrowed down to a width of only a few meV with
binding energies of also only a few meV. These weakly bound electrons are likely to be
affected by relatively weak electric fields, as the ones used for charge state separation
in experimental TOF measurements. At this point it should be mentioned that the
idea of a significant influence of these fields on the dynamics of highly excited cluster
electrons has been first proposed and investigated for NIR-excitations [24]. However,
the single-shot single-cluster experiments from Gorkhover et al. [47] provide an impor-
tant reference measurement for a detailed theoretical analysis that was not available
so far.

Figure 6.8: Single-particle-energy distribu-
tions (left) and the corresponding cumula-
tively integrated distributions (right) after
a simulation time of 400 ps over the full en-
ergy range (a-b) and zoomed in to the con-
tinuum threshold region (c-d). The blue
curves correspond to distributions with re-
spect to the global continuum threshold
and the red curves to the local quasicon-
tinuum threshold. Parameters as in figure
6.4.

energy [eV]

-500 0 500 1000

d
N

/d
E

 [
a

rb
.u

.]

0

2000

4000

6000

8000

energy [eV]

-500 0 500 1000

in
te

g
ra

te
d

N
(E

)/
N

to
t

0

0.2

0.4

0.6

0.8

1

energy [eV]

-1 -0.5 0 0.5 1

d
N

/d
E

 [
a

rb
.u

.]

0

2000

4000

6000

8000

energy [eV]

-1 -0.5 0 0.5 1

i
N

(E
)/

N
n

te
g

ra
te

d
to

t

0

0.2

0.4

0.6

0.8

1

global
local

global
local

global
local

global
local

(a)

(c)

(b)

(d)

localized

delocalized

6.3. Effect of a DC-extraction fields for ion detection

on the re-localization dynamics

To evaluate the effect of a DC-extraction field on the dynamics of the delocalized
electrons, additional calculations have been performed with identical system and laser
parameters but an additional DC-field switched on. Typically, such extraction fields
are on the order of a few kV/cm in experiments, consequently a field strength of
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6. The origin of highly charged atomic ions from x-ray laser-cluster interactions

2 kV/cm has been chosen for the calculations. A comparison of the time evolution
of inner (black) and outer ionization with (magenta) and without (red) DC-field is
shown in figure 6.9a. The inner ionization is not effected by the extraction field as it
is very weak compared to the intrinsic fields in the cluster in the early phase. During
the excitation and the first picoseconds after also no effect on the outer ionization is
observed. However, this behavior changes dramatically after about 50 ps when the
cluster potential gets shallow enough for the extraction field to promote part of the
weakly bound delocalized electrons into the continuum. Eventually this leads to an
average outer ionization of about 15 electrons per atom, which is 3 times higher than
without DC field. A more detailed view on the effect of the extraction field is provided
by the integrated single-particle-energy spectra presented in figure 6.9b. It shows
that almost all delocalized electrons (electrons close to the continuum threshold) are
shifted to positive energies by the extraction field while the relocalized electrons are
not effected.
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Parameters as in figure 6.4.

As already mentioned above, the possible influence of the experimental extraction
fields on the measured observables has been intensely debated in the cluster commu-
nity during the last years. A first attempt to prove or disprove this idea included
measurements where the extraction field has been switched on with a variable time
delay with respect to the excitation [104]. In these experiments no significant influ-
ence of the time delay on the resulting charge state distributions could be observed.
To also address these experiments, a third simulation run has been performed where
the extraction field is switched on 300 ps after the excitation. The results are shown
in figure 6.9a and b as purple lines and reveal that the switched on DC-field eventu-
ally yields the same final average outer ionization as the permanent extraction field
(compare magenta and purple curves in figure 6.9a). The reason for this behavior
can be understood from the time evolution of the distribution of delocalized electrons.
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Since recombination is only efficient in early stages of the expansion, the number of
delocalized electrons does not change significantly in the later stages, only its energetic
position continuously shifts to lower binding energies. For a possible reionization of
these electrons it is only important that the DC-field is still applied after sufficiently
low binding energies have been reached and not when exactly it is switched on.
To evaluate the effect on the experimentally observable charge spectra, final charge

state distributions have to be calculated from the simulations. To this end, every
electron that is still bound to the cluster (Esp < 0) at the end of the simulation (after
400 ps) is assigned to its closest ion and assumed to permanently recombine, reducing
the effective charge state of the respective ion by one. The resulting final charge state
distributions for all three calculation scenarios are shown in figure 6.10 together with
the distribution of inner ionization charge states.
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Figure 6.10.: Final ion charge spectra for the scenarios with DC extraction field switched off (black),
permanently switched on (light red) and switched on 300 ps after the excitation (red). In the presence
of an extraction field the charge state distribution is altered and shifted to higher charge states, no
ion charges below Xe7+ can be observed. For comparison the inner charge state distribution is shown
as grey dashed line. Parameters as in figure 6.4.

Comparing the results for calculations with (red and light red) and without ex-
traction field (black) shows that the consideration of the detection field is essential to
explain the observed extremely high average charge states and especially the absence of
low charge states (q ≤ 5) in the experiment. The relatively weak detector field can ef-
ficiently prevent the recombination of the extremely weakly bound Rydberg electrons,
which would otherwise lead to significant signal at low charge states. Apparently, the
exact timing for switching on the detection field has no significant influence on the final
charge state distribution (c.f. red and light red curve in figure 6.10) and therefore does
not provide a suitable tuning knob to analyze a possible manipulation of the system
by the detection field.
However, just recently the influence of such extraction fields on the measured observ-

ables has been successfully demonstrated. Schütte et.al [105] followed an alternative
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6. The origin of highly charged atomic ions from x-ray laser-cluster interactions

approach, where the main observable is not the charge state distribution but the trans-
verse momentum (transverse with respect to the direction of the extraction field) of
the expelled electrons. The basic idea is the following: If a large fraction of bound
electrons occupies high-lying Rydberg-like states close to the continuum with binding
energies of only a few meV (like it is observed in the calculations above), they should
be easily reionized by the DC extraction field, and show up as a dominant contribu-
tion at low kinetic energies that heavily dominates the spectrum. In the experiments
such a dominant contribution has been observed for the excitation of moderately sized
Argon clusters (N ≈ 3500) with intense XUV- and NIR-pulses. The fact that the
slow electrons have been observed for clusters in two very different excitation regimes,
but not for an atomic gas strongly supports the picture of a cluster expansion driven
formation of Rydberg states.

Corresponding transverse electron energy spectra calculated from the simulations
are displayed in figure 6.11 for all three scenarios. Panel (a) shows the low energy part
of the spectrum up to 1 eV, with a dominating contribution of very slow electrons for
the calculations with extraction field (red and light red curves) and a flat spectrum in
the case without DC-field (black). In contrast to that, the spectra at larger energies
shown in panel (b) are not affected by the extraction field. Both observations are in
full agreement with the experimental observations and their interpretation by Schütte
et.al [105].
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figure 6.4.
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6.4. X-ray intensity dependence of the final charge

state distribution

Finally, to complete this theoretical study, the intensity dependence of the observed
ionization dynamics is analyzed and discussed with reference to the experimental
observations from Gorkhover et.al (see figure 6.2). To this end, additional sets of
simulations have been performed for intensities higher (5 × 1016W/cm2) and lower
(2.5 × 1015W/cm2) than the one discussed so far, including separate runs for the
different extraction field setups. Figure 6.12 shows the results for all 3 considered
intensities (as indicated) in terms of the time evolution of average inner and outer
ionization (top panels) and final ion charge spectra (bottom panels).

Concentrating on the average ionization first, the inspection of figures 6.12a - 6.12c
reveals that the extraction-field-driven reionization dynamics evolves qualitatively sim-
ilar for all three intensities. The main quantitative differences are: (i) An increasing
average final charge state for higher intensities that can be mainly attributed to the
increasing number of plasma electrons generated during the x-ray pulse (inner ion-
ization) and (ii) a larger contribution from autoionization due to the higher electron
density for higher intensities. The fact that the average inner ionization does not scale
linearly with the x-ray intensity, as one might expect for single photon ionization of
atomic gas targets in the low intensity regime, can be mainly attributed to the be-
ginning saturation of inner ionization due to the very high binding energies for charge
states close to 30+. This is also indicated by the narrow distribution of inner ionization
charge states in figure 6.12f.

The resulting final charge spectra displayed in the bottom panels of figure 6.12 show
an intensity dependence that is consistent with the experimental observations when
taking the extraction field into account. For both scenarios with extraction field (red
and blue curves) recombination is efficiently frustrated such that final charge states
with q < 5 can only be observed for the lowest considered intensity. In contrast
to that, these low charge states dominate the spectrum when the extraction field is
neglected (black curves). The missing singly charged ions in the calculated spectra
with extraction field that dominate the focal averaged spectra in the experiment (see
figure 6.2) are expected to arise from even lower x-ray intensities that are present in
the outer regions of the laser focus.

In summary, the good qualitative and almost quantitative agreement of the pre-
sented calculations with the experimental observations strongly suggests that the ex-
perimental detection method itself significantly influenced the recorded charge state
distributions. Furthermore, since the reionization mechanism does not depend qualita-
tively on the specific excitation conditions (such as wavelength or intensity), the effect
of such extraction fields should be always considered when interpreting correspond-
ing cluster experiments. However, the presented simulations have been performed for
clusters much smaller than the ones used in the experiment. For large clusters the
suppression of direct outer ionization is expected to be even stronger. Since a direct
simulation of such large clusters is not feasible for the given time scales, the effect of the
cluster size has to be studied by other means, e.g. by extrapolation of size-dependent
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Figure 6.12.: Comparison of simulation runs for three different intensities (as indicated) for the sce-
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calculations in the regime of small to medium sized clusters.
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7. Conclusions and outlook

Summary

The main goal of this work was the numerical implementation of the Microscopic
Particle-In-Cell approach and its application to so far not accessible physical scenar-
ios. The concept of MicPIC is based on a particle-particle/particle-mesh force de-
composition that allows to reintroduce microscopic particle-particle interactions into
a particle-in-cell treatment via local electrostatic MD. It has been shown that the
representation of charged plasma particles with a gaussian shape function is key to a
successful implementation as it ensures the required isotropic and low noise particle-
particle forces on the PIC level. The resulting numerical code is able to simultaneously
and self-consistently model the microscopic plasma dynamics and the evolution of the
electromagnetic fields with high spatial resolution.
To validate the approach and its implementation, MicPIC calculations have been

compared to results obtained from well established models. First, MicPIC’s capabil-
ity to describe the dynamics of strongly-coupled plasmas including ionization has been
demonstrated using the example of NIR excitation of small Argon clusters (R = 5nm),
validating the correct treatment of atomic scale collisions. Subsequently, the descrip-
tion of field propagation in MicPIC has been tested. To this end, the linear absorption
and scattering of pre-ionized spherical nanoplasmas exposed to few-cycle NIR laser
fields has been studied as a function of cluster size. The comparison of the radius
dependent absorption and scattering predicted by microscopic and continuum mod-
els validates MicPIC and reveals the breakdown of the electrostatic description for a
system size of about R & 20 nm for 800 nm excitation wavelength. The material pa-
rameters resulting from this comparison are an important result in itself and revealed
the competition of bulk and surface collisions with radiation damping as the origin of
the maximum plasmon life time of resonant clusters for a characteristic size.
At higher laser intensities (nonlinear regime) the generation and evolution of elec-

tronic plasma waves has been studied for different initial cluster conditions, ranging
from pre-ionized hydrogen and xenon clusters at resonant density1 to initially neutral
xenon clusters at solid density. In all scenarios the generation of strong plasma waves
has been observed, leading to pronounced density and field fluctuations on the nanome-
ter length and attosecond time scale. The calculations show that these fluctuations are
most pronounced for resonant clusters, making them the ideal system for a first exper-
imental demonstration of plasma waves in clusters. Though the fluctuations are much
weaker for the solid density target, the plasma wave dynamics imprints characteristic
features into the spatial charge state distribution with average inner ionization charge
states differing by almost a factor of 2 throughout the cluster. The fact that the laser

1This refers to a density that corresponds to resonant plasmon excitation at 800 nm laser wavelength.

89



7. Conclusions and outlook

driven plasma waves significantly influence the ionization dynamics even when not
driven resonantly suggests that they play an active role in most cluster experiments
and have to be considered at their interpretation.
The next part of this work concentrated on a completely different excitation regime,

i.e. the interaction of large clusters with soft x-ray radiation. Key to these investi-
gations is MicPICs capability to simultaneously and self-consistently model the mi-
croscopic plasma dynamics and the evolution of the electromagnetic fields with high
spatial resolution. As a first application in this regime, a numerical experiment has
been performed where a large hydrogen cluster is excited by an intense NIR pulse and
the induced expansion is imaged with intense x-ray pulses for different pulse delays.
The calculations show an anisotropic self-similar expansion of the cluster after pump
excitation that can be accurately described by a simple analytic few parameter den-
sity profile. The evolution of the main parameters (core-radius, decay length) could
be linked to features in the recorded elastic scattering data with the help of a simple
Born scattering model. This correspondence could be exploited to develop a retrieval
method for dynamic x-ray imaging that will enable experiments at XFELs to make
movies of laser induced expansion dynamics of finite nanoplasmas. In these first calcu-
lations bound electrons did not have to be considered since the NIR pump pulse fully
ionizes the hydrogen droplet prior to the arrival of the x-ray imaging pulse. However,
to enable MicPIC to also describe the interaction of initially neutral particles with
x-ray radiation, the effect of bound electrons has to be taken into account. A first
idea has been presented how bound electrons can be effectively described in terms of
a classical dissipative oscillator model that can be tuned to reproduce the experimen-
tally observed atomic absorption and scattering properties in the respective frequency
region. Furthermore, it has been shown that the oscillator model provides a convenient
way to implement the photoionization mechanism into MicPIC. In a first application
of the extended MicPIC code, the inelastic contribution to the x-ray scattering has
been studied for the excitation of initially neutral hydrogen clusters. In contrast to
corresponding calculations for a pre-ionized hydrogen droplet, no pronounced plasmon
satellites can be observed in the scattering spectra. Instead, the continuously chang-
ing electron density, which determines the spectral position of the inelastic scattering
signal, results in a plateau-like structure in the spectrum.
The last part of this work is dedicated to the origin for the observation of highly

charged atomic ions from clusters irradiated with intense laser pulses. Though such
ions have been mainly observed for excitation wavelengths in the NIR regime, this
study is mainly driven by recent experiments at the LCLS free-electron-laser in Stan-
ford, where Gorkhover et al. [47] used intense hard x-ray pulses to excite single Xenon
clusters. They observed average ion charge states higher than 20+ while low charge
states below 4+ are absent. Such high average charge states can by no means explained
with direct outer ionization on the time scale of the exciting x-ray pulse as direct ion-
ization is quickly frustrated due to the generated space charge potential of the residual
positively charged cluster. Based on an idea originally proposed in reference [24],
this work studies the effect of an electric DC-extraction field, which is typically used
in cluster experiments for charge state separation, on the evolution of the remain-
ing bound electrons. The performed molecular dynamics calculations show that the
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trapped plasma electrons quickly separate into two contributions, relocalized electrons
that have been captured by individual ions through three-body-recombination and de-
localized electrons that are still mobile in the decaying cluster. Due to the cluster
expansion these delocalized electrons cool down to the bottom of the local quasi con-
tinuum. In early stages, when the average electron kinetic energy is much higher than
the corresponding potential energy associated with electron-electron interactions, the
electron system is weakly coupled and consequently the cooling behavior of an ideal
gas is observed. In later stages of the expansion the strongly coupled regime is entered,
where electron-electron interactions become important, resulting in a slower cooling
that can be understood by considering the onset of strong coupling of electrons. At
the same time the cluster potential becomes shallower during expansion and eventu-
ally the delocalized electrons are bound to the cluster with energies in the meV range.
At this stage even small DC-fields are sufficient to remove these electrons from the
cluster. The resulting calculated final ion charge spectra show the same characteristic
features as the spectra measured in the experiment, which strongly suggests that the
extraction field itself influences the measured data.

Critical discussion and Outlook

The numerical model developed in this work represents a first successful attempt to
self-consistently model the interaction of large many particle systems with intense elec-
tromagnetic radiation microscopically. However, especially the treatment of partially
or completely neutral systems needs to be improved. First steps in this direction have
been already taken with the implementation of the oscillator model for bound elec-
trons. An expansion of this idea to multi-electron atoms will be one of the next logical
steps in the ongoing development. Another problem arises from the fact that within
MicPIC only charged particles can interact. As a result the interaction of neutral
atoms with ions or other neutral atoms is neglected completely in the current state of
the model. Even the repulsion of two ions, mediated by the applied pseudo-potential
of two Gaussian particles, is significantly underestimated for very small particle dis-
tances. Consequently, large angle binary collisions between ions can only occur for
small relative ion velocities. One possibility to address this problem arises from the
fact that in MicPIC binary interactions are already evaluated within a finite cut-off
sphere. This allows the implementation of arbitrary binary short range potentials,
e.g. Lennard-Jones type potentials for the interaction of neutral atoms. The most
important challenge, however, is the inclusion of quantum effects. So far only lim-
ited quantum effects have been taken into account in terms of the utilized ionization
rates. Other quantum effects regarding the scattering of particles, degeneracy effects
(Pauli-blocking) or the coherent quantum dynamics of atoms (Rabi-flopping) are not
included yet. Finding ways to take such processes into account effectively represents
an exciting task for future work.
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A. Time dependence of expansion

driven electron cooling in weakly

and strongly coupled plasmas

In the following, the electron cooling behavior during the expansion of weakly and
strongly coupled plasmas is briefly discussed. For that purpose, a spherical plasma
is assumed where the ionic background expands homogeneously. The time evolution
of the sphere radius is determined by a constant velocity of the outermost ions (vi =
const.) according to

R(t) = R0 + vit. (A.1)

During expansion, the offset R0 becomes negligible and the sphere radius increases
effectively linearly with R(t) ∝ t. Furthermore, the analysis concentrates on the
expansion phase after laser excitation, such that the expansion process is adiabatic.

A.1. Weakly coupled plasmas

In the regime of weak coupling, the interaction of charged particles is dominated by
collective effects and microscopic interactions like binary collisions can be neglected.
In a sense, the ion background forms an expanding spherical container that confines
the electrons. As a result, the evolution of the expansion cooling of electrons can be
approximated by that of an ideal gas. During the adiabatic expansion of an ideal gas,
its temperature and volume are related as follows:

TV γ−1 = const. (A.2)

Considering an ideal gas (of electrons) with no internal degrees of freedom (γ =
5/3) and an expansion by inertia (R(t) ∝ t) immediately yields the following time-
dependence of the temperature

T ∝ t−2. (A.3)

A.2. Strongly coupled plasmas

In the regime of strong coupling, microscopic interactions (correlations) have to be
taken into account. In order to find a relation similar to (A.3) under these conditions,
the virial theorem can be utilized. It states that for a finite system1 of interacting

1In this context this means that particle momenta and positions have to be finite.
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A.2. Strongly coupled plasmas

particles the time average of the total kinetic energy K̄ can be related to the time
average of the total potential energy Ū in the following way:

K̄ =
n

2
Ū . (A.4)

This expression is valid for binary particle potentials of the form V (r) = αrn. For the
Coulomb potential the potential parameter is n = −1, which yields

K̄ = −1

2
Ū . (A.5)

Under the assumption that the system is ergodic, the average over time can be replaced
by an average over an statistical ensemble (indicated here by brackets)

〈K〉 = −1

2
〈U〉 . (A.6)

Finally, the average kinetic and potential energies need to be connected to the tem-
perature and plasma sphere radius, respectively. The average kinetic energy is related
to the temperature via

〈K〉 = 3

2
KBT. (A.7)

The average potential energy for particles interacting via Coulomb forces is determined
by the average interparticle distance 〈r〉 according to

〈U〉 ∝ e2

〈r〉 ∝ e2

n1/3
∝ e2

R
(A.8)

Inserting expression (A.7) and (A.8) into equation (A.6) yields

T ∝ R−1. (A.9)

Again assuming an expansion by inertia (R(t) ∝ t) yields the desired scaling relation

T ∝ t−1. (A.10)
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B. Interactionpotential for two

gaussian charge distributions

B.1. Gaussian charge distribution

When describing a plasma particle by a Gaussian charge distribution ρ(r) = ρ0e
−r2

d2 ,
the parameters ρ0 and d defining its peak density and width have to be chosen to
preserve the total particle charge Qtot. The charge enclosed in a sphere around the
center of the charge distribution is given by

Q(R) =

∫

ρ(r)d3r = 4π

∫ R

0

r2ρ(r)dr , (B.1)

where R is the radius of the sphere. Utilizing the integral expressions
∫ r

0

e−τ2dτ =

√
π

2
erf(r) (B.2)

and ∫ r

0

r′e−
r′2

d2 dr′ = −d2

2
e−

r2

d2 (B.3)

and integrating equation (B.1) by parts

Q(R) = 4πρ0

(

−d2

2
re−

r2

d2

∣
∣
∣
∣

R

0

+
d2

2

∫ R

0

e−
r2

d2

)

(B.4)

= πd3ρ0

(

π
1
2 erf

(
R

d

)

− 2

(
R

d

)

e−
R2

d2

)

(B.5)

yields

Q(R) = Qges

(

erf

(
R

d

)

− 2√
π

(
R

d

)

e−
R2

d2

)

. (B.6)

For R → ∞ the total charge has to be contained in the sphere and the desired relation
between total charge and distribution parameters ρ0 and d can be established:

Qges = π
3
2ρ0d

3 . (B.7)

The fact that the charge distribution parameters ρ0 and d are connected through the
total particle charge Qtot implicates that one degree of freedom is left. In the following
it will be demonstrated how this freedom can be utilized to tune the depth of the
interaction potential of two Gaussian particles.
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B.2. Interaction energy of Gaussian charge distribution and a point charge

B.2. Interaction energy of Gaussian charge distribution

and a point charge

In a first step the interaction potential between a point charge located at the origin of
coordinates and a Gaussian charge distribution

ρ(r) = ρ0 exp

(

−|r− r0|2
d2

)

(B.8)

centered at r0 = (0, 0, a) will be calculated. For that purpose the following integral
has to be evaluated

V (a) =
q1

4πǫ0

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
ρ0 exp

(

−x2 + y2 + (z − a)2

d2

)
1

√

x2 + y2 + z2
dx dy dz.

(B.9)
Changing to spherical coordinates

x = r sin θ cosφ

y = r sin θ sinφ

z = r cos θ

dx dy dz = r2 sin θ dr dφ dθ.

allows to carry out the integral over φ, which leaves

V (a) =
q1ρ0
4πǫ0

2π

∫ ∞

0

∫ π

0

exp

(

−r2 − 2ar cos θ + a2

d2

)

r sin θ dθ dr. (B.10)

Substituting k = cos θ with dk = − sin θ dθ

V (a) =
q1ρ0
4πǫ0

2π

∫ ∞

0

exp

(

−r2 + a2

d2

)

r

∫ 1

−1

exp

(
2ark

d2

)

dk dr (B.11)

allows to also carry out the integral over k yielding

V (a) =
q1ρ0
4πǫ0

2π

∫ ∞

0

exp

(

−r2 + a2

d2

)
d2

2a

[

exp

(
2ar

d2

)

− exp

(

−2ar

d2

)]

dr . (B.12)

This expression can be reduced to

V (a) =
q1ρ0
4πǫ0

πd2

a

[∫ ∞

0

exp

(

−(r − a)2

d2

)

dr −
∫ ∞

0

exp

(

−(r + a)2

d2

)

dr

]

. (B.13)

Using the substitution r′ = r− 2a with dr′ = dr the first can integral can be reshaped
to

∫ ∞

0

exp

(

−(r − a)2

d2

)

dr =

∫ ∞

−2a

exp

(

−(r′ + a)2

d2

)

dr′ (B.14)

=

∫ 0

−2a

exp

(

−(r′ + a)2

d2

)

dr′ +

∫ ∞

0

exp

(

−(r′ + a)2

d2

)

dr′.
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B. Interactionpotential for two gaussian charge distributions

Inserting that into equation (B.13) yields the following expression for the interaction
potential

V (a) =
q1ρ0
4πǫ0

πd2

a

∫ 0

−2a

exp

(

−(r′ + a)2

d2

)

dr′ (B.15)

+
q1ρ0
4πǫ0

πd2

a

[∫ ∞

0

exp

(

−(r + a)2

d2

)

dr −
∫ ∞

0

exp

(

−(r + a)2

d2

)

dr

]

,

where the terms in square brackets cancel each other. Again substituting r = r′ + a
and dr′ = dr yields:

V (a) =
q1ρ0
4πǫ0

πd2

a

∫ a

−a

exp

(

−(r)2

d2

)

dr (B.16)

=
q1ρ0
4πǫ0

πd2

a
2

∫ a

0

exp

(

−(r)2

d2

)

dr .

Finally, substituting s = r
d
and dr = d ds allows to express the interaction energy

V (a) =
q1ρ0
4πǫ0

2πd2

a

∫ a

0

exp

(

−r2

d2

)

dr =
q1ρ0
4πǫ0

2πd3

a

∫ a/d

0

exp(−s2)ds (B.17)

in terms of the error function erf(x) = 2√
π

∫ x

0
exp(−t2)dt and equation (B.7) can be

reduced to
V (a) =

q1q2
4πǫ0a

erf
(a

d

)

. (B.18)

The width parameter d scales the argument of the error function and determines the
depth of the resulting potential.

B.3. Interaction energy of two Gaussian particles

The interaction energy of two Gaussian particles can be calculated analogous to section
B.2:

V (|r1 − r2|) =
ρ0,1ρ0,2
4πǫ0

∫ ∫

d3r d3r′ exp

(

−|r− r1|2
a2

)
1

|r− r′| exp
(

−|r′ − r2|2
b2

)

.

(B.19)
Without loss of generality the above integral can be simplified by setting r1 = 0 and
z = r− r′:

V (|r1 − r2|) =
ρ0,1ρ0,2
4πǫ0

∫ ∫

d3r d3z exp

(

−r2

a2

)
1

|z| exp
(

−(r− z− r2)
2

b2

)

. (B.20)

Since the integration over r′ has to be carry out over infinity, it can also be carried out
with respect to z. Substituting ∆ = z+ r2 yields:

V (|r1 − r2|) =
ρ0,1ρ0,2
4πǫ0

∫ ∫

d3r d3z exp






−
(
r2

a2
+

(r−∆)2

b2

)

︸ ︷︷ ︸

K







1

|z| (B.21)
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B.3. Interaction energy of two Gaussian particles

with

K =
r2

a2
+

r2

b2
− 2

r ·∆
b2

+
∆2

b2
=

(
a2 + b2

a2b2

)

r2 − 2
r ·∆
b2

+
∆2

b2
. (B.22)

By completing the square the mixed term can be eliminated

K =

(√
a2 + b2

ab
r− 1

b2
ab√

a2 + b2
∆

)2

− a2

a2b2 + b4
∆2 +

∆2

b2
(B.23)

and further substituting

K =







√
a2 + b2

ab
r− a√

a2b2 + b4
∆

︸ ︷︷ ︸

t







2

+
∆2

a2 + b2
(B.24)

with

d3t =
(a2 + b2)3/2

a3b3
d3r (B.25)

yields

V (|r1−r2|) =
ρ0,1ρ0,2
4πǫ0

a3b3

(a2 + b2)3/2

∫ ∫

d3td3z exp
(
−t2
)
exp

(

− ∆2

a2 + b2

)
1

|z| . (B.26)

The integral over d3t can be carried out now and yields
∫
d3t exp(−t2) = π3/2, which

leaves one more integration. Inserting ∆ again, yields

V (|r1 − r2|) =
ρ0,1ρ0,2
4πǫ0

π3/2 a3b3

(a2 + b2)3/2

∫

d3z exp

(

−(z+ r2)
2

a2 + b2

)
1

|z| . (B.27)

This integral is already known from section B.2 and yields:

∫

d3z exp

(

−(z+ r2)
2

a2 + b2

)
1

|z| = π3/2(a2 + b2)3/2
1

r2
erf

(
r2√

a2 + b2

)

. (B.28)

The interaction energy is then given by:

V (|r1 − r2|) =
1

4πǫ0
ρ0,1π

3/2a3
︸ ︷︷ ︸

q1

ρ0,2π
3/2b3

︸ ︷︷ ︸

q2

1

r2
erf

(
r2√

a2 + b2

)

. (B.29)

With equation (B.7) and r = r2 a similar result to section B.2 can be observed

V (r) =
q1q2
4πǫ0

1

r
erf

(
r√

a2 + b2

)

, (B.30)

with an effective width parameter d ⇔
√
a2 + b2 as the main difference.
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