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Zusammenfassung
In der vorliegenden Arbeit wird das Zusammenspiel zwischen Topologie, Unordnung und
Dissipation sowohl theoretisch als auch experimentell untersucht. Eingebettet in das Feld
der nicht-hermiteschen Physik werden eindimensionale Gittermodelle studiert, denen eine
Schrödingergleichung mit nicht-hermiteschem Hamiltonian zugrunde liegt. Diese Modelle
werden mittels der Ausbreitung von klassischen Lichtpulsen in gekoppelten Lichtleiter-
schleifen experimentell realisiert.
Zu Beginn wird der Einfluss stochastischer Dissipation auf die räumliche Ausbreitung der
Ein-Teilchen-Wellenfunktion untersucht. Neben der resultierenden spektralen Lokalisie-
rung wird eine neue und unerwartete räumliche Delokalisierung vorhergesagt und gemes-
sen. Im Anschluss wird ein topologischer Trichtermechanismus für Licht vorgestellt und
experimentell realisiert. Der Trichtermechanismus basiert auf nicht-hermitescher Topolo-
gie und aufgrund des topologischen Ursprungs ist der gewünschte Lichtfluss robust ge-
gen Unordnung. Abschließend wird die Vorhersage und Beobachtung eines topologischen
Dreifach-Phasenübergangs in einer Quasikristall-Gitterstruktur behandelt. Der beobach-
tete Dreifach-Phasenübergang betrifft die Topologie, die Lokalisierung der Energieeigenzu-
stände und den Energieaustausch mit der Umgebung und offenbart einen potenziell engen
Zusammenhang zwischen diesen zumeist als unabhängig erachteten Eigenschaften.

Abstract
In this thesis, the interplay between topology, disorder, and dissipation is investigated both
theoretically and experimentally. Embedded into the field of non-Hermitian physics, one-
dimensional lattice models are studied, which are governed by a Schrödinger equation with
a non-Hermitian Hamiltonian. These models are experimentally implemented by means of
classical light propagation in coupled optical fibre loops.
To begin with, the impact of stochastic dissipation on the spatial spreading of the single-
particle wavefunction is studied. Besides the resulting spectral localization, a novel and
unexpected spatial delocalization is predicted and measured. Afterwards, a topological
funnelling mechanism for light is presented and experimentally realized. The funnelling
mechanism is based on non-Hermitian topology and due to its topological origin, the
desired flow of light is robust against disorder. This thesis is concluded with the prediction
and observation of a topological triple phase transition in a photonic quasicrystal. The
triple phase transition involves the topology, the energy eigenstate localization, and the
energy exchange with the environment, indicating a potentially close relation between these
properties, which are commonly viewed as independent.
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1 Introduction

One of the fundamental axioms of quantum mechanics requires the Hamiltonian in the
Schrödinger equation of a closed system to be a self-adjoint operator, which is typically
represented by a Hermitian matrix. In contrast, in experiments one is always confronted
with a system that is to some extent coupled to its environment. The presence of such
dissipative processes is often considered a mere nuisance, whose theoretical treatment can
be technically involved [1].
This perception changed with the advent of non-Hermitian physics [2–4], where the influence
of the environment is captured by a non-unitary description of the considered subsystem,
associated with effective Hamiltonians that are non-Hermitian [5–7]. Under this approach,
intriguing properties of open quantum systems with far-reaching physical consequences
were identified, for instance, the occurrence of spectral singularities, so-called exceptional
points in parameter space [8–10], where two or more energy eigenvalues and their correspond-
ing eigenvectors coalesce. An important milestone in the physics of non-Hermitian systems
was the discovery by C.M. Bender and S. Boettcher [11] that a large class of non-Hermitian
Hamiltonians can exhibit entirely real spectra if they admit a combined parity-time (PT)
symmetry, which can be understood as a non-Hermitian generalisation of quantum mechan-
ics [12]. Non-Hermitian descriptions proved fruitful for a plethora of physical settings [2,4],
but especially in optics and photonics [10,13,14], where non-Hermitian systems, in particular
ones with PT symmetry [15], can be engineered in a controlled manner by judiciously incor-
porating optical gain and loss. As a result, deliberately shaping dissipation has become a
rewarding approach for obtaining physical properties with promising applications, such as
unidirectional invisibility [16], exceptional-point-enhanced sensing [17,18], or mode-selective
laser cavities [19,20].
The study of non-Hermitian systems is currently being further boosted due to its impli-
cations in the celebrated field of topological physics [3,21]. Topology in physics relies on
so-called topological invariants and their connection to observables [22–24]. The quantized
Hall conductivity, whose value is proportional to a topological invariant [25], is arguably
the most famous example for this relationship. Interest in topological physics surged fur-
ther when new topological phases of matter were discovered, also known as quantum spin
Hall systems or Z2 topological insulators, that do not break time-reversal symmetry, i.e.,
where external magnetic fields are not required. Since then, there have been intense ef-
forts to understand which different topological phases of matter exist in the presence of
various symmetries and in different dimensions, as well as to uncover what the ensuing
physical consequences are [26–29]. By identifying the essential ingredients for obtaining
topological phases, numerous applications beyond the original realm of electronic sys-
tems have been found, for instance in photonic and microwave platforms [30–34], mechanical
and acoustic systems [35,36], electric circuits [37,38], ultracold atomic gases [39,40] or based on
ocean waves [41]. The discovery of topologically protected phenomena, such as quantized
response properties and scatter-free surface states, which are universal to a wide range
of models, raises hopes that topological properties will facilitate new generations of de-
vices, for instance in electronics and photonics, which potentially offer new functionalities
while being more robust to imperfections. Inspired by the accomplishments of topological
and non-Hermitian physics, there is currently an intense line of research on the combined
field of non-Hermitian topological phases [3,21,42], not least because of the vision that non-
Hermiticity enriches the field of topology, as indicated by recent experiments reporting
novel topological states in dissipative settings [43–50].



2 1 Introduction

The aim of this thesis is to investigate non-Hermitian topological phenomena for which
fundamental open questions have not been theoretically or experimentally investigated yet.
In order to validate the various theoretical findings of this thesis experimentally, discrete-
time quantum walks are employed, because they may serve as a platform for a wide range
of non-Hermitian [16,51,52] and topological phenomena [53–59] while their dynamics can be
implemented efficiently via the propagation of light in coupled optical fibre loops, as done
in this thesis.
In a first step, the theoretical foundations for the description of non-unitary quantum
walks and their non-Hermitian Hamiltonians is provided, as well as their mapping onto
the propagation of light in coupled optical fibre loops. The mathematical framework further
covers basics of topology and Floquet theory, which lay the foundation for understanding
the unique features of topological systems facilitated by temporally periodic parameters.
The next chapter is dedicated to the first publication of this thesis, [W1], in which the
far-reaching physical consequences of stochastic dissipation, i.e., of random non-Hermitian
contributions in the Hamiltonian, are investigated. The presence of dissipation with a
certain degree of randomness should be relevant for a multitude of real systems. It is
shown theoretically and experimentally that the interplay of randomness and dissipation
leads to an unexpected breakdown of the correspondence between dynamical and spectral
localization. This correspondence is a hallmark of Hermitian systems with uncorrelated
disorder.
Based on the successfully established experimental control over the non-Hermiticity, in the
next chapter, the anomalous relationship between bulk and boundary physics, arising in
non-Hermitian systems, is studied. Being part of publication [W2], this involves a pho-
tonic implementation of so-called asymmetric (or non-reciprocal) coupling, which in turn
allowed to realize the novel concept of topological light funnelling. The funnelling further-
more demonstrates the onset of the so-called non-Hermitian skin effect, hence implying
the breakdown of the conventional (Hermitian) bulk-boundary correspondence. The ob-
served topological states are explained by considering the topology of the complex energy
spectrum, based on a non-Hermitian generalization of energy band gaps. Moreover, the
topological states show robustness to a certain amount of disorder until a non-Hermitian
delocalization-localization transition occurs, which is fully reflected in the experiments.
The following chapter is dedicated to publication [W3], which is the third and final one.
Here, the non-Hermitian topology of a PT symmetric quasicrystals with asymmetric inter-
site coupling is studied. Quasicrystals take on a special role in solid-state physics because
they lack translational symmetry but still exhibit distinguished diffraction patterns. In
the photonic quasicrystal, the interplay between aperiodic order, PT symmetry, and non-
Hermitian topology induces a triple phase transition, which is predicted and measured. The
term triple refers to the simultaneous occurrence of a topological phase transition, a PT
phase transition and a delocalization-localization phase transition. Moreover, the photonic
realization of aperiodic order gives rise to a Floquet version of Hofstadter’s butterfly, which
is observed within the Hermitian limit of the model.
The thesis ends with a conclusion, followed by a final chapter that contains the three
publications with their corresponding supplementary information (SI).



2 Fundamentals

In this chapter, the theoretical and experimental foundation for the forthcoming chapters is
presented. In a first step, the mathematical description of non-unitary quantum walks and
their non-Hermitian Hamiltonians is outlined, followed by an analysis in the framework of
Floquet-Bloch eigenstates. Afterwards, basic notions of topology in Hermitian and non-
Hermitian systems are discussed. The chapter is concluded by an introduction to the
experimental setup and an explanation on how the propagation of light pulses in coupled
optical fibre loops can emulate non-unitary quantum walks.

2.1 Non-unitary quantum walks

Quantum walks can be viewed as quantum analogues of classical random walks [60], which
evolve either in continuous time [61] or, as in this thesis, in discrete time steps [62]. A
discrete-time quantum walk is a succession of operators W acting on a quantum (walker)
state |Ψ⟩ ∈ H of a Hilbert space H such that the time evolution is determined by

|Ψ(m+ 1)⟩ =W |Ψ(m)⟩ , (2.1)

proceeding in discrete time steps m ∈ N, where |·⟩ refers to Dirac’s bra-ket notation [63].
Within the scope of this thesis, the walker moves in a discrete one-dimensional space
that is spanned by the basis states {|n⟩}n∈Z ∈ ℓ2 (Z), describing the positional sites n. In
addition, the walker features a spin-like coin degree of freedom at each positional site:
The corresponding Hilbert space is spanned by the basis states {|L⟩ , |R⟩} ∈ C2, which are
represented by left- and right-going paths in the experimental implementation. From here
on, the representation |L⟩ = (1, 0)⊤ and |R⟩ = (0, 1)⊤ is chosen.
The complete walker state therefore resides in the composite Hilbert space H = ℓ2 (Z)⊗C2

and it can be denoted as

|Ψ(m)⟩ =
∑︂
n∈Z

umn |n⟩ ⊗ |L⟩+ vmn |n⟩ ⊗ |R⟩ , (2.2)

with umn , vmn ∈ C describing the corresponding probability amplitudes. The time-evolution
operator W is built from a so-called coin-flip operator C, which is simply a transformation
of the coin state, and a subsequent spatial shift operator S such that

W = SC, (2.3)

with

C =
∑︂
n∈Z

|n⟩ ⟨n| ⊗ ˜︁Cn, S =
∑︂
n∈Z

(︃
|n− 1⟩ ⟨n| 0

0 |n+ 1⟩ ⟨n|

)︃
, (2.4)

and ˜︁Cn ∈ C2×2 being the local coin-flip at position n (Fig. 2.1). Within this thesis, ˜︁Cn will
have the general form

˜︁Cn =

(︃
Gm

u,ne
iϕm

u,n 0

0 Gm
v,ne

iϕm
v,n

)︃(︃
cos (βmn ) i sin (βmn )
i sin (βmn ) cos (βmn )

)︃
, (2.5)
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Figure 2.1 Quantum walk protocol: The action of the time-evolution operator
W = SC is visualized for a single time step starting with the initial state |Ψ(0)⟩ = |0⟩⊗|L⟩.
Applying the coin operator C changes the initial state to a superposition state comprising
|L⟩ and |R⟩. Here, a simple unitary coin with symmetric coupling βmn = π/4 has been
chosen in Eq. (2.5). Afterwards, the operator S shifts the |L⟩-state one site to the left and
the |R⟩-state to the right, respectively. For the sake of simplicity, the values of umn and vmn
are not shown.

with the on-site terms Gm
i,n ≡ Gi (m,n) ∈ R+ and ϕmi,n ≡ ϕi (m,n) ∈ [0, 2π) for the

internal state components i ∈ {u, v}, corresponding to an amplitude and phase modulation,
respectively, and inter-site coupling coefficients βmn ≡ β (m,n) ∈ [0, 2π).

The possibility of realizing non-unitary quantum walks W via the amplitude modula-
tion Gu,v ̸= 1 is at the heart of this thesis because it allows implementing non-Hermitian
Hamiltonians [2].

By additionally introducing temporal or spatial dependencies on the coin parameters in
Eq. (2.5), a wide variety of physical phenomena can be emulated, as explained in the
following chapters. For instance, breaking the spatial translation symmetry is one of the
cornerstones of this thesis since it is generally necessary for observing topological states,
or for implementing aperiodic or disordered structures. The use of temporally periodic
modulations will become clear in the light of Floquet theory, as explained in the next
section.

One can condense the time evolution of the quantum walk into the recursive equations

umn = Gm
u,n

(︁
cos (βmn )um−1

n+1 + i sin (βmn )vm−1
n+1

)︁
eiϕ

m
u,n , (2.6)

vmn = Gm
v,n

(︁
i sin (βmn )um−1

n−1 + cos (βmn )vm−1
n−1

)︁
eiϕ

m
v,n , (2.7)

which can readily be used to determine the amplitudes umn , vmn based on any initial distri-
bution. From the perspective of quantum mechanics, the fields |umn |2 and |vmn |2 may be
understood as the probabilities to measure the walker at time step m and position n in
the state |L⟩ or |R⟩, respectively, i.e., they result from the projective measurements

|umn |2 = |⟨n,L|Ψ(m)⟩|2 , |vmn |2 = |⟨n,R|Ψ(m)⟩|2 . (2.8)
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2.2 Floquet-Bloch analysis

The various evolution operators W discussed in this thesis exhibit periodic modulations in
time step m in the form

W =

{︄
W1, m even,
W2, m odd,

(2.9)

and thus the time-evolution can be analysed by virtue of Floquet theory [64]. The idea is
that several concepts and methods used for time-independent systems can be carried over
to time-periodic ones by describing the dynamics in the basis of the eigenstates of the
Floquet operator, which is here WF ≡ W2W1. If the system additionally exhibits discrete
spatial translation symmetry, one can obtain the corresponding eigenvalues and eigenstates
by using a combined Floquet-Bloch ansatz [16,65](︃

umn
vmn

)︃
=

(︃
Uθ,Q

Vθ,Q

)︃
eiQ

n
2 eiθ

m
2 , (2.10)

with the so-called quasienergy θ ∈ [−π, π) and quasimomentum Q ∈ [−π, π). The fac-
tors 1/2 account for the size of the unit cell, which, without further modulations, covers
two time steps and two positional sites (Fig. 2.2a). The ansatz can readily be adapted for
larger unit cells. In a crystal, momentum becomes quasimomentum due to discrete spatial
translational symmetry [66], and energy likewise becomes quasienergy due to the discrete
translation symmetry in time. Opposed to regular momentum and energy, θ and Q are
periodic, as is clear from Eq. (2.10). By applying the Floquet-Bloch ansatz, one obtains
the eigenvalue equation

WF (Q)

(︃
Uθ,Q

Vθ,Q

)︃
= eiθ

(︃
Uθ,Q

Vθ,Q

)︃
, (2.11)

where WF (Q) is in quasimomentum representation. Solving this eigenvalue problem yields
the band structure θ = θν (Q) as shown in Fig. 2.2b, with the band index ν labelling
each quasienergy band. The energy bands give important insights about the dynamics,
for instance the group velocity and dispersive broadening of wave packets, but also their
reaction to external forces via the notion of an effective mass [66]. Further, the existence of
band gaps, i.e., ranges of energies not covered by any band, plays a paramount role in the
band theory of insulators and is also a cornerstone of their topological classification [55,67].
In systems without spatial translation symmetry, such as ones with aperiodic order as
discussed in Chapter 5, the two-step temporal modulation still has a quasienergy spectrum
associated with it though the conventional notion of a band structure is not valid anymore
and hence the topological description must be modified.
A useful perspective for the theoretical description of these quantum walks opens up when
formally associating the Floquet operator WF with a stroboscopic simulation of a time-
independent effective Hamiltonian HF

[56,57] via

WF = e−iHF·∆T , (2.12)

where natural units are used here, i.e., ℏ = 1, and time is given is given in units of
the driving period, i.e., the time which two steps of the quantum walk take, and hence
∆T = 1. Based on Eq. (2.12), a time-periodic driving provides additional experimental
dials to emulate static Hamiltonians, which might would have been inaccessible otherwise.
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Figure 2.2 Floquet-Bloch quasienergy bands: a, As an example, a homogeneous
lattice with symmetric coupling has been chosen, i.e., Gu,v = 1, ϕu,v = 0 and β = π/4. In
this case, the spatio-temporal unit cell (red dashed square) covers two time steps and two
positional sites. The underlying graph structure (blue) features lattice sites (grey), which
are connected by local coin-flip operations at the vertices. The site amplitudes umn , vmn
have been labelled within the unit cell. b, The corresponding quasienergy band structure
is shown, which was obtained via the Floquet-Bloch ansatz, Eq.(2.10).

This approach has proven particularly fruitful for experimentally realizing non-trivial topo-
logical phases [34]. Novel temporal driving protocols are likewise devised in this thesis. In
passing, it should be noted that, in contrast to a truly static Hamiltonian, HF has the
previously discussed periodicity of quasienergy eigenvalues, which can potentially evoke
(topological) features reserved to driven systems [68–70].

In the case of a non-unitary time-evolution, HF becomes non-Hermitian, i.e., H†
F ̸= HF.

The † symbol corresponds to the joint operation of transposition and complex conjugation.
In contrast to the Hermitian case, the energy eigenvalues are generally complex, i.e., θ ∈ C.
Moreover, H†

F and HF do not necessarily share the same set of eigenstates anymore, and
thus one must distinguish between left and right eigenstates [4], which generally do not
form an orthonormal set with the standard inner product. Within the scope of this thesis,
in particular the occurrence of complex energy spectra will have a direct and far-reaching
impact on the dynamics and gives rise to novel topological objects, as discussed in the
following chapters.

2.3 Topology

The notion of band structures builds upon periodic and infinitely extended lattices, and
hence it seems impractical for predicting the behaviour at boundaries, which naturally
occur in real, and therefore finite-sized, systems. This perception changed with the advent
of topology in physics [25,26,71,72], which unveiled that bulk properties, i.e., properties of an
infinite and periodic lattice, allow deriving edge properties. To do so, one relies on so-
called topological invariants, which are quantized numbers, e.g., integers, that derive from
the topological properties of the bulk. Topological properties can have different physical
origins, and hence, there exist different topological invariants [25,73–77], which, for instance,
depend on the dimensionality of the system and the fulfilled or broken symmetries [78], or
whether the system is periodically driven [68].
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Figure 2.3 Quantum walk SSH model and its topology: a, The quantum walk
implementation of the SSH model is shown. The green and blue boxes stand for different
couplings β1 and β2 (top), giving rise to an effective Floquet SSH model (bottom). Grey
filled circles represent the lattice sites. The unit cell is indicated by the red dashed square.
b, The Zak phases of the Floquet SSH model are shown for different inter-site coupling
parameters β1 and β2. White areas correspond to vanishing Zak phases.

The topological invariants are related to physical observables, for instance through a so-
called bulk-boundary correspondence [23,53,79], which predicts the existence of topological
boundary states if two bulk systems with different topological invariants are joined.
Due to their topological origin, these states are robust to a wide range of perturbations and
therefore differ from ordinary bound states, which can appear whenever a system is per-
turbed locally. This robustness originates from the way a topological invariant is defined:
Two systems have the same topological invariant, i.e., they are in the same topological
phase, if and only if the underlying Hamiltonians are connected via continuous deforma-
tion while retaining certain key properties like an energy gap, crucial symmetries, and a
locality condition [67,79].
An archetypal example exhibiting non-trivial topological phases is the Su-Schrieffer-
Heeger (SSH) model, which describes a 1D chain of nearest-neighbour coupled sites
with two alternating couplings [80]. A Floquet implementation of the SSH model can be
realized via quantum walks [56–58,81], and it is also part of this thesis in Chapter 4. The
corresponding two-step Floquet operator reads

WF = SC (β1)SC (β2) , (2.13)

where C (βi) follows from Eq. (2.5) with ˜︁C = exp (iβiσx) with σx denoting the first Pauli
matrix. The model has no additional gain-loss or phase modulation, i.e., Gu,v = 1 and
ϕu,v = 0. The two-step modulation effectively translates to a linear chain of sites with two
alternating couplings, β1 and β2, as shown in Fig. 2.3a.
According to the topological classification of one-dimensional systems [55,67], a suitable in-
variant for this Hermitian system is the so-called Zak phase [75], which is defined as

Zν = i

∫︂ π

−π
ψ†
ν

∂

∂Q
ψνdQ, (2.14)

where ψν denote the non-degenerate eigenstates of HF = i logWF in the quasienergy
band ν. The Zak phases of the Floquet SSH model can be calculated to be either 0
or ±π [79,82], as displayed in the phase diagram in Fig. 2.3b. At the interface between two
subsystems with different Zak phases a topological interface state emerges [23,53,79]. The
topological description of non-Hermitian systems is discussed in Chapter 4 and 5.
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quantum walk, but requires much less components, because it is temporally encoded. Here,
the initial pulse splits up into two pulses, which return to the splitter with a time difference
of 2∆t. This delay corresponds to an arrival at two separated splitters as shown on the
right. The resulting interplay of temporal delays and multipath interference forms the time-
multiplexed quantum walk. The time step m corresponds to the number of roundtrips and
the positional site n is shifted due to relative delays; +1 for taking the long loop and −1
for taking the short loop.

2.4 Experimental methods

2.4.1 Time-multiplexing

The tremendous technological advances of the last decades have facilitated the observation
of quantum walks in a multitude of experimental settings, for instance, based on nuclear
magnetic resonances [83,84], trapped ions [85,86], atoms [87,88], or photonic systems [89–93].
The experiments in this thesis rely on a photonic implementation that utilises time as an
external degree of freedom [16,54,58,94,95]. The discussed quantum walks could in principle
be realized by the propagation of light in a network of optical beam splitters (Fig. 2.4a),
which can be understood by the following three observations:
First, left and right going paths represent the internal coin degree of freedom |L⟩ and
|R⟩. Second, each beam splitter is labelled by a tuple (m,n) where different time steps m
and positions n correspond to different rows and columns, respectively. Each beam splitter
contributes to the local coin-flip operation ˜︁C (m,n) in Eq. (2.5) via the splitting parameter
βmn and the additional amplitude and phase modulation. Third, the optical connections to
neighbouring beam splitters hence realize the desired spatial shifts induced by the opera-
tor S.
However, based on this scheme, large lattices are experimentally infeasible due to the huge
amount of components involved. To overcome this problem, an alternative implementation
is used, which still yields the same dynamics. By employing the so-called method of time-
multiplexing [96], only two loops of optical fibre are required, which are coupled by a single
beam splitter as visualized in Fig. 2.4b.
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Figure 2.5 Mapping of time-multiplexed data: The time-resolved photodetector
output voltage is shown for the first 25 roundtrips upon sending a single pulse into the
longer loop. The output voltages correspond to the light intensities in the short loop. By
averaging over the pulse plateau in individual time-bins n in roundtripm, one obtains |umn |2
from Eq. (2.7), up to a normalization given by the arbitrary unit, as later shown in Fig. 2.7.
The beam splitter was set to equal splitting, βmn = π/4, and no further modulations were
applied. A small fraction of the light was continuously coupled out to a photodetector and
optical losses were counterbalanced via amplification as explained in the following. For the
sake of simplicity, only data from the short loop is shown.

The time-multiplexing works as follows: Upon launching a light pulse into the optical
network and subsequently measuring the coin and position state after m roundtrips in
the loops, the distributions |umn |2 and |vmn |2 are obtained [96]. Measuring light in the short
or long loop determines the coin state, corresponding to the projective measurements in
Eq. (2.8). Here, each roundtrip maps onto a time step m, and taking the longer or shorter
loop additionally leads to a shift in position space n to the left or right, respectively, i.e.,
the position is encoded in relative time delays n ·∆t (see Fig. 2.5).

The time-multiplexing thus allows for an unambiguous assignment of a time step m and
position n to each pulse based on its overall propagation time mT+n∆t if the following two
conditions are fulfilled: First, the used pulse duration must be smaller than the time-bin of
a position state, ∆t, and second, the accumulated difference in delays between pulses must
not exceed the roundtrip time T . It follows that a time-resolved intensity measurement in
both optical fibre loops suffices to fully reconstruct |umn |2 and |vmn |2.
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Figure 2.6 Experimental setup: The optical setup consists of the signal generation
(grey) and the longer optical fibre loop (yellow), which is coupled to the shorter loop
(blue). The operating principle and all abbreviations are explained in this section.

2.4.2 Experimental setup

The employed experimental setup is based on previous works [16,59,94], and, within the scope
of this thesis, it has been systematically extended to access regimes that had been out for
reach before. The extended setup allows to change the coupling between the optical fibre
loops dynamically, as explained below. Moreover, an unprecedented control over optical
gain and loss is achieved while maintaining a high signal-to-noise ratio. These features form
the basis for realizing the topological interfaces and the non-Hermitian models presented
in this thesis.

The setup can be divided into three building blocks, which are marked by differently
coloured areas in Fig. 2.6. The grey area marks the pulse generation. Here a continuous
wave distributed-feedback laser is employed together with an external intensity modulation
via a Mach-Zehnder modulator (MZM) and an acousto-optical modulator (AOM). The
intensity modulators form a rectangular-shaped 50 ns pulse, which is then coupled into the
loop arrangement. This marks the beginning of the quantum walk and for its duration no
other light is injected.

The yellow area contains the loop with the roundtrip time T + ∆t, while the blue area
contains the shorter loop with roundtrip time T −∆t. The longer loop is dubbed v-loop
because it contains exclusively the pulse intensities |vmn |2 and, analogously, the shorter loop
is called u-loop.
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Figure 2.7 Experimental test: Theory (left) and measured pulse intensities (right) in
the shorter loop for over 120 roundtrips, which have been mapped on the (1+1)D lattice.
The result corresponds to |umn |2 from Eq. (2.7) up to a normalization to the maximum value
each roundtrip, which is given by the arbitrary unit. The beam splitter was set to equal
splitting, βmn = π/4, and no further modulations were applied. The experiment started by
sending a single pulse into the longer loop, i.e., v0n = δn,0. For the sake of simplicity, only
the data from the short loop is shown. Experimental data from publication [W1].

Light is exchanged between the loops via a variable beam splitter (VBS), whose coupling
ratio determines βmn in Eq. (2.5). As an example, switching between two different splitting
ratios every other roundtrip corresponds to the modulation in the Floquet SSH model in
Eq. (2.13). Additional beam splitters couple 50% of the light to photodetectors (PD) that
measure the pulse intensities in each roundtrip.
Spools of standard single mode fibre (SSMF) provide an overall roundtrip time of T ≈ 27 µs.
The difference in propagation time between the loops is 2∆t ≈ 100 ns. Erbium-doped fibre
amplifiers compensate the optical roundtrip losses, which also includes the light coupled out
for detection. The amplifiers are optically gain-clamped via an external laser signal, which
is added to the loops via wavelength-division multiplexing (WDM) couplers. Bandpass
filters (BPF) remove the gain-clamping signal and reduce optical noise induced by the
amplification process.
To modulate the phase and amplitude of the propagating pulses, further AOMs and a
phase modulator (PM) are employed, which determine Gm

u,n, G
m
v,n and ϕmu,n in Eq. (2.5),

respectively. Note, that no phase modulation is required in the v-loop, because in the dis-
cussed projects only the relative phase differences between interfering amplitudes matter.
The operating point of the AOMs is set to 50% transmission so that increasing or decreas-
ing the transmission will lead to an effective gain or loss, respectively. The 0th diffraction
order is aligned to the AOM outputs in order to an achieve amplitude modulation without
frequency shifts. A polarization beam splitter (PBS) and polarization controllers (PC) are
used to monitor and align the optical polarization. This alignment is required in front of
polarization-sensitive components like the MZM and the PM. Moreover, both loops have to
provide pulses with the same polarization state when combining them at the VBS because
otherwise the interference contrast decreases.
Arbitrary waveform generators drive the electro-optic devices and all lattice parameters are
determined by the designed electronic waveforms. The signals from the photodetectors are
amplified with logarithmic voltage amplifiers and afterwards sampled with an oscilloscope.
The acquired data is then mapped onto |umn |2 and |vmn |2 (Fig. 2.7).





3 Lattices under the influence of
stochastic dissipation

In this chapter, the impact of stochastic dissipation on single-particle wave dynamics in
one-dimensional lattices is investigated. The mathematical description relies on the anal-
ysis of the eigenstates and complex energy spectra of Hamiltonians with randomized non-
Hermitian contributions, i.e., non-Hermitian disorder. The theoretical predictions are ap-
plied to non-unitary photonic quantum walks and experimentally verified. Before turning
to the results of the corresponding publication [W1], this chapter starts with an intro-
duction to the phenomenon of Anderson localization, describing the impact of disorder in
Hermitian settings, followed by a summary of the current research on its non-Hermitian
extensions, which naturally leads to the case of stochastic dissipation discussed here.

3.1 Anderson localization

With the advent of quantum mechanics, physicists could finally understand why electrons
apparently do not scatter from ions that occupy regular lattice sites: Owing to their wave
characteristics, electrons diffract from the ideal crystal [97] and electrical resistance appears
due to scattering from crystal imperfections. However, in 1958, Philip Anderson made the
intriguing discovery that beyond a critical amount of such lattice disorder, conductivity is
not just reduced, but instead the previously metallic material can abruptly turn into an
insulator [98]. The underlying spatial localization of the single-particle electron wavefunc-
tion, also known as Anderson localization, is based on elementary wave interference be-
tween multiple-scattering paths and therefore applies not only to electrons in solids [99,100],
but also to electromagnetic waves [101–103], matter waves [104,105] and sound waves [106], for
instance. Anderson’s groundbreaking discovery revolutionized the understanding of disor-
dered media and after stimulating decades of studies [107], Anderson localization has found
applications in various areas of physics [108–116].
Anderson localization has also been predicted for discrete-time quantum walks [117–119] and
was observed in time-multiplexed, photonic settings [120,121]. Here, the on-site disorder
of the original tight-binding model [98] can be introduced by treating the on-site terms
ϕmu,n ∈ [−W,W ] in Eq. (2.5) for each site n as independent random variables, which
are drawn from the same uniform probability distribution, i.e., the disorder is spatially
uncorrelated. The maximal applied phase shift W is a measure of the disorder strength.
For non-zero disorder strength, all eigenstates of HF become exponentially localized in
space, which is a hallmark of Anderson localization, also dubbed spectral localization [122,123].
Their inverse localization lengths may be calculated from [124]

L−1
loc (θ) = − lim

N→∞

1

N
log

(︃
|ψθ (N)|
|ψθ (1)|

)︃
, (3.1)

with ψθ (n) denoting the Floquet eigenstates of HF with quasienergy eigenvalue θ. Here,
N → ∞ describes the so-called thermodynamic limit for the lattice with sites n = 1 . . . N ,
and |ψθ (1)| ̸= 0 is used for the amplitude normalization. The exponential localization of
all eigenstates can therefore be described by finding finite localization lengths Lloc < ∞
for all energies.
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Concomitant to the spectral localization is the so-called dynamical localization [122], which
implies that for any spatially localized wave packet all orders ν ∈ N of the statistical
moment Mν of its position operator, i.e.,

Mν (m) = E

⎡⎣∑︂
n∈N

⎛⎝|n|ν |umn |2 + |vmn |2∑︁
k∈N

(︂⃓⃓
umk

⃓⃓2
+
⃓⃓
vmk

⃓⃓2)︂
⎞⎠⎤⎦ , (3.2)

are uniformly bounded in time m. In the following, the expectation value E [·] is ap-
proximated by averaging over many random realizations of the disorder. The numerator
corresponds to the probability of finding a particle with wavefunction |Ψ(m)⟩ at position
n, in accordance with Eq.(2.8). The denominator corresponds to a normalization, which
can differ from the value 1 only in non-Hermitian settings, as the ones discussed in this
thesis. The moments Mν are related to the wave packet displacement from its origin n = 0,
and hence, dynamical localization is a strong form of describing the absence of diffusion.

A hallmark of the theory of Anderson localization in Hermitian systems with uncorrelated
disorder is the equivalence between spectral localization and dynamical localization: On
one hand, independently of disorder correlations, dynamical localization implies spectral
localization, as concluded from the Ruelle–Amrein–Georgescu–Enss (RAGE) theo-
rem [122,125], which relates the long-time behaviour of solutions of the Schrödinger equation
to the spectral properties of the corresponding self-adjoint Hamiltonian (see references
for a detailed discussion). On the other hand, under rather weak conditions [126], which
are always satisfied for uncorrelated disorder [123], spectral localization implies dynamical
localization [122,123]. Only in special cases of correlated disorder, for instance as in the
random dimer model [127], wave spreading might still occur in the presence of spectral
localization [126].

3.2 Localization in open quantum systems

Anderson’s theory relies on Hermitian Hamiltonians, i.e., it naturally assumes the conserva-
tion of energy and particle number within the system, even though real systems inevitably
exchange both with their environments. Since the phenomenon of Anderson localization
relies on long-range interference, one might intuitively expect that dissipation simply im-
pairs or destroys the localization. However, the interplay between disorder and dissipation
gives rise to much richer physics. A seminal example for this is Mott’s model of hopping
conductivity for disordered solids at low temperatures, where a phonon-assisted hopping
between the localized charge-carrier states facilitates the conductivity [128,129].
Recently, new light was shed on this subject by a number of works considering disordered
settings in which dissipation gives rise to new and unexpected phenomena [130–140], for
instance, a tunable localization of states [138] or the appearance of so called ‘Anderson
attractors’ [130,134]. Being a result of Chapter 4, the onset of dissipation in 1D disordered
systems can even induce a delocalization transition [132,133]. Moreover, systems with bulk
dissipation or with open boundaries were considered, showing that dissipation can impair
weak localization and open boundaries can lead to a position-dependent diffusion, where
the diffusion coefficient drops significantly as the position changes from the boundary to
the bulk [137,141–143]. In such settings, the interplay of dissipation and localization can also
facilitate anomalous transmission via so-called necklace states [140], i.e., highly transmitting
superpositions of overlapping localized eigenstates [144,145].
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In most of the previous works, the impact of adding dissipation to a disordered medium
was considered. However, studies in which the dissipation is not merely an addition, but
instead the source of the disorder, remain almost elusive. On the contrary, the case of
dissipation with a certain degree of randomness should be applicable to a variety of real
systems. Wave transport in structures with random absorption is for example found in
ultrasound and optical imaging techniques, especially those concerned with human tissue.
Considering a non-Hermitian Hamiltonian, the case of stochastic dissipation can be ob-
tained by transferring the random changes of the on-site terms in the original Anderson
model from the real to its imaginary part. Against all intuition, recent studies predicted
that such settings can also exhibit spectral localization as in the original model [131,135].
A direct experimental observation of this non-Hermitian spectral localization requires the
implementation of tunable stochastic dissipation in many large samples in which either
the spectrum or the time-evolution can be measured. Because of the implied technical
challenges, any experimental observations remained elusive so far.
In addition, it is still an open question whether the predicted non-Hermitian spectral
localization, induced by stochastic dissipation, also implies dynamical localization like
in the Hermitian case. The complex and stochastic nature of the energy eigenvalues in
systems with stochastic dissipation potentially breaks the correspondence, as explained
and observed in the following results.

3.3 Results

In this section, the results of publication [W1] are presented. This involves the first ex-
perimental observation of spectral localization induced by stochastic dissipation. In a first
step, a theory is developed, which predicts the onset of wave spreading in systems with
static, uncorrelated dissipation that is randomly distributed in a 1D space. This dynamical
delocalization is experimentally observed although the same experiments indicate that all
eigenstates are exponentially localized. The results imply the breakdown of the correspon-
dence between spectral and dynamical localization known from the Hermitian Anderson
model. Against all intuition, the stochastic dissipation is not only the origin of the spectral
localization, but it simultaneously causes the observed dynamical delocalization. Moreover,
within the scope of this thesis, the achieved experimental control over the disorder and non-
Hermitian contributions paves the road for the experiments on non-Hermitian topological
systems presented in the Chapter 4 and 5.

3.3.1 Mathematical description

In open quantum systems, the question arises of how transport or wave spreading may be
distinguished since the probability of finding the particle within the considered subspace
is not a conserved quantity anymore. While it is still possible to define an energy or
probability flux, it remains challenging to disentangle transport within the subsystem from
mere dissipation. For example, whereas in conservative systems dynamical delocalization
necessarily implies a continuous flow of energy or probability, this is not necessarily the case
for non-conservative systems, where delocalization can arise from a spatially non-uniform
distribution of eigenstate lifetimes, as discussed below. Another counter-intuitive effect
underlining the complexity of transport in open systems is the existence of an energy flow
among the occupied sites of localized eigenstates, even though their spatial distribution
does not change in time [146,147].
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Figure 3.1 Dynamical delocalization in lattices with stochastic dissipation: The
exponentially localized eigenstates are subject to dynamic population changes, which are
described by the presented theoretical model. As a starting point, one assumes that initially
an eigenstate with the decay rate Im (λ0) is dominant. Another eigenstate localized at
distance d and with decay rate Im (λd) > Im (λ0) becomes dominant after the time tchange,
which depends on the overlap between the states, i.e., on their localization lengths Lloc

and the distance d. Figure adapted from publication [W1].

In all following considerations, the position of an observer who has no a priori knowledge
about the initial state and dissipation is taken. This corresponds to the protocol applied
in single-photon experiments in the field of non-Hermitian photonics [48,148,149], where non-
detection events, for instance caused by dissipated photons, are not part of the statistics.
This post-selection can be expressed by a normalization of the total probability as in-
troduced in the denominator of Eq. (3.2). Consequently, changes of the population of
the eigenstates, which occur in exclusively in non-Hermitian systems, potentially lead to
dynamical delocalization even when all eigenstates are exponentially localized.

The following theory for the wave dynamics in systems with stochastic dissipation is based
on a time-independent 1D Hamiltonian whose on-site terms have randomized imaginary
parts. The discussed case of spatially uncorrelated disorder is achieved by treating the
dissipation for each site n as independent random variables that pertain to the same prob-
ability distribution. To begin with, a single-site excitation is considered. Further, it is
assumed that all eigenstates are exponentially localized. This assumption is supported
by recent theoretical works [131,135] and it will also be shown in the following experiments.
The population of the eigenstates is determined by the spatial overlap with the excita-
tion. The corresponding weight factors are proportional to exp (−d/Lloc), where d is the
distance between the states and Lloc the localization length of the localized state. Let ψj

denote an exponentially localized eigenstate with energy eigenvalue λj . The weight factor
belonging to eigenstate j is modified by a decay term exp (Im (λj) t) with an imaginary
part Im (λj) < 0 due to the dissipation. As a result of different decay rates, the relative
population of the eigenstates changes over time. For simplicity, it is assumed that at t = 0
mainly the eigenstate with eigenvalue λ0 is excited. In the thermodynamic limit there is
almost surely another state with a smaller decay rate Im (λd) > Im (λ0). Due to the re-
sulting change in population, this eigenstate will become dominant at a time tchange, which
is determined by

Im (λd) tchange −
d

Lloc
= Im (λ0) tchange. (3.3)
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At this point, the dominantly occupied eigenstate has changed from the excited state to
the one at distance d, as shown in Fig. 3.1. This line of reasoning implies the breakdown
of dynamical localization in spite of the spectral localization. To quantify the dynamical
delocalization, one can calculate the moments in Eq. (3.2) via

Mν (t) =
∑︂
n∈Z

|n|ν Pn (t) , (3.4)

where Pn (t) denotes the probability that the population maximum changes from site n = 0
to n after the time t. The decay rates Im (λj) follow a random distribution f (ρ) [131] and
the probability for a transition of the population maximum to a state with a decay rate
in the range (ρ, ρ+ dρ) is determined by the joint probabilities that all other states j ̸= n
are not dominant at time t, i.e.,

Im (λj) t−
|j|
Lloc

< ρt− |n|
Lloc

. (3.5)

The transition probability can therefore be calculated by

Pn (t) =

∞∫︂
|n|

tLloc

dρf (ρ)
∏︂
j ̸= n

ρ+
|j|−|n|
tLloc∫︂

−∞

dρf (ρ) . (3.6)

The product of the inner integrals gives the probability that all other states j ̸= n have
a decay rate smaller than ρ. The outer integral presents the probability that the state at
distance |n| has an eigenvalue ρ large enough to observe the transition at time t. This
derivation requires that the decay rates Im (λj) are independent stochastic variables that
belong to the same distribution f (ρ). This assumption is particularly valid as long as
the eigenstates extend only over a few sites, which is the case for strong uncorrelated
disorder [131]. Further, it is assumed that almost all eigenstates have the same localization
length Lloc.
Importantly, only few assumptions were used for the derivation of Eq. (3.6), and it should
therefore be applicable to a multitude of settings. In this vein, it is demonstrated in the
next sections that the developed theory applies well to the case of photonic discrete-time
quantum walks, where instead of a continuous time variable t, the evolution proceeds in
discrete time steps m.

3.3.2 Coexistence of dynamical delocalization and spectral localization

To efficiently capture the dynamical delocalization in one single quantity, the wave spread-
ing coefficient

s = lim
t→∞

d logM2 (t)

d log t
, (3.7)

is defined. It is a common measure for the wave spreading and based on the asymptotic
behaviour of the second spatial moment. For comparison, ballistic spreading is character-
ized by a coefficient of s = 2, whereas s = 1 describes diffusive spreading [149]. In contrast,
dynamical localization is characterized by a vanishing spreading coefficient s = 0.
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The case of stochastic dissipation is realized by treating the amplitude modulations Gm
u,n

and Gm
v,n in Eq. (2.5) as independent random variables for each site n. For the experiments,

the dissipation distribution

Gm
u,n = Gm

v,n = eγ , γ ∈ [−W,W ] , (3.8)

is used, which is uniform in the on-site decay (growth) rates γ. This distribution also
includes optical gain γ > 0 because it allows maintaining a high signal-to-noise ratio in the
experiments compared to a purely passive system. However, mathematically the presented
results do not depend on whether a purely passive system or a system with gain and
loss is chosen [131], because in the framework of classical wave propagation these systems
can be connected by a suitable gauge transformation, for instance represented by a global
(n independent) gain or loss term in each time step. A similar analogy is also used in
non-classical settings where systems with gain and loss can be emulated by purely passive
systems [148,150,151].
For a sufficiently large disorder strength W , all eigenstates extend over single sites only,
and in this case one can analytically derive the probability distribution of the decay rates

f (ρ) =

⎧⎪⎨⎪⎩
2W+ρ
4W 2 , −2W ≤ ρ ≤ 0
2W−ρ
4W 2 0 < ρ ≤ 2W

0 |ρ| > 2W

, (3.9)

which is a triangular distribution bounded by the minimal and maximal possible decay or
growth rate that can occur after two time steps, i.e., −2W and 2W , respectively. Two time
steps must be considered when solving the eigenvalue problem, because of the temporal
periodicity of the lattice, as explained in Section 2.2. When using the rescaled decay rate˜︁ρ = ρW/2 and time ˜︁t = tWLloc/2, the probabilities in Eq. (3.6) take the form

Pn

(︁˜︁t)︁ =
⎧⎨⎩0, |n| > ˜︁t∫︁ 1

|n|˜︁t d˜︁ρ (1− ˜︁ρ)∏︁|j|<(1−˜︁ρ)˜︁t+|n|
j ̸=n

(︃
1− 1

2

(︂
1− ˜︁ρ− |j|−|n|˜︁t

)︂2
)︃
, |n| < ˜︁t . (3.10)

This important result allows to derive the spreading coefficent s based on Eq. (3.4) and
Eq. (3.7) without knowledge of the localization length Lloc and the disorder strength W .
One obtains s→ 4/3, which agrees perfectly with the results obtained from the numerical
time-evolution of single-site excitations in the case of strong disorder W > 2 (see SI
of [W1]). Hence, the first objective, i.e., the prediction of the coexistence of spectral
localization and dynamical delocalization, is therefore achieved. In the next step, this
result is experimentally tested.

3.3.3 Photonic stochastic dissipation

To study the dynamics in disordered lattices experimentally, the light propagation in cou-
pled optical fibre loops is employed, as introduced in Chapter 2. For comparison, the
dynamics in two lattice types are monitored upon exciting a single site: First, a lattice
with Hermitian disorder, resembling the original Anderson model, and second, a lattice
with stochastic dissipation. The underlying quantum walk models and measured wave
dynamics are shown in Fig. 3.2. For the sake of simplicity, only the optical intensity distri-
bution |umn |2 is used from the experimental data because differences to the other fibre loop
are only on a local scale and vanish upon averaging, which was confirmed numerically.
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Figure 3.2 Experimental light propagation in disordered lattices: a, Two quantum
walk models of disordered (1+1)D lattices are shown. Different shades of green correspond
to different real on-site terms ϕmu,n, resembling the disorder of the original Anderson model.
Different arrow widths correspond to different dissipation strengths realized via the ampli-
tude modulation Eq. (3.8), which resembles the stochastic dissipation. The two disorder
types are not applied simultaneously. All models employ symmetrical coupling βmn = π/4.
b, The experimental data, |umn |2, shows Anderson localization in the case of Hermitian dis-
order (left, W = 0.7π). In contrast, the propagation in lattices with stochastic dissipation
(right, W = 0.19) indicates localized eigenstates whose population changes dynamically,
leading to dynamical delocalization. Figure adapted from publication [W1].

The lattice resembling the Hermitian Anderson model is realized by random changes in
the real part of the on-site terms. This is implemented by choosing ϕmu,n ∈ [−W,W ] with
W = 0.7π for each site n as independent random variables that pertain to the same uni-
form distribution, whereas Gm

u,n = Gm
v,n = 1. In agreement with previous works [120,121], all

spatial wave transport comes to complete halt, indicating that all eigenstates are exponen-
tially localized (Fig. 3.2). This is in sharp contrast to the propagation in a homogeneous
lattice without disorder, i.e., Gm

u,n = Gm
v,n = 1, ϕmu,n = 0, yielding ballistic spreading [149]

with all eigenstates extended (see Fig. 2.7 in Chapter 2).

The case of stochastic dissipation is realized by randomly distributing on-site gain and
loss as described by Eq. (3.8), with disorder strength W = 0.19. Importantly, no Her-
mitian disorder is required, i.e., ϕmu,n = 0. The experimental results in Fig. 3.2 show
that a single-site excitation localizes, which is in agreement with the predicted spectral
localization [131]. Nevertheless, transverse shifts of the dominantly occupied eigenstates are
observed as predicted by the developed theoretical model. The displayed wave propagation
differs drastically from the Hermitian case since it indicates dynamical delocalization de-
spite spectral localization. To further corroborate the coexistence of spectral localization
and dynamical delocalization, 40 lattices with different random realizations of stochastic
dissipation are realized. To evaluate the exponential localization of eigenstates, the result-
ing 40 intensity distributions |umn |2 are averaged at a large time step to approximate the
long-time behaviour. Before averaging, they are spatially shifted to share the same centre
to avoid the ambiguity of the positions of the populated eigenstates. The result in Fig. 3.3a
shows the exponential localization by a linear decay in the logarithmic scale.
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Figure 3.3 Coexistence of spectral localization and dynamical delocalization
through stochastic dissipation: a, Centred intensity distribution |umn |2 at time step
m = 110 and averaged over 40 lattices with different random realizations of dissipation.
The disorder strength is fixed at W = 0.19. The experimental data displays exponential
localization. b, Time evolution of the second moment M2 (m), based on the same 40 real-
izations. For a much larger number of disorder realizations, the numerical data converges
to the shown line for stochastic dissipation. The grey area displays ±1 s.d. of expected
statistical fluctuations arising from using only 40 disorder realizations. Figure adapted
from publication [W1].

To evaluate the dynamical delocalization, the second spatial moment M2 (m) is calculated
based on the acquired wave propagation in the 40 different lattices. The experimental data
shows dynamical delocalization comparable to a super-diffusive system as predicted by the
theory and despite the fact that the same data indicated that all eigenstates are localized
(Fig. 3.3b). Hence, the theoretically predicted breakdown of the correspondence between
spectral and dynamical localization is fully reflected in the experiments. A remarkable
result of the theory and experiments is that the stochastic dissipation is not only the source
of the spectral localization, but it simultaneously facilitates the dynamical delocalization.
The presented results raise questions about whether the dynamical delocalization, induced
by stochastic dissipation, prevails in lattices where the real parts of the potential are
also randomized. The developed theory implies that the stochastic dissipation would still
facilitate the dynamic changes in the eigenstate population that can lead to dynamical
delocalization. This is indeed observed in additional experiments that were performed
within the scope of this thesis (see SI of [W1]).

3.3.4 Relation to current research and outlook

In the original Anderson model, localization depends on the dimensionality of the consid-
ered space. In Hermitian 1D and 2D systems, Anderson localization occurs for arbitrary
disorder strengths W > 0, whereas in 3D there exists a non-zero threshold at which the
metal-insulator transition occurs. The presented results might suggest that lattices with
stochastic dissipation also exhibit thresholdless spectral localization in 1D and recent theo-
retical studies indicate the same in 2D [135]. However, the non-Hermitian system discussed
in the next chapter shows Anderson localization with a threshold, even though the un-
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derlying space is 1D, and this is expected to apply also to the case of non-Hermitian
disorder [21]. Moreover, Anderson localization with non-Hermitian disorder is also studied
in 3D systems [136,152], suggesting the existence of a localization transition similar to the
Hermitian case.
Future works could investigate a theoretical framework for also describing the regime of
weak disorder, i.e., where the assumptions of the developed theoretical model are poten-
tially invalid. Here, one would need to take into account the substantial overlap of the
eigenstates, which could then also capture the transition to the ballistic spreading of a
disorder-free lattice.
Beyond being in the interest of fundamental physics, the results potentially contribute to
turning stochastic dissipation into use, for instance when designing disordered (photonic)
materials with tailored optical properties and functionalities [102]. Extending the studies
into the realm of correlated disorder could facilitate new opportunities for creating mate-
rials that strongly scatter and absorb (or amplify) light at specific wavelengths or angular
distributions [W4]. Since the developed theoretical model is based on a general eigenstate
and eigenvalue analysis, the presented results can be applied in principle to numerous
platforms beyond photonics, such as matter waves, acoustic waves, and electrons.





4 Topological funnelling of light

In this chapter, the extreme sensitivity of the eigenvalue spectrum of certain non-Hermitian
Hamiltonians to their boundary conditions is utilized to realize the novel concept of topo-
logical light funnelling. In addition, its topological robustness against disorder is tested.
The corresponding topological description needs to incorporate non-Hermiticity and it
drastically differs from its Hermitian counterpart. Before turning to the results of publi-
cation [W2], the chapter starts with an introduction to the so-called non-Hermitian skin
effect, which describes their topological basis.

4.1 Breakdown of the bulk-boundary correspondence

When studying periodic systems, the approximation of an infinitely expanded setting is fre-
quently used, even though it is never fulfilled in any experiment. However, when compared
to the infinite setting, notable differences in the eigenstates and energy eigenvalues are
expected to occur only locally, i.e., close to boundaries. Consequently, the approximation
of an infinitely expanded setting can be justified if the system under investigation is large
enough. A prominent example for this is the topological boundary mode in the Hermitian
SSH model, which can appear at the boundary between two regions with different Zak
phases, as introduced in Section 2.3. Besides the appearance of this mode, the eigenmode
spectrum of the bulk does essentially not change when introducing a boundary.
Recent works [42,153–156] show that this common wisdom can fail in non-Hermitian systems,
where an asymmetric (non-reciprocal) inter-site coupling, i.e., |hij | ≠ |hji| is the source of
the non-Hermiticity in the matrix representation of the Hamiltonian, HF = (hij)

[21]. In
such systems, changing from periodic boundary conditions to open boundary conditions
can cause a dramatically non-perturbative localization of all bulk modes at the bound-
ary. This phenomenon is dubbed non-Hermitian skin effect [42] as it appears phenomeno-
logically similar to the skin effect known from electrodynamics, though with regard to
their physical origin the two effects are distinct. The prediction of the non-Hermitian
skin effect questions the validity of the bulk-boundary correspondence in non-Hermitian
systems [42,153–155,157,158] because the extreme sensitivity of bulk spectra to the boundaries
renders the notion of coexisting bulk and boundary properties invalid. However, despite the
extreme spectral sensitivity, the non-Hermitian skin effect has a topological origin [21,159],
and it is expected to be a topologically robust and generically observable phenomenon [160].

4.2 Non-Hermitian topology

Novel and topologically stable phenomena originate from non-Hermiticity, for instance,
the non-Hermitian skin effect [3,161]. These phenomena are related to two main obser-
vations that occur in the topological description of non-Hermitian systems: First, the
energy spectrum is generally complex, and hence the notion of energy band gaps must
be adapted [3,21,162]. It turns out that non-Hermitian systems host two complementary
types of energy gaps, point gaps [21] and line gaps [3], and both are associated with different
physical phenomena. The spectrum is defined to have a point (line) gap if and only if its
complex-energy bands do not cross a reference point (line), as shown later in Fig. 4.3.
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Second, one has to distinguish between left and right eigenstates, which are in general not
orthogonal. As a consequence, approaches relying on biorthogonal quantum mechanics
are employed to construct a bulk-boundary correspondence that remains valid for non-
Hermitian systems with a line gap [158]. In this context, it is emphasized that not all
non-Hermitian systems exhibit the breakdown of the conventional bulk-boundary corre-
spondence [3,21]. This was, for example, shown in experimental works [46,48,163,164], demon-
strating that for dissipative systems with broken or unbroken PT symmetry [165] it is pos-
sible derive topological invariants from the Bloch Hamiltonian that correctly predict the
existence of topological states.
A fruitful approach to account for these observations is to take into account the full complex
eigenvalue spectrum when deriving topological invariants [21]. This drastically differs from
the Hermitian case, where the topology is instead encoded in the geometrical properties of
the eigenstates but not in the shape of the energy spectrum [67]. In particular for the non-
Hermitian topological systems studied in this thesis, the employed topological invariant is
the winding of the energy eigenvalues in the complex plane

w =
1

2πi

∫︂ +π

−π
dk ∂k log det (H(k)− 1EB) , (4.1)

for an invertible Bloch Hamiltonian, i.e., detH(k) ̸= 0, with k denoting the Bloch mo-
mentum. The non-Hermitian topological objects which are characterized by a non-zero
spectral winding number are closed loops in the complex energy plane that encircle a base
energy EB ∈ C. The corresponding topological phases are distinguished by different inte-
ger values of the winding number and a transition between two distinct phases requires a
crossing of the base energy. The existence of such a base energy resembles a non-Hermitian
extension of the Hermitian band gap, i.e., the point gap mentioned above [3]. The topology
of the non-Hermitian skin effect is described by a point gap and it was predicted that,
like in the Hermitian case, systems with non-zero winding numbers can host topological
boundary states [21].

4.3 Results

In this section, the results of the publication [W2] are presented. This involves the first
experimental observation of the non-Hermitian skin effect in a photonic system and its
utilization for topological light funnelling. The topological funnelling is the observation
that any light field within the lattice, irrespective of its input position and spatial distri-
bution, travels toward a narrow funnelling region, which is represented by a topologically
non-trivial interface. To observe the non-Hermitian skin effect, a photonic implementation
of asymmetric coupling is developed. Moreover, being a hallmark of topological effects,
the robustness of the funnelling mechanism against disorder is tested.

4.3.1 Photonic coupling asymmetry

In the following, the two models shown in Fig. 4.1 are compared. The first model is the SSH
model, which is a chain of nearest-neighbour coupled lattice sites with alternating coupling
constants, as introduced in Section 2.3. The second model also features an alternating
coupling, however, it is non-Hermitian because every other coupling is asymmetric in the
sense that the hopping from one site to its neighbour differs from the hopping from its
neighbour back to itself.
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Figure 4.1 SSH model vs. non-Hermitian skin effect model: a, The SSH model con-
sists of a linear chain of nearest-neighbour coupled sites with alternating coupling strengths
c1 and c2. This Hermitian model with isotropic coupling is indicated by the dotted orange
ribbon. The mapping to the Floquet photonic lattice is shown below. Different shades
of orange represent different beam splitting ratios (coupling strengths), as discussed in
Section 2.3. b, The non-Hermitian skin effect model consists of a linear chain of nearest-
neighbour coupled sites with asymmetric coupling every other site, i.e., coupling strengths
c + δ in the left direction and c − δ in the right direction. In contrast to the SSH model,
the beam splitting ratio is not modulated. This asymmetric modulation is indicated by
the ribbon with angled green stripes. Due to the amplitude modulation given by Eq. (4.6),
the beam splitters in every second row can be translated to their asymmetric counterpart,
as indicated by green plus and minus signs that represent the gain-loss modulation. Figure
adapted from the publication [W2].

As shown later in this section, such asymmetric coupling can facilitate the non-Hermitian
skin effect on the basis of which the topological light funnelling will be demonstrated. In
this vein, in a first step an experimental scheme for implementing the coupling asymmetry
in a photonic setup is devised.
To do so, one starts with a minimal setup of two sites with asymmetric coupling. The
Hamiltonian of this setting has the form

H =

(︃
0 −c− δ

−c+ δ 0

)︃
, (4.2)

and yields the time evolution matrix

exp (−iHt) =

⎛⎝ cos
(︂
t
√
c2 − δ2

)︂
i(c+δ)√
c2−δ2

sin
(︂
t
√
c2 − δ2

)︂
i
√
c2−δ2

(c+δ) sin
(︂
t
√
c2 − δ2

)︂
cos

(︂
t
√
c2 − δ2

)︂ ⎞⎠ . (4.3)

This matrix can be written as

exp (−iHt) =

(︃
eρ/2 0

0 e−ρ/2

)︃(︃
cosβ i sinβ
i sinβ cosβ

)︃(︃
e−ρ/2 0

0 eρ/2

)︃
, (4.4)

with

β =
√︁
c2 − δ2, exp (ρ) =

c+ δ√
c2 − δ2

. (4.5)

This corresponds to a beam splitter operation with an additional amplification-attenuation
modulation before and after the splitting process.
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Figure 4.2 Eigenstates in the presence of an interface: a, Two SSH lattices are
interfaced. The inverted ribbon indicates the inverted coupling ratio, yielding different
topological phases at either side, as discussed in Section 2.3. b, The corresponding eigen-
modes ψu (n) pertaining to umn are shown for a lattice with 120 lattice sites. c, Two lattices
with asymmetric coupling are interfaced. The inverted ribbon indicates the inverted cou-
pling asymmetry δ → −δ, yielding different non-Hermitian topological phases, as discussed
below. d, The corresponding eigenmodes are plotted for a lattice with 120 lattice sites.
For the numerical calculation of the eigenmodes, periodic boundary conditions were used.
Figure adapted from the publication [W2].

Based on the coupled optical fibre loops, a photonic mesh lattice of those active beam
splitters is realized, as explained in Chapter 2 and visualized in Fig. 4.1. It should be noted
that by using a fibre-optical beam splitter in the experiments, the outputs are interchanged
compared to free-space optical beam splitter cubes [166]. The gain-loss modulation after the
beam splitter needs to be changed accordingly, and hence, one loop is always experiencing
amplification, while the other one is always experiencing attenuation. The resulting gain-
loss modulation in Eq. (2.5) for the photonic coupling asymmetry reads

Gm
u,n =

(︁
Gm

v,n

)︁−1
= exp

(︂ρ
2

)︂
, (4.6)

while ϕmu,n = ϕmv,n = 0. Interestingly, such a modulation also arose in the context of
PT-symmetric Bloch oscillations [52]. For the following theory and experiments, an ampli-
fication and attenuation strength of ρ = 0.33 is used.

4.3.2 Topological analysis

A topologically non-trivial interface can be introduced in the SSH lattice by inverting the
ratio c1/c2 for all sites after some position, as illustrated in Fig. 4.2a, where the inverted
ribbon indicates the inverted coupling ratio. As a result, a single state localizes at the
interface, which is well known as a topological mode [80]. All other states, however, remain
delocalized, which is in agreement with the common perception that in a Hermitian system
the bulk spectrum remains essentially unchanged.
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Figure 4.3 Topological invariant of the skin effect model: The quasienergy spectra
and the corresponding winding numbers, Eq. (4.7), are shown for the two different modu-
lations ±ρ, corresponding to the two ribbons with differently angled stripes. The winding
direction for Q ∈ (−π, π) is indicated by the arrows. Note that the bands in Eq. (4.8)
are already merged as the winding number takes into account the sum of the two bands,
θ = θ+ + θ−. Figure adapted from publication [W2].

The outcome is completely different when introducing an interface in the non-Hermitian
lattice with asymmetric coupling. A topologically non-trivial interface is created by re-
versing the direction of the coupling asymmetry at some position (Fig. 4.2c). As a result,
all eigenstates become exponentially localized at the interface (Fig. 4.2d), turning all for-
mer bulk states into boundary states, which is exactly the non-Hermitian skin effect. In
sharp contrast to the Hermitian case, even far away from the interface the spectrum is
greatly affected, indicating the breakdown of the conventional bulk-boundary correspon-
dence. This behaviour can be related to the topological properties of the underlying lattice
as follows: Based on the introduced topological invariant in Eq. (4.1), one can define a
winding number for the skin effect quantum walk model, which reads

w =
N∑︂
ν=1

1

2π

∫︂ π

−π
dQ arg (θν (Q)− θB) , (4.7)

where N is the total number of bands and θν (Q) are the corresponding quasienergies in
each band. The encircled base energy is denoted by θB = ±π and describes the spectral
degeneracy due to the underlying Floquet nature of the system. Upon using the Floquet-
Bloch ansatz, Eq. (2.10), one obtains the two complex energy bands

θ± (Q) = ± arccos
(︁
cos (Q− iρ) cos2 β − sin2 β

)︁
, (4.8)

whereas in the following the balanced beam splitting parameter βmn = β = π/4 is chosen.
The resulting spectral winding is shown in Fig. 4.3. One can see that the direction of the
coupling asymmetry determines the direction of the spectral winding. The two sides of
the non-Hermitian interface therefore possess different winding numbers, giving rise to a
continuum of topological interface states [21].
The non-Hermitian eigenstate collapse has profound implications for the dynamics: A
topological funnelling of waves is facilitated, as shown in the next section.
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Figure 4.4 Experimental light propagation in the presence of a topological
interface: a to c, The light intensity |umn |2 in the photonic lattice with the SSH modulation
is shown upon exciting a single site either directly at the interface (b) or to its left (a)
or right (c). d to f, The light propagation through the photonic lattice with the skin-
effect modulation is shown upon exciting a single site either directly at the interface (e)
or to its left (d) or right (f). The data represents the measured light intensity up to a
normalization to the maximum value in each roundtrip, which is given by the arbitrary
unit. Figure adapted from publication [W2].

4.3.3 Topological light funnelling

In the non-Hermitian lattice, all eigenstates are expected localize at the interface, whereas
in the SSH model, only one topological mode exists. To notably populate the topological
mode in the SSH model, one therefore requires an excitation directly at (or in very close
proximity to) the interface. However, in the non-Hermitian case, any excitation, irrespec-
tive of the input site, will propagate to the interface and localize there, which is exactly the
topological light funnelling. The goal of the following experiments is to test the predicted
topological eigenstate localization in lattices with asymmetric coupling via the resulting
funnelling mechanism and to compare it to the Hermitian case, i.e., the SSH model.

The experiments start with probing the wave dynamics in the SSH model. According to
Section 2.3, the topological interface is implemented by interchanging the beam splitting
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Figure 4.5 Topological robustness of the light funnelling: a, Experimental light
propagation |umn |2 in the light-funnel lattice, but with additional phase disorder W = 0.1π.
They grey line within the striped ribbons indicate that disorder is added, whereas a larger
amplitude stands for a larger disorder strength. The light funnelling persists, even though
the excitation is displaced to the left side of the interface. b, Same as in (a) but with
stronger phase disorder, W = 0.74π. As a result, the funnelling breaks down and the wave
dynamics show Anderson localization. c, Same as in (b) but without the asymmetric mod-
ulation, i.e., ρ = 0. The data represents the measured light intensity up to a normalization
to the maximum value each roundtrip, which is given by the arbitrary unit. Figure adapted
from publication [W2].

parameters β1 and β2 for all sites after some position. The composite lattice is excited
at three different positions: left from the interface (Fig. 4.4a), directly at the interface
(Fig. 4.4b), and right from the interface (Fig. 4.4c). Since the input does not perfectly
match the topological eigenstate at the interface, also extended states are excited, which
is clear from the corresponding spectrum (Fig. 4.2a). As a result, even when exciting at
the interface, extended states lead to a spreading of the wave packet.
This situation is drastically different in the non-Hermitian model. The topological interface
is realized by combining two lattices with inverted modulation with respect to the ampli-
fication and attenuation in Eq. (4.6). Here, any excitation results in a light flow that is
directed toward the interface. This means it does not matter whether one excites displaced
to the left from the interface (Fig. 4.4d), directly at the interface (Fig. 4.4e), or right from
the interface (Fig. 4.4f). This light funnelling is a manifestation of the non-Hermitian skin
effect, i.e., the eigenstate collapse at the interface shown in Fig. 4.2.

4.3.4 Robustness

To explore the robustness of the topological funnelling, disorder is applied to the real part
of the on-site terms. To this end, the on-site phase terms ϕmu,n are chosen as independent
random variables for each site n, which are drawn from the same uniform distribution
in the interval [−W,W ]. In the experiments, the phase terms are applied via a phase
modulator, as explained in Section 2.4. The experimental data shows that the topological
light funnelling survives a certain amount of disorder, W = 0.1π, since the light still
moves toward the interface (Fig. 4.5a). This demonstrates the topological robustness
of the non-Hermitian skin effect. However, for sufficiently strong disorder, for instance
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W = 0.74π, the light funnelling breaks down and Anderson localization is observed, i.e.,
the wave packet remains localized close to its origin (Fig. 4.5b). For comparison, the effect
of Anderson localization is also shown for the Hermitian limit of the model, ρ = 0, in
the case of strong disorder (Fig. 4.5c). The observed Anderson transition with a non-
zero disorder threshold is a manifestation of the celebrated localization transition in the
Hatano-Nelson model [132], which therefore becomes topological: Whereas for weak disorder
non-zero winding numbers are still possible, for strong disorder a topological transition
occurs and the winding vanishes [21].

4.3.5 Relation to current research and outlook

The non-Hermitian skin effect is meanwhile also realized via discrete-time quantum walks
of single photons [167], where instead non-Bloch topological invariants are used to establish
a non-Hermitian bulk-boundary correspondence. The non-Hermitian skin effect was re-
cently also observed in electric circuits [168], where the Hamiltonian is implemented by an
admittance matrix. Its Hermitian couplings originate from capacitive and inductive ele-
ments, whereas gain and loss are realized by operational amplifiers and serial resistances,
respectively. In the electric circuit, the non-Hermitian skin effect manifests as a local-
ization of all eigenstates of the admittance matrix upon changing from periodic to open
boundaries.
The non-Hermitian skin effect model appears to be quantum-Hall-like topological phase in
the sense that it does not require symmetry-protection [21]. However, recent works suggest
that there are also symmetry-protected non-Hermitian topological phases featuring a so-
called Z2 skin effect, which is protected by time-reversal symmetry [159].
In the perspective of technological directions it is an open task to identify more potential
applications and to employ them in new devices. For example, topological sensors based
on the non-Hermitian skin effect [169] could be advanced in future works. Another recent
proposal suggests selective and tunable excitations of laser modes with topological robust-
ness based on the non-Hermitian skin effect [170]. New devices might benefit from their
topological robustness and their extreme sensitivity due to the non-Hermitian skin effect,
or even from exotic features like self-healing of signals [171].
Another direction involves the investigation of the non-Hermitian skin effect in aperiodic
systems like quasicrystals, where the outcome of the interplay between aperiodic order,
Hermitian localization transitions, and the non-Hermitian skin effect remains an open
question, which is studied in Chapter 5.
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In this chapter, the interplay of aperiodic order, non-Hermitian topology and PT symmetry
is investigated. It is shown that a topological, energy and localization phase transition
can emerge from these ingredients, forming a triple phase transition. An experimental
demonstration is presented in non-Hermitian Floquet quasicrystals, which are emulated in
photonic discrete-time quantum walks. Before turning to the results of the corresponding
publication [W3], a brief introduction into PT symmetry and 1D quasicrystals is provided.

5.1 PT symmetry

A milestone in the physics of non-Hermitian systems was the discovery by C.M. Bender and
S. Boettcher [11] that a large class of non-Hermitian Hamiltonians can exhibit entirely real
spectra when they commute with the combined parity-time reversal (PT ) operator. This
statement was shown to hold not only for the PT operator, but instead any antiunitary
operator A satisfying A2k = 1 for some odd k can be used and it is therefore considered a
generalized PT operator [172]. A similar generalization is also described by the concept of
pseudo-Hermiticity [165]. The antiunitary operators can be represented in the form

A = UK, (5.1)

where U is a unitary operator (e.g., P ) and K is the complex conjugation (e.g., T ). Ful-
filling the commutation relation

[H,A] = 0 (5.2)

guarantees that the eigenvalues of a non-Hermitian Hamiltonian H exist in complex con-
jugate pairs, though it is not a sufficient condition to assure that all eigenvalues are real.
A completely real eigenvalue spectrum is guaranteed only in case of so-called unbroken
(or exact) PT symmetry, i.e., when all eigenstates of the Hamiltonian are also eigenstates
of the PT operator [165]. As a result, certain non-Hermitian Hamiltonians exhibit a sharp
symmetry-breaking transition: Once a certain system parameter exceeds a critical value,
the Hamiltonian and the PT operator no longer have the same set of eigenstates even
though the commutation relation remains unchanged. The eigenvalues of the Hamiltonian
then branch into complex conjugate pairs and cease to be all real. This is the case of
broken PT symmetry. Although in both PT phases the norm of the wavefunction can vary
in time, its time-average is conserved in the unbroken phase, while it can exponentially
grow in the broken phase [173]. This distinctive feature is used in the following experiments
to distinguish both phases.
Hamiltonians admitting PT symmetry are by now well established as an effective descrip-
tion of a multitude of dissipative systems and sparked numerous applications [2,13,14]. The
presence of PT symmetry has far reaching physical consequences also for topological sys-
tems. For instance, PT symmetry can prevent the existence of topological states [3,174]. This
is consistent with experiments observing topological states only in the case of broken PT
symmetry [163,164]. In contrast, other experiments demonstrate topological states protected
by PT symmetry [46], underlining the potential influence of non-Hermitian symmetries on
topology [3].
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5.2 Phase transitions in quasicrystals

In all previous chapters, either spatially periodic or completely disordered structures have
been discussed. However, materials can arrange themselves also in an intermediate phase,
called quasicrystals, where lattice sites fill space in an ordered but aperiodic (quasiperiodic)
way [175]. Quasicrystals have attracted much attention since their discovery was reported
in Dan Shechtmans Nobel Prize-winning work [176] and their intriguing physical properties
originate from their aperiodic order. A simple example for a 1D aperiodic sequence is

fτ,ϕ (n) = cos (2πnτ + ϕ) , (5.3)

which is a sampling, n ∈ N, with frequency νs that is applied to a cosine signal with
frequency ν, whereas their frequency ratio τ ≡ ν/νs must be an irrational number. In
this case, one says that the two frequencies are incommensurable, and the aperiodic order
results from the competition between the two length scales. The phase ϕ ∈ R denotes an
additional degree of freedom, which will be discussed below.
A paradigmatic model with aperiodic order in 1D is the Aubry–André-Harper (AAH)
model [177–179]. It consists of a linear chain of nearest-neighbour coupled sites and its Hamil-
tonian exhibits an additional spatial modulation of the on-site terms that is proportional
to fτ,ϕ (n), with n denoting the lattice sites. Although being one-dimensional, the AAH
model displays a delocalization-localization phase transition at a finite value of the modu-
lation amplitude [105,180]. Moreover, at the phase transition point, the energy spectrum is
governed by the Harper equation [178], which describes the motion of an electron on a 2D
square lattice that is subject to a perpendicular magnetic field and gives rise to the famous
Hofstadter butterfly energy spectrum [179]. This connection between the AAH model and
the 2D quantum Hall (Harper-Hofstadter) system has been experimentally tested and can
be explained in terms of the non-trivial topology of the AAH model, which is related to
the phase degree of freedom, ϕ, in Eq. (5.3) [32,181,182].
Recent works suggest that quasicrystals exhibit non-Hermitian topological phases [183–189].
For instance, by considering a PT symmetric extension of the AAH model, a localization-
delocalization transition is predicted to coincide with the PT symmetry breaking point, and
the phase transition encompasses two distinct topological phases [186]. The corresponding
topological invariant characterizes the spectral winding of the energy eigenvalues in the
complex plane, akin to Eq. (4.1) employed in Chapter 4, but it is adapted to be applicable
to quasicrystals, i.e., settings without spatial translation symmetry [21]. To this end, an
additional phase degree of freedom is employed, being conceptually similar to ϕ in Eq. (5.3).

5.3 Results

In this section, the results of the publication [W3] are presented. Based on 1D quantum
walks it is theoretically and experimentally shown that eigenstate localization, PT symme-
try breaking, and a non-Hermitian topological phase transition can be mutually interlinked
in a non-Hermitian Floquet quasicrystal. The model supports the non-Hermitian skin effect
with a non-trivial point gap topology, as introduced in Chapter 4. The topological phase
transition, the localization phase transition, and the spontaneous PT-symmetry breaking
coincide and thus form a topological triple phase transition. The transition is induced by
changing a single system parameter, which can be the strength of the nearest-neighbour
coupling or strength of the non-Hermiticity, both of which are connected in a phase tran-
sition equation. In the Hermitian limit, a Floquet version of the AAH model is obtained,
showing a Hofstadter butterfly quasienergy spectrum.
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Loss
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Phase

Figure 5.1 Non-Hermitian Floquet AAH model: A one-dimensional chain of sites
(top) is realized via a discrete-time quantum walk of light in a mesh lattice of beam splitters
(bottom) that is created by coupled optical fibre loops (see Chapter 2). The on-site phase
terms ϕmu,n and ϕmv,n (local value and sign correspond to amount and orientation of the
blue coloured fillings, respectively) form spatial phase gradients whose sign depends on
the hopping direction, thereby yielding the Hermitian Floquet AAH model. By adding
the gain-loss modulation from the non-Hermitian skin effect model (see Chapter 4), one
obtains the non-Hermitian Floquet AAH model. Figure adapted from publication [W3].

5.3.1 Non-Hermitian photonic quasicrystals

In a first step, a Floquet version of the AAH model is introduced, which is based on 1D
discrete-time quantum walks as defined by Eq. (2.5). In a second step, a non-Hermitian
skin effect modulation is included so that the model exhibits PT symmetry.
The starting point for the time-discrete AAH model is the introduction of on-site phase
terms

ϕmu,n = (−1)m
(︃
n+

1

2

)︃
πφ

2
, ϕmv,n = (−1)m+1

(︃
n− 1

2

)︃
πφ

2
, (5.4)

to a lattice with constant nearest-neighbour coupling βmn ≡ β, whereas φ is an irrational
number in order to be incommensurate to the spacing of lattice sites n = 1...N .
At the critical point of the original AAH model, the energy spectrum is governed by the
Harper equation [178] and in the corresponding model considered by Harper, the influence of
the magnetic field is captured by spatial phase gradients (Peierls phase) whose sign depends
on the hopping direction. This is reflected by the spatial gradients with opposite signs in the
on-site phase terms for the left- and right-moving components ϕmu,n and ϕmv,n, respectively.
An additional sign-flip in each time step m accounts for the sublattice structure of the
quantum walk and assures that equal phase terms are vertically aligned in the (1+1)D
lattice (see Fig. 5.1).
For the non-Hermitian extension, the amplitude modulation

Gm
u,n = exp (h) , Gm

v,n = exp (−h) , (5.5)

is added, and it resembles the non-Hermitian skin effect modulation, Eq. (4.6), with the
non-Hermiticity (gain-loss) parameter h ∈ R. By combining the quasiperiodic phase po-
tential in Eq. (5.4) with the non-Hermitian contribution in Eq. (5.5), the desired non-
Hermitian Floquet AAH model is formed.
In the following, the potential frequency is chosen to be the inverse of golden mean, i.e.,
the irrational number φ =

(︁√
5− 1

)︁
/2.
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Figure 5.2 Metal–insulator phase transition and Hofstadter butterfly in the
Floquet AAH model: a, The spatial spreading of the wavefunction is shown via the
second spatial moment, Eq. (3.2), after m = 200 time steps. The lattice was excited with
a single-site excitation. The grey area marks the tolerance region, which displays expected
deviations owing to limited accuracy in the lattice parameters (see Methods in [W3]). The
experimental data shows a dramatic spatial wave localization upon increasing the inter-
site coupling parameter beyond βc = π/4. This is exactly the predicted metal-insulator
phase transition, which also occurs in the original AAH model. b, At the transition point,
βc, the time-discrete Floquet analogue of the Hofstadter–Harper model emerges. The
quasienergies θ are retrieved from the propagation data after m = 380 time steps, by
evaluating the temporal Fourier transform (FT) of the site amplitudes (see SI of [W3]).
Here, |um0 | is retrieved from the intensity measurement. The lost phase information, which
are only ± signs due to symmetry, is supplied based on Eq. (2.5). The experiment was
conducted for 200 different phase gradients φ. Figure adapted from publication [W3].

5.3.2 Floquet Hofstadter butterfly

In the Hermitian limit, h = 0, the presented model displays a localization (metal-insulator)
phase transition when increasing the inter-site coupling beyond the critical point βc = π/4.
This follows from a numerical eigenstate analysis (see SI of [W3]), which shows that for
β < βc all eigenstates are extended, while for β < βc all eigenstates are exponentially local-
ized. Moreover, one finds that all eigenstates have the same localization length, Eq. (3.1),
which is a characteristic feature of the original AAH model, and its inverse γ is well ap-
proximated by

γ = log

(︃
1 +

1

cos (β)
− 1

cos (π/4)

)︃
. (5.6)

The value of the phase transition point, βc, can be derived rigorously by a self-duality ar-
gumentation (see SI of [W3]), similar to the one applied in the original AAH model [177,190].
Remarkably, at the phase transition point, the quasienergy spectrum forms a Floquet ver-
sion of the Harper–Hofstadter butterfly when displaying the possible energy levels over the
phase gradient φ [82]. The wording Floquet Hofstadfer butterfly is used because its fractal
structure arises from the two-step Floquet dynamics.
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Before turning to the non-Hermitian model, the Hermitian one is experimentally tested1:
The delocalization-localization phase transition and the Floquet Hofstadter butterfly are
reproduced well in the experimental data (see Fig. 5.2).
A natural question that arises for any experimental result is how the limited experimental
accuracy affects the implementation of an irrational phase gradient φ, because from a
theoretical point of view, the energy spectrum and localization properties strongly depend
on whether φ is rational or irrational. On one hand, one expects a smooth transition
of the energy spectrum when approaching the irrational frequency [179], for instance via
the rational quotients φ = liml→∞ pl/ql with pl being the sequence of Fibonacci numbers
and ql = pl+1. On the other hand, one has to consider that in any experiment one deals
with a finite number of lattice sites and a finite observation time T , which is here the
maximum number of time steps. Owing to the time-energy uncertainty, one cannot resolve
the spectral features observed (for example the fractal structure of Hofstadter’s butterfly)
with an arbitrarily high resolution when approaching the irrational φ. Within m = T time
steps one never probes more than L = T sites at the left and right sides from a single-
site excitation. Therefore, the experiment would effectively yield the same results for a
deviating gradient φ ± ∆φ when ∆φ is smaller than 1/T . The experimentally achieved
relative error for the phase modulation is better than 1% and such a deviation does not
significantly affect the results, as for instance displayed by the grey areas in Fig. 5.2 and
Fig. 5.3, which account for such deviations.

5.3.3 Topological triple phase transition

In the non-Hermitian case, h ̸= 0, the model exhibits a topological triple phase transition
(Fig. 5.3) at a critical point βmn = βc, which can be related to the critical gain-loss strength
h = hc by

hc = log

(︃
1 +

1

cos (βc)
− 1

cos (π/4)

)︃
, (5.7)

as explained below. One can clearly see that the derivation is based on the localization
lengths of the Hermitian model, Eq. (5.6). Upon applying the amplitude transformation

umn → umn e
−hn, vmn → vmn e

hn, (5.8)

one obtains the Hermitian case. Now suppose h is used as a control parameter. For h = 0,
one expects the metal-insulator transition at βc = π/4. Starting in the localized phase
β < βc, while slightly increasing h > 0, one obtains an asymmetric spatial localization of
modes, as is clear from Eq. (5.8). However, at the critical point h = γ, the exponential
increase of the amplitude counterbalances the exponential localization. Remarkably, all
eigenstates are affected because in the (Floquet) AAH model all eigenstates have the same
localization length. As a result, a metal-insulator phase transition is induced by changing
h beyond the value of the inverse localization length, which in turn depends on β. The non-
Hermitian phase transition equation suggests that the transition also occurs when changing
the coupling beyond a critical point βc (h) for a fixed coupling asymmetry strength h, which
will be verified in the following experiments (Fig. 5.3).

1In the experiments, the phase modulation in Eq. (5.4) is adapted to the form ϕm
n,v = 0 and

ϕm
n,u = (−1)m nπφ, which requires a phase modulation only in the shorter fibre loop. The adapted

modulation yields the same result because the lattice symmetry and the relative phases between both
loops are maintained, which was also verified numerically.
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Besides the localization transition, which is now situated at βc (h), a PT symmetry breaking
takes place at the same value, separating the PT broken phase (β < βc), which shows an
exponential growth of the overall energy, from the PT unbroken phase (β > βc), where the
energy exchange with the environment is on time-average balanced. The overall energy
is defined by

∑︁
n |umn |2 + |vmn |2, which in the experiments corresponds to the total light

intensity in both fibre loops. By applying a suitable change of basis, one can show that the
Floquet AAH model admits PT symmetry with P = σi and T = σiK, whereas σi denotes
one of the Pauli matrices and K complex conjugation (see SI of [W3]).

The third transition that occurs at βc is a topological one, in which the spectral winding of
the complex quasienergies changes. The corresponding winding number w for a lattice with
aperiodic order is defined as follows. For any rational approximation of the irrational phase
gradient, φl = pl/ql, the time-evolution operator admits spatial translation symmetry with
period L = 2ql. When considering the corresponding Bloch Hamiltonian with L sites
and periodic boundary conditions, one can define a topological winding number upon
introducing a magnetic flux [21], which adds to the phase modulation, Eq. (5.4), in the
form

ϕmu,n → ϕmu,n +
ϑ

2L
, ϕmv,n → ϕmv,n − ϑ

2L
, (5.9)

where ϑ is proportional to the magnitude of the magnetic flux. As a result, det (H (ϑ/L))
becomes 2π-periodic in ϑ and the corresponding spectral winding is given by [21,186,189]

w (h) = lim
L→∞

1

2πi

2π∫︂
0

∂

∂ϑ
log det

(︃
H

(︃
ϑ

L
, h

)︃
− 1θB

)︃
dϑ, (5.10)

which counts the number of times the complex spectral trajectory encircles a base point
quasienergy, here θB = 0, when the phase ϑ is varied from 0 to 2π.

In the last experiment, the three phase transitions are probed. To this end, the coupling β
is varied for the fixed gain-loss strength h = 0.12. According to the non-Hermitian phase
transition relation, Eq. (5.7), the critical coupling is βc = 1.1π/4, i.e., it is shifted away
from the symmetry point of the Hermitian model. The results in Fig. 5.3 show that the
system undergoes three phase transitions at the critical point βc. For β < βc, eigenstates
are spatially extended and the energy spectrum forms closed loops in the complex plane,
which are characterized by a non-zero winding number, and the PT symmetry is broken.
Conversely, for β > βc, all eigenstates become exponentially localized, PT symmetry is
unbroken and all eigenvalues become real, i.e., the energy gaps close and the winding
number vanishes.

To verify the change of the winding number, the wave propagation is considered (Fig. 5.4).
From the onset of the non-Hermitian skin effect, which is deduced from the biased transport
in the bulk as visible far away from the interface, one can infer a non-zero winding [191], as
numerically predicted (Fig. 5.3, top row). In contrast, the skin effect is suppressed in the
localized phase, from which one can deduce w = 0, i.e., a topologically trivial phase [21,191].
Moreover it was numerically verified that, as in the experiments, the light localization at
the interface occurs only if the adjacent media have different winding numbers, supporting
the potential existence of a non-Hermitian bulk–boundary correspondence in quasicrystals.

The overall results show that all three phase transitions coincide at βc = 1.1π/4, yielding
the predicted topological triple phase transition.
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Figure 5.3 Topological triple phase transition: Three phase transitions are arranged
row-wise. The left column corresponds to β = 0.89βc, whereas the right column corre-
sponds to β = 1.12βc. Top row: The system is topologically non-trivial owing to the
formation of point-energy gaps with non-zero winding (left). At βc the topological phase
changes, as the spectrum becomes real and the winding vanishes (right). Centre row: The
quasicrystal is in the broken PT phase (left), which is marked by an exponential growth,
of the overall energy

∑︁
n |umn |2 + |vmn |2 ∝ eλm in time m. At βc the system changes to the

unbroken PT phase (right), where the overall energy becomes on time-average constant.
Bottom row: The quasicrystal is in the delocalized phase (left), which is marked by the
monotonic increase of the second spatial moment M2 in time, Eq. (3.2). At the phase
transition point, all eigenstates become exponentially localized, which is indicated by the
extremely low second moment. All experiments start with a single-site excitation. The
grey areas mark the tolerance regions of expected deviations due to the limited accuracy
in the lattice parameters (see Methods in [W3]). Figure adapted from publication [W3].
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Figure 5.4 Topological and trivial interface: a, Light localization is observed at a
topological interface with β = 0.70βc on the left and β = 1.03βc on the right side of
the interface, respectively. The corresponding winding numbers w (β) are shown above.
b, Light does not localize at a topologically trivial interface with β = 0.70βc on the left
and β = 0.89βc on the right side of the interface, respectively. The data represents the
measured light intensity |umn |2 up to a normalization to the maximum value each roundtrip,
which is given by the arbitrary unit. Figure adapted from publication [W3].

5.3.4 Relation to current research and outlook

The results discussed in this chapter demonstrate the interconnectedness of non-Hermitian
topology, PT symmetry and localization in non-Hermitian Floquet quasicrystals. An-
other experimental work was published afterwards and demonstrated a similar connection
based on discrete-time quantum walks of single photons [192], whereas the propagation was
limited to ten time steps only. Further realizations with mode-locked lasers [193] or electric
circuits [183] have been proposed. Future works might investigate if and under which general
conditions topology, (PT) symmetry, and eigenstate localization are mutually interlinked,
as presented here. Inspired by the higher-dimensional topology of lower-dimensional qua-
sicrystals [175], it might be likewise possible to realize higher-dimensional non-Hermitian
topological phases in lower-dimensional non-Hermitian quasicrystals.
In the perspective of potential technical applications, the results could pave the way for
novel phase-change devices, in which not only edge and bulk transport but also the energy
and particle exchange with the environment (dissipation) can be controlled and predicted
by the topological phase and vice versa.
Regarding the Floquet version of the Harper-Hofstadter butterfly emerging in discrete-time
quantum walks, recent works have shown that the corresponding quasienergy spectrum can
indeed form a zero-measure Cantor set [194], which is a distinguished feature of the original
static model.
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In this thesis, the interplay between topology, disorder, and dissipation was investigated
based on a photonic implementation of one-dimensional discrete-time quantum walks.
Throughout this thesis, combinations of three major fields were discussed: Topology, the
influence of dissipation, and systems with disorder or aperiodic order. Firstly, the interplay
of disorder and dissipation was investigated, introducing a novel non-Hermitian eigenstate
localization in coexistence with dynamical delocalization. Secondly, a disorder-robust light-
guiding mechanism was presented, based on non-Hermitian topological phases. Thirdly,
all previous ingredients were combined to form a non-Hermitian topological system with
aperiodic order, where an interconnectedness of topology, eigenstate localization, and PT
symmetry was observed. In all three works, the combination of dissipation with concepts
from other fields of physics lead to surprising new results, which were observed in the
chosen experimental platform.
The first work investigated the impact of uncorrelated, stochastic dissipation on the single-
particle wave dynamics. It was shown that such disorder can lead to an exponential
localization of all eigenstates, as in the case of Anderson localization in Hermitian sys-
tems. However, in sharp contrast, the measured light distributions still showed a spatial
spreading as if the underlying eigenstates were extended, which is a novel non-Hermitian
phenomenon resulting from the stochastic distribution of lifetimes and the post-selection of
dissipated photons. This coexistence of spectral localization and dynamical delocalization
was theoretically described and experimentally demonstrated.
For the second project, topological phases exclusive to non-Hermitian systems were studied,
based on Hamiltonians with asymmetric coupling. The topological phases were described
by winding numbers of the energy eigenvalues in the complex plane, and by interfacing two
systems with different winding numbers, a topological funnelling of light was observed: All
eigenstates were localized at the interface, i.e., any light field that impinges the system is
guided toward the funnel opening, independently of the input shape and position. These
observations were markedly different from the presented results on the SSH model, which
is an archetypical model for Hermitian topology, where only one topological state emerges.
The robustness of the non-Hermitian topological light guiding was experimentally tested
and revealed that upon exceeding a critical disorder strength, Anderson localization is
observed. This result is a manifestation of the celebrated localization transition in the
Hatano-Nelson model, which therefore gained a topology-based interpretation.
The third project was dedicated to the topological phases of non-Hermitian quasicrystals,
with the starting point being a Floquet version of the Aubry-André-Harper model. It was
predicted that the interplay between the emergent non-Hermitian topology, aperiodic order,
and PT symmetry leads to the formation of a triple phase transition: The PT symmetry
induces a transition to an on time-average preserved light intensity, and it is mutually
interlinked with a topological one as the complex energy gap closed at the critical point.
Finally, a delocaliziation-localization transition, i.e., Anderson localization, occurred at the
same critical coupling parameter, which was shifted away from the self-dual point of the
Hermitian model owing to the asymmetric couplings. Moreover, in the Hermitian limit, a
novel Floquet version of Hofstadter’s butterfly was observed. The results demonstrated an
interconnectedness of non-Hermitian topology, bulk transport, and PT symmetry.
In the way of attaining the presented results, the coupled optical fibre loops have proven
to be a versatile experimental platform for studying non-Hermitian physics. Nevertheless,
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the single spatial dimension limits the range of accessible phenomena. Experimental works
have shown that the coupled optical fibre loops can be extended to emulate two or more
spatial dimensions [195,196], therefore being a promising platform also for higher-dimensional
phenomena. Moreover, a degree of freedom not used in this thesis is the accumulation of
nonlinear phase shifts due to optical self-phase modulation [81,197]. In combination with
the presented results, the experimental platform might pave the way toward emulating
dissipative systems with interactions, thereby accessing a whole new class of phenomena
that might also host non-Hermitian counterparts to the fractional quantum Hall states.
While the findings of this thesis extended the theoretical and experimental basis for the
study of the interplay of topology, disorder, and dissipation, they have also opened up
new questions. For instance, can non-Hermitian point-gap topology, bulk transport, and
non-Hermitian symmetries be united in a generalised concept? Will realistic devices based
on non-Hermitian point-gap topology outperform their Hermitian counterparts? Are there
novel anomalous Floquet non-Hermitian topological phases? This appears to be a fertile
ground for future investigations and discoveries.
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