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Dynamics of oxygen in coastal seas - the Baltic Sea example

Abstract

In this thesis, oxygen dynamics in the coastal seas is investigated utilizing the Baltic Sea as a prominent
example of a marine system severely affected by human impact, which led to the biggest hypoxic area
worldwide. Since the oxygen sources and especially sinks are difficult to measure, a regional coupled cir-
culation model (RCM) was applied to reconstruct oxygen sources and sinks in the central Baltic Sea on
the climatological time scale and to run a few sensitivity studies with reduced nutrient forcing. In addi-
tion, themultidecadal variability in the Baltic Sea’s salinity field is discussed. Conceptually, three different
topics are discussed.

The first topic is oxygen dynamics in the central Baltic Sea during the 71-year period (1948-2018) and
its ventilation by oxygen transported from the North Sea with the 29 biggest inflows during that time.
The overall trend of deoxygenation during that time was observed. It is accompanied by a shift in oxygen
consumption from the sediments to the water column. The effectiveness of the ventilation by inflows has
reduced dramatically, especially in the remote sub-basins, due to elevated oxygen consumption. However,
the processes triggered by inflowing oxygen did not change noticeably. It is mostly mineralization of de-
tritus. Mineralization of detritus in the sediments and nitrification in the water columnwere found to be
the biggest oxygen sinks.

The second topic dealswith thequestionofhowtheBaltic Seawould react to a reducednutrient forcing
and whether it can be returned to the anthropogenically unperturbed state. Two sensitivity experiments
with a reduced nutrient forcing (1st experiment with the Baltic Sea Action Plan Maximum Allowable
Input - BSAP MAI, and 2nd with halved BSAP MAI). Both simulations encompassed a 70-year period.
An overall improvement was observed in the case of both scenarios, especially in the remote sub-basin.
The oxygen consumption shifted back to the sediments, and upward advection of hydrogen sulfide ceased
in the remote sub-basins. It was found that the system could be returned to its unperturbed state (in this
case, the year 1948), but it happened within the next 71 years only under the more rigorous halved BSAP
MAI forcing.

The third topic is dedicated to the multidecadal salinity variations in the Baltic Sea. Conducting five
sensitivity experiments, it was found that the multidecadal variability of the salinity field is mainly con-
trolled by both the North Atlantic Oscillation (NAO) and the AtlanticMultidecadal Variability (AMV).
In addition, the positive feedback connectingmean salinity andMajorBaltic Inflows (MBIs)was observed.
When themean salinity is lower, theMBIs also transport less salt into the Baltic Sea (since the water trans-
ported out of the Baltic Sea is less saline), and vice versa.

In summary, the Baltic Sea has been rapidly deoxygenating since the 1970s. It is still possible to reverse
those changes, but it will take a long time.
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Dynamik des Sauerstoffs in Küstengewässern - das Beispiel der Ostsee

Zusammenfassung

In dieser Dissertation wird untersucht die Sauerstoffdynamik in den Küstengewässern unter
Verwendung der Ostsee als prominentes Beispiel für ein marines System, das schwerwiegend vom
menschlichen Einfluss betroffen ist und als Folge zur größten hypoxischen Zone weltweit wurde.
Da die Sauerstoffquellen und insbesondere die Senken schwer zu messen sind, wurde ein regionales,
gekoppeltes Ozeanmodell angewendet, um Sauerstoffquellen und -senken in der zentralen Ostsee
im klimatologischen Zeitrahmen zu rekonstruieren und einige Sensitivitätsstudien mit reduzierter
Nährstoffzufuhr durchzuführen. Darüber hinaus wird die multidekadische Variabilität des Salzgehalts
der Ostsee diskutiert. Konzeptionell konzentriert sich die Dissertation auf drei verschiedene Themen.

Das ersteThema ist die Sauerstoffdynamik inder zentralenOstseewährend eines 71-jährigenZeitraums
(1948-2018) und die dortige Belüftung durch Sauerstoff, der durch die 29 größten Einströme aus der
Nordsee in die Ostsee gelangt. Es wurde ein Trend der Sauerstoffabnahme beobachtet. Dies geht einher
mit einer Verschiebung des Sauerstoffverbrauchs von den Sedimenten in dieWassersäule. Die Effektivität
der Belüftung durch Einströme hat sich besonders in den entfernten Teilbecken aufgrund des erhöhten
Sauerstoffverbrauchs drastisch reduziert, jedoch sind die Prozesse, die durch einströmenden Sauerstoff
ausgelöst werden, größtenteils die gleichen (hauptsächlich Mineralisierung von Detritus). Es stellte sich
heraus, dass dieMineralisierung vonDetritus in den Sedimenten und dieNitrifikation in derWassersäule
die größten Sauerstoffsenken sind.

Das zweite Thema befasst sich mit der Frage, wie die Ostsee auf eine reduzierte Nährstoffzufuhr
reagieren würde und ob sie in ihren ”ursprünglichen Zustand” zurückversetzt werden kann. Es wurden
zwei Sensitivitätsexperimente mit reduzierter Nährstoffzufuhr durchgeführt (erstes Experiment mit
dem höchstzulässigen Eintrag nach dem Ostsee-Aktionsplan - BSAP und ein zweites mit halbiertem
höchstzulässigen Eintrag). Beide Simulationen umfassten einen Zeitraum von 70 Jahren. Es wurde ins-
gesamt eine Verbesserung beobachtet, insbesondere in entfernten Teilbecken. Der Sauerstoffverbrauch
verlagerte sich zurück in die Sedimente und der nach oben gerichtete Transport von Wasserstoffsulfid
in den entfernten Teilbecken hörte auf. Es wurde festgestellt, dass das System in seinen ursprünglichen
Zustand zurückversetzt werden kann, aber dies wird nur imFalle eines rigorosen Szenariosmit halbiertem
höchstzulässigen Nährstoffeintrag innerhalb des Simulationszeitraums geschehen.

Das dritte Thema widmet sich den multidekadischen Salzgehaltsvariationen in der Ostsee. Durch
die Durchführung von fünf Sensitivitätsexperimenten wurde festgestellt, dass die multidekadische Vari-
abilität des Salzgehalts hauptsächlich durch die Nordatlantische Oszillation (NAO) und die Atlantische
Multidekadische-Variabilität (AMV) gesteuert wird. Darüber hinaus wurde eine positive Rückkopplung
zwischen demmittleren Salzgehalt und denHaupteinströmen in dieOstsee (Major Baltic Inflows -MBIs)
beobachtet. Wenn der mittlere Salzgehalt niedriger ist, transportieren auch die MBIs weniger Salz in die
Ostsee (da das aus der Ostsee transportierte Wasser weniger salzhaltig ist) und umgekehrt.

Zusammenfassend hat sich der Sauerstoffgehalt in der Ostsee seit den 1970er Jahren rapide verringert.
Es ist immer noch möglich, diese Veränderungen umzukehren und in den ”ursprünglichen Zustand”
zurückzukehren, aber es wird lange dauern.
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1
Introduction

Oxygen is fundamental for biodiversity and chemical processes in terrestrial and marine ecosystems on
Earth (Limburg et al., 2020). While terrestrial organisms can efficiently take up oxygen from the atmo-
sphere, most marine species use dissolved oxygen (DO) to support their metabolic activity. However,
the amount of DO may be limited, promoting the development of oxygen minimum zones (OMZs)
or hypoxic zones in the water. The terminology used in oceanography is drawn from medical sciences
(Van Liere and Stickney, 1964; Barach, 1950). Hypoxia is defined as oxygen concentration below an arbi-
trary threshold (in oceanography, it is usually 2 ml O2/l, which is used in this thesis, or 2 mg O2/l), and
anoxia – as the absence of oxygen (Roman et al., 2019; Conley et al., 2002b; Sarmiento et al., 1988). Both
hypoxia and anoxia have been capturing oceanographers’ attention for decades.

Many scientists are concerned about the expansion of OMZs. “The Ocean is Losing its Breath” is
the title of the bulletin published by IOP-UNESCO (Intergovernmental Oceanographic Commission of
UNESCO) in 2018 (Breitburg et al., 2018a). Indeed, numerous studies reported a decline in oxygen in
theWorldOcean (e.g., Diaz andRosenberg, 2008; Breitburg et al., 2018b;Watson, 2016). More precisely,
according to Schmidtko et al. (2017), the World Ocean’s oxygen content has decreased by 4.8 ± 2.1 peta-
moles (1015 moles) since 1960. If the negative trend continues, the following expansion of the hypoxic
and anoxic zones may significantly affect the nutrient cycle andWorld Ocean’s productivity (Altieri et al.,
2021; Falkowski et al., 2011; Limburg and Casini, 2018; Laffoley and Baxter, 2019). Figure 1.1 illustrates
the problem of OMZs expansion.

Figure 1.1 shows two distinct types of marine systems affected by hypoxia. The first type is represented
by open ocean areas where hypoxia occurs at the intermediate depths (from 100 to 500m) (Paulmier and
Ruiz-Pino, 2009). Those areas are bound to the highly productive upwelling systems (off the coast of
Peru, California, Namibia, etc.) (Escribano et al., 2009;Mullins et al., 1985; Glessmer et al., 2009) and in
the IndianOcean, where they are connected to the seasonal monsoon circulation (McCreary et al., 2013).
The second type consists of the coastal systemsworldwide. These include theChesapeake Bay, theNorth-
ern Gulf of Mexico, the Gulf of St. Lawrence in North America, the Black Sea, the Baltic Sea, the East
China Sea in Eurasia, etc. They are strongly heterogeneous in physical and geographical properties, as
summarized in Fennel andTesta (2019). In shallow systemswith pronounced tidal dynamics (e.g., Chesa-
peake Bay), the hypoxic zone is spatially limited and not permanent in time (usually establishes in spring
as a result of the enhanced pycnocline and disappears in autumn due to enhanced mixing) (Zhou et al.,
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Figure 1.1: Global map of OMZs at 300 m of depth (blue‐shaded areas) and the coastal sites where anthropogenic nutrient input has
exacerbated or caused the oxygen decline down to less than 2 mg/l (red dots). Data downloaded from the World Ocean Atlas 2009. From
Breitburg et al. (2018b). Reprinted with permission from the American Association for the Advancement of Science (AAAS).

2014; Testa and Kemp, 2014; Li et al., 2016). During summer, hypoxia can be interrupted by a strong
storm but is quickly reestablished afterward (Testa et al., 2017). In the deeper highly stratified marine
systems (e.g., the Baltic Sea), hypoxia is permanent in deep basins due to the lack of vertical exchange with
the upper oxygenated layer (Carstensen et al., 2014) and intermittently occurs in shallow areas when the
water column is stratified as a result of calm and warm weather (Conley et al., 2011).

Although all systems suffering from expanding hypoxia are usually naturally prone to it (Fennel and
Testa, 2019; Conley et al., 2009), they all react to the same anthropogenic drivers, namely climate change
and elevated nutrient loads from agriculture and sewage. Meier et al. (2011) proposed several critical
mechanisms through which global warming impacts hypoxia. The first mechanism is bound with rising
temperatures, causing a decrease in oxygen solubility. Many studies reported positive water temperature
trends on regional and global scales (e.g., Levitus et al., 2000; Stramska and Białogrodzka, 2015; Amos
et al., 2013; Shaltout and Omstedt, 2014). Belkin (2009) observed accelerated warming in European and
East Asian seas between 1982 and 2006. Some studies are considering the impact of increasing water tem-
peratures on hypoxia. For instance, Pezner et al. (2023) studied the response of coral reefs worldwide to
the projected changes in water temperatures. They found a significant increase in both duration and in-
tensity of hypoxia, threatening biodiversity and ecosystem functioning. Whitney (2022) demonstrated
significant declines in oxygen uptake capacity due to climate change. The effect was particularly notice-
able in temperate regions of the Northern Hemisphere, where many hypoxia-prone marine systems are
situated. The second crucial mechanism, as outlined by Meier et al. (2011); Yindong et al. (2021) (in-
vestigated freshwater lake), Sanz-Lázaro et al. (2015), and Voss et al. (2013), involves a change in the
intensity of biochemical processes occurring within ecosystems. Biological activity of living organisms,
which includes mineralization and respiration, is roughly described by a Q10 function, which tells that
the rates of biological processes would increase two times per every 10◦C increase in temperature (Wu
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et al., 2021). That means elevated mineralization of organic matter (OM) and respiration of marine or-
ganisms inwarmer climate. Börgel et al. (2023) demonstrated that during theMedieval ClimateAnomaly
(MCA), higher rates of OMmineralization in the Baltic Sea’s sediments led to a significant expansion of
hypoxia in the Baltic Sea, compared to the Little Ice Age (LIA), where the temperatures were lower. An-
other climate change-related mechanism that might affect oxygen dynamics in the future climate is pycn-
ocline strengthening due to awarmer upper layer (Li et al., 2020; Capotondi et al., 2012). It decouples the
surface and deep ocean layers, limiting the vertical oxygen transport therefore contributing to hypoxia de-
velopment (Couespel et al., 2019). All listed mechanisms collectively contribute to the spread of hypoxia
under future climate projections.

Another factor in hypoxia formation is nutrient input from land, which has noticeably increased dur-
ing the 20th century (Beusen et al., 2016). Despite the undeniable role of climate change in hypoxia ex-
pansion, the effects of elevated nutrient input from landmay dominate, especially in the near future (e.g.,
Meier et al. (2019a) for the Baltic Sea). Nutrient supply promotes extensive phytoplankton growth. The
dead organisms consequently sink in the water column as OM (or detritus), where they are mineralized
by bacteria back to inorganic nutrients. Mineralization requires oxygen, so it forms an oxygen demand.
Therefore, studying the effects of different nutrient reduction policies being applied to variousmarine sys-
tems worldwide (e.g., Artioli et al. (2008) for European seas) is as crucial as experiments involving climate
change.

To be able to predict and, eventually, tackle the problem of hypoxia expansion in a certain marine
system, its oxygen dynamics, i.e. a set of complex biochemical (e.g., mineralization, respiration, and pho-
tosynthesis) and physical (e.g., advection and diffusion) processes, have to be quantified. It requires nu-
merical experiments with coupled hydrodynamical-biogeochemical models since many processes cannot
be measured directly (e.g., mineralization of OM) (e.g., Williams and Askew, 1968), making the measure-
ments both spatially and temporally scarce. The study of Jin et al. (2007) serves as an example of that
approach applied to the entire World Ocean. However, the Global Circulation Models (GCMs) do not
resolve some critical coastal marine systems correctly (for example, the Baltic Sea or the Chesapeake Bay)
due to their complex coastline and bathymetry features and coarse resolution in atmospheric forcing (Ye
et al., 2018; Jakobsson et al., 2019). Therefore, theRegional CirculationModels (RCMs)were developed
to properly investigate the oxygen dynamics of the regional marine systems. Studies of the regional ma-
rine systems are very important since they are mostly affected by anthropogenic pressure (Korpinen et al.,
2021), and, at the same time, coastal communities are highly dependent on them Lazarus et al. (2016).

This thesis is focused on the semi-enclosed Baltic Sea – amarginal sea located inNorthern Europewith
one of the largest man-made hypoxic areas in the world. Despite substantial progress in understanding its
oxygen dynamics, it was recently set as one of the primary objectives for future research within the Baltic
Sea community (Kuliński et al., 2022). One of the most prominent questions is how the composition of
the oxygen sources and sinks altered during the major deoxygenation of the Baltic Sea and what would
happen with oxygen sources and sinks when the nutrient forcing is reduced. Is there any way back to the
past pre-anthropogenic state, orwill the hysteresis effectmake the required effort unbearable for the Baltic
Sea nations? Another question is related to the Baltic Sea inflows – a natural mechanism ventilating its
deep waters. Are they getting less effective? How is the O2 that is introduced by an inflow, consumed in
the Baltic Sea?

In the following, these questions are answeredwith these studies: Naumov et al. (2023b), referred to as
the ventilation paper, Naumov et al. (2023a), referred to as the sensitivity paper, and Meier et al. (2023),
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referred to as the variability paper. In the ventilation paper, the dynamics of O2 and H2S sources and
sinks in the central Baltic Sea below the halocline are investigated on a climatological timescale (from
1948 to 2018) utilizing a regional coupledmodel. In the sensitivity paper, the two sensitivity experiments
with reduced nutrient inputs were carried out to estimate the system’s response to it. The Baltic Sea’s
ventilation by the inflows from 1948 to 2018 and their internal variability in general are also covered in
the ventilation and variability papers. In addition, the model validation, i.e. comparing the model with
observational and reanalysis data, is performed and discussed in the ventilation and variability papers.

The thesis is structured as follows. In Section 2, the main physical and biogeochemical features of the
Baltic Sea are discussed. Section 3 presents material andmethods applied in all three studies. In Section 4,
the main results of the three studies are demonstrated. In the last Section (Section 5), the results are
discussed, and the main conclusions are formulated.
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2
The Baltic Sea

The Baltic Sea (BS) is a semi-enclosed sea located in the temperate latitudes of the NorthernHemisphere.
Its restricted connection to the open ocean makes it highly sensitive to external forcing (Pedersen, 1982)
to such an extent that Stigebrandt and Gustafsson (2003) describe the BS’s state as a result of external
forcing. The BS’s bathymetry, catchment area, and location of the main monitoring stations are shown
in Figure 2.1. This Section provides an overview of the BS’s physical (Section 2.1) and biogeochemical
(Section 2.2) properties and features, making it a unique coastal marine system. Section 2.2 also describes
the processes governing the O2 and H2S dynamics of the BS.

2.1 Physical properties

2.1.1 Climate

Since the BS and its catchment area are located in a temperate climate, meteorological parameters and
sea surface temperature (SST) exhibit strong intra-annual variations. Based on the ERA5 reanalysis data
(Hersbach et al., 2020, 2023) averaged from 1940 to 2022 over the BS and its catchment area (Klemeshev
et al., 2017), surface air temperature varies from approximately -6 ◦C (January) tomore than 16 ◦C (July).
The negative temperatures persist during the 3wintermonths (December, January, February) andMarch.
Energy and water balances are defined as the right-hand sides of the energy (2.1) and water budgets (2.2)
equations: EB = Rnet + SF + LF (2.1)WB = P − E (2.2)EB [Wt m−2] and WB [mm day−1] stand for water and energy balances, respectively. When they
are negative, the unit area is losing energy/water. Rnet, SF, and LF are net radiation at the surface, and
sensible and latent heat fluxes, respectively (positive fluxes are downward). P and E represent evaporation
and total precipitation.

They also exhibit intra-annual variability governed by variations in radiation forcing. Figure 2.2 shows
the spatial distribution (Panels C, D) and seasonal cycles (Panels A, B) of water end energy balances over
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Figure 2.1: Bathymetry of the BS (color‐shaded area), its catchment area (light grey area), and the location of selected monitoring stations
(white dots). The color bar is limited to a depth of 250 meters (Meier et al., 2023).

the BS and its catchment area according to the ERA5 data. It is visible that the water balance is only
positive, which indicates the deposition of precipitated water later discharging into the BSwith rivers and
groundwaters. The smallest values are observed in the central part of the BS,where precipitation is almost
balanced by evaporation. The lowest difference between mean E and P is observed fromMay to July due
to the high values of E during the summer. The energy balance is evenly distributed over land with 2-3Wt m−2 values. Over the sea, the gradients aremuch stronger due to themore variable latent and sensible
fluxes identified by Kniebusch et al. (2019a) as the main drivers of SST changes across the main part of
the BS. As for the variability within the year, the energy balance is positive from March to September
following the increase of incoming shortwave solar radiation. The findings based on the ERA5 data are
in good agreement with the observational-based study (Lindau, 2002).

The BS is characterized by strong natural variability (MarkusMeier et al., 2021). A pronounced period-
icity with a period of 30 years was observed in many parameters of the BS (Radtke et al., 2020; Medvedev
and Kulikov, 2019; Kniebusch et al., 2019b). In many studies (e.g., Johansson et al., 2001; Rutgersson

6



Figure 2.2: The seasonal cycle of water and energy balances and their components (A, B) and the spatial distribution of water and energy
balances over the BS and its catchment area (C, D).

et al., 2014; Kniebusch et al., 2019a), this internal variability was attributed to theNorth Atlantic Oscilla-
tion (NAO) - a climate pattern defined as either the difference between sea level pressure in certain stations
in the Iceland and Azores regions or as the first empirical orthogonal function (EOF) of the sea-level pres-
sure field in the North Atlantic (Pokorná and Huth, 2015). The NAO affects atmospheric circulation,
determining climate at the interannual timescale on both sides of the North Atlantic (Trigo et al., 2002;
Bonsal et al., 2001; Pociask-Karteczka, 2006). Börgel et al. (2020) found that the Atlantic Multidecadal
Variability (AMV), defined as the SST anomaly in theNorthAtlantic, interacts with theNAOby shifting
its centers of action and consequently altering the internal variability caused by the NAO. In conclusion,
both NAO and AMV have pronounced signals in the internal variability over the BS region.

2.1.2 Circulation

TheBS is characterizedby estuarine circulation (Placke et al., 2018). This typeof circulation implies rather
decoupled surface and bottom layers with different dynamics. Figure 2.3 outlines the main circulation
of the BS. It shows two different types of circulation (in the upper and lower layers) driven by different
mechanisms.

The circulation in the upper layer is driven by river runoff water entering the sea, mainly from the
Gulf of Finland, Bothnian Sea, and Bothnian Bay to the north (Lehmann and Hinrichsen, 2000). This
water flows toward the Danish straits due to barotropic differences in pressure forming a few cyclonic
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Figure 2.3: Mean circulation of the BS (Elken and Matthäus, 2008). Green lines represent the surface brackish waters, and red lines – the
bottom salty waters. Vertical orange and green arrows indicate upwelling and downwelling, respectively. The gray arrow depicts mixing.

cells in geostrophic balance (Döös et al., 2004). The bottom circulation is mainly driven by the inflows
from the North Sea propagating to the BS’s deep basins along the bottom as gravity currents (Meier,
2007). The inflows do not bring the same amount of salt and O2 to all BS sub-basins. Sub-basins closer
to the North Sea (the Arkona and Bornholm basins) receive disproportionally more salt and O2 than the
Gotland Basin, as shown in many studies (e.g., Meier, 2007; Mohrholz et al., 2015; Matthäus and Lass,
1995). Not all inflows from the North Sea are driven by the same mechanism. There are baroclinic and
barotropic inflows (Meier et al., 2006).

The non-homogeneous temperature and salinity fields along the horizontal transect induce baroclinic
inflows. It causes pressure differences promoting the water movement (Stigebrandt, 2001). Since density
gradients are essential for baroclinic inflows, calm, warmweather with reducedmixing promotes their de-
velopment (Feistel et al., 2006). Those conditions are usually met during the summer. Baroclinic inflows
are considered small or medium-scale, so they do not usually transport high amounts of oxygen or salt
to the BS. A recent study by Barghorn et al. (2023) demonstrated that small inflows, but not necessarily
baroclinic, are changing their seasonality, probably due to climate change.

Barotropic inflows are driven by wind and can transport a high amount of oxygen and salt to the BS.
The Major Baltic Inflows (MBIs) are the strongest barotropic inflows, defined as inflows transporting
more than1Gtof salt to theBS.They occur intermittently, approximately every 10 years (Mohrholz, 2018;
Matthäus et al., 2008). Those inflows require first easterly winds for approximately 20 days, creating a
sea level difference between the North Sea and the BS, and then strong westerly winds with the same
duration (Lass andMatthäus, 1996). Since wind is themain factor driving barotropic inflows, they occur
more often in winter (Matthäus and Franck, 1992). Although some studies reported a decrease in MBIs
frequency (e.g., Schinke andMatthäus, 1998), considering the recent long stagnation period (from 1983
to 1992), recent studies assumed this long stagnation period to be part of the natural variability (e.g.,
Schimanke and Meier, 2016; Mohrholz, 2018; Lehmann et al., 2022). Hence, a systematic long-term
trend inMBIs was not detected.
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Overall, the BS’s circulation is a good example of an estuarine-like circulation where the motion of the
upper layer is drivenby the sea level gradients due to the runoff andCoriolis force. The bottomcirculation
ismainly driven by the gravity currents caused by inflows from theNorth Sea. The upper and lower layers
of the BS are dynamically connected via upwellings and downwellings. There is also some exchange via
mixing. Tidal waves do not affect the motion of the BS significantly, but the local wind, as well as low-
pressure systems, produce standing waves (called seiches), usually with a period of 2 days or less (Wübber
and Krauss, 1979; Samuelsson and Stigebrandt, 1996).

2.1.3 Temperature, salinity, and ice cover

Temperature and salinity are two essential physical properties of the seawater. In addition to their sole
effects on the physical and biological processes (e.g., sea ice formation and species distribution), together
they form a density field, which also significantly affects physical and biogeochemical processes in the sea
(Kahru and Nommann, 1990; Nielsen, 2005). To illustrate the mean state of the sea surface temperature
(SST), sea surface salinity (SSS), and sea ice cover in the BS, the data from the Copernicus physical re-
analysis for the BS (Copernicus, 2023b) were analyzed. For constructing the mean fields, the data were
averaged between 1993 and 2021. The results are presented in Figure 2.4. It is visible that all three fields
(SST, SSS, and sea ice) have very pronounced gradients.

SSS varies in the BS from0 to 30 g kg−1, which greatly exceeds the variability in the open ocean (Carton
et al., 2019). The salinity gradient is mostly zonal – from the Danish straits with the highest salinity to
the eastern Gulf of Finland, where water is very close to fresh. However, in the northern BS, there is also
a negative meridional gradient (the water is less salty to the north), which is explained by the higher river
discharge toward the north (Snoeijs-Leijonmalm and Andrén, 2017). So, the SSS in the BS is controlled
mainly by the river discharge (Leppäranta andMyrberg, 2009). The bottom salinity is mainly controlled
by the inflows from the North Sea. They bring high amounts of salt from the much saltier North Sea
(Janssen et al., 1999), which accumulates in the deep BS’s basins (e.g., Lehmann et al., 2004), setting the
mean salinity of the deep waters (deeper than 70 meters) close to 11 g kg−1 (Copernicus, 2023b). The
profound difference between surface and bottom salinities leads to the permanent halocline located at 60-
80 meters depth (Väli et al., 2013), which decouples surface and bottom waters and plays an important
role in oxygen dynamics (see the next Subsection). Changes in precipitation and runoff govern the large-
scale temporal dynamics of the BS’s salinity (which explains more than 50% of the variability according
toMeier and Kauker (2003)), which themselves are influenced by themodes of natural climate variability
(e.g., NAO or AMV) (e.g., Börgel et al., 2022; Hänninen et al., 2000). It leads to a 30-year periodicity
in the precipitation, runoff, and salinity fields (Radtke et al., 2020). Some studies reported a significant
negative trend in the BS’s salinity (e.g., Hänninen et al., 2000). However, in the variability paper, it was
shown that no trends in the BS salinity take place within a few hundred years (see Section 4).

Since the BS is located in temperate latitudes, its temperature and ice cover exhibit strong seasonal
variability following the changes in the energy balance (see Section 2.1.1). The spatial gradients in SST and
ice cover also reflect the spatial distribution of the energy balance. Thus, the highest mean SST (around
10 ◦C) is observed in the southern part of the sea. To the north, SST is decreasing, with the lowest in the
BothnianBay (around5 ◦C).However, the instantaneous distributionof the SST in theBS along the coast
is influenced by upwelling, which may significantly lower the SST (Lehmann and Myrberg, 2008). Due
to the features of local circulation, the typical upwelling region in the BS is the Swedish coast (Gidhagen,
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Figure 2.4: Mean SSS (Panel A), SST (Panel B), and sea ice cover (Panel C) based on the data from Copernicus physical BS reanalysis
(Copernicus, 2023b).

1987; Zhang et al., 2022), but in the case of specific winds, upwelling could also be observed along the
southern coast of the sea (Zhang et al., 2022). In the vertical BS temperature distribution, the one notable
feature is the cold intermediate layer, which can be observed in the BS for almost the whole year and is a
unique feature of the BS (Chubarenko and Stepanova, 2018). Climate variability of the BS temperature is
characterized by a pronounced positive trend making the BS one of the fastest-warming seas in the world
(Mackenzie and Schiedek, 2007). From 1982 to 2006, the BS’s SST increased by 1.35 ◦C, around seven
times larger than the global rate (Belkin, 2009). Kniebusch et al. (2019a) conducted an in-depth analysis
of the temperature trends in the BS for 1850-2008. They found that the BS is not warming at the same
rate everywhere. The strongest trends were observed in the bottom temperature of the Bornholm Deep
(0.15 ◦K/decade), which was connected by Barghorn et al. (2023) to the shift in the inflows’ activity, and
in the summermean SST inBothnianBay (0.09-0.12 ◦K/decade). They also identified the possible drivers
of observed SST trends, which are sensitive and latent heat fluxes, so the SST trend is driven by climate
change, which is supported by other studies (e.g., Dutheil et al., 2022).

The mean sea ice fraction is only present in the northern region of the BS (mostly the Bothnian Bay)
and in the enclosed gulfs (e.g., the Gulf of Finland and the Gulf of Riga). Omstedt and Nyberg (1996)
investigated the sensitivity of the BS ice toward climate change utilizing a hydrodynamical model. They
split winters into three categories (mild, normal, and severe). According to their results, on average, in a
severewinter, almost thewhole sea (except the centralGotlandBasin) is covered by ice. In a normalwinter,
the ice cover is limited to the northern BS (the Bothnian Sea and Bay) and the coastal zone in the eastern
BS, including the Gulf of Finland and the Gulf of Riga. Ice cover in a mild winter is only present in the
Gulf of Finland and the Bothnian Bay. Omstedt and Nyberg (1996) also conducted sensitivity studies
applying the warmer atmospheric forcing. They found that, in this case, the number of severe winters
drastically decreased, forcing the climate toward more oceanic conditions. Thus, the BS’s ice cover is
projected to dwindle with climate change, and the ice season to shorten. The same is reported, e.g., by
Vihma and Haapala (2009), Haapala et al. (2015), Meier et al. (2022), and Jevrejeva et al. (2004).
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2.2 Biogeochemical properties

The BS demonstrates complex biogeochemistry due to its location and unique features (e.g.,
MBIs) (Kuliński et al., 2022). MBIs induce strong salinity gradients and may even temporarily
change the species distribution (Hinrichsen et al., 2022). But even in the absence of MBIs, the BS
exhibits a strong mean salinity gradient, which restricts the habitat of some species making them more
vulnerable to the changing environment (Vuorinen et al., 2015). One of the prominent examples is the
eastern Baltic cod, whose abundance was greatly decreased during the last stagnation period (Nissling
and Westin, 1997). Some problems of the BS have primarily anthropogenic origin. Those include the
spreading of hypoxia and anoxia due to elevated primary production rates (e.g., Andersen et al., 2017),
and climate change, which alters biogeochemical interactions in the BS (Andersson et al., 2015; Viitasalo
and Bonsdorff, 2022) and promotes its deoxygenation.

2.2.1 Oxygen and hydrogen sulfide

A permanent halocline and a long residence time make the BS naturally inclined toward hypoxia in the
deep basins (Leppäranta andMyrberg, 2009). Evidence of hypoxia presencemanifested as laminated sedi-
ments and as the change in concentration of some tracemetals was found since the established connection
between the BS and theWorld Ocean (Lenz et al., 2015; van Helmond et al., 2018). Hypoxia and anoxia
presence were also reported by the model studies covering the period from 1850-2006 (Meier et al., 2018)
and the last millennium (Börgel et al., 2023). However, hypoxia in the BS has been spreading intensively
since the second half of the 20th century, which was observed in both observations and reanalyses (e.g.,
Krapf et al., 2022; Kõuts et al., 2021; Almroth-Rosell et al., 2021), and model simulations (e.g., Meier
et al., 2018). Carstensen et al. (2014) reported a more than 10-fold increase in hypoxia in the last 114
years. The hypoxic area in the late summer of 2018, calculated by Hansson et al. (2018), was 82 000 km2
(32% of the Baltic Proper), and the hypoxic volume was 3100 km3 (22% of the Baltic Proper’s water vol-
ume). The general decline in DO concentrations, although accompanied by peaks caused by MBIs, is
visible in Figure 2.5 (especially in the Gotland Deep).

The oxygen concentration in a given volume is determined by its supply due to its advection and dif-
fusion into the volume, as well as its uptake by photosynthesis, and its consumption by remineralization
of OM, respiration by marine biota, and its advection and diffusion out of the volume (Fennel and Testa,
2019). It is described by equation (2.3), where the left-hand side represents the total change of the O2
content within a certain box, and the right side represents the total flux across the box’s boundaries (the
first term) and the total change ofO2 within the box due to biogeochemical processes. The rearrangement
of equation (2.3) leads to equation (2.4) with zero on the right-hand side.ddt ∫∫∫V O2 dx dy dz =

∫∫

S v⃗n⃗O2 dx dy +

∫∫∫

V ∂O2
∂t dx dy dz (2.3)ddt ∫∫∫V O2 dx dy dz − ∫∫

S v⃗n⃗O2 dx dy −
∫∫∫

V ∂O2
∂t dx dy dz = 0 (2.4)

The first mechanism of the deep waters’ ventilation is the intermittent inflows from the North Sea.
They advect the high amounts of oxygen to the deep basins, temporarily interrupting hypoxia and anoxia
(e.g., Mohrholz, 2018; Lehmann and Post, 2015). This is visible in Figure 2.5, where the Gotland Deep
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gets oxygenated after each MBI from 1975/76 to 2014. Neumann et al. (2017) concluded that the most
important parameter of MBI for oxygenation is its acting time. They compared two MBIs – one from
2014 (the biggest MBI in terms of transported salt) and one from 2003 (an event composed of several
smaller inflows, but longer in total). They found that the longer 2003 event brought more oxygen to the
deep BS than the stronger 2014 event (Figure 2.5). Despite the temporal reduction of hypoxia and anoxia,
MBIs cannot fully ventilate the deep BS. After the inflow ceases, hypoxia and anoxia quickly re-establish,
sometimes even expanding (Liblik et al., 2018). Meier et al. (2018) explained the recent spread of hypoxia
by elevated respiration of heterotrophic plankton and nitrification. In addition, they pointed out that
MBIs themselvesmay contribute to the central BS’ deoxygenationby importingOMalongsideDO.MBIs
also strengthen pycnocline limiting the oxygen exchange with the upper oxygenated layer, which further
promotes hypoxia. This mechanism explains the overall recession of hypoxia during the last stagnation
period reported, e.g., by Almroth-Rosell et al. (2021) and Conley et al. (2002a).

Figure 2.5: Long‐term variations in dissolved oxygen concentrations (blue dots) and hydrogen sulfide (red dots) converted to negative
oxygen equivalents in the near‐bottom layer at the following stations: BY1 (Arkona Basin, 45m), BY5 (Bornholm Basin, 92m), and BY15
(Gotland Deep, 245m) based on the IOW and ICES observational data (Kuliński et al., 2022).

The oxygen supply across the pycnocline is anothermechanism that influences hypoxia development in
the deep BS. Thismechanism is controlled by small- andmesoscale processes (Elken et al., 2006; Kuzmina
et al., 2008; Conley et al., 2009; Väli et al., 2013). Increased halocline strength (the salt gradient between
upper and lower layers) decouples the upper and lower layers limiting the vertical exchange between them,
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which, in turn, facilitates hypoxia formation. The vertical exchange plays an important role on small to
intermediate temporal scales, especially in theGotland Basin. According to themeasurements conducted
byHoltermann et al. (2022), the annual oxygen flux across pycnocline is equal to 2.39-3.97MtO2, which
is more than would be transported by a typical MBI (around 1-2 Mt O2).
Oxygen is the electron acceptor with the highest energy yield. Therefore, remineralization of OM, ni-

trification, and oxidation of hydrogen sulfide (H2S), each performed by a different group of bacteria, con-
sume oxygenwhen it is available,making oxygen a key factor determining zonation of diagenetic reactions
in the BS (Lehtoranta et al., 2009). Nitrification transforms ammonium (NH4

+) into nitrite (NO2
– ) and

eventually into nitrate (NO3
– ). It is performed by nitrifying bacteria and is governed by the following

reactions: 2 NH4+ + 3 O2 −−→ 2 NO2− + 4 H+ + 2 H2O (2.5)2 NO2− + O2 −−→ 2 NO3− (2.6)

Nitrification mostly occurs at the redoxcline in the water column or in the sediments, where there is a
constant supply of oxygen from one side and a constant supply of ammonium from the other side (Jäntti
et al., 2018). High nitrification rates were also reported byMyllykangas et al. (2017) during theMBI that
suppliedO2 to the environment containingNH4

+. Remineralization ofOM transforms all dissolved and
particulate organic matter (DOM and POM) into inorganic form (DIC, DIP, and DIN). The rate of the
transformation is determined by the type of OM. Labile OM is quickly remineralized, semi-labile OM is
remineralized slower, and refractory OMwill be most likely buried since its mineralization rates are quite
low (Schneider et al., 2002). When the rate of OM supply exceeds the remineralization rate, deposition
of OM takes place. Unmineralized OM constitutes oxygen debt calculated as the amount of O2 needed
to remineralize all stored OM and oxidize all stored reduced compounds. This deposition has happened
in the BS for a few decades (Rolff et al., 2022). In the BS,H2S is produced and stored in the deep basins in
the absence of oxygen and is oxidized when it enters the oxic environment. This might happen either by
advection ofO2 by theMBI or via leaking to the upper oxic levels from below, indicating the upward shift
of redoxcline, which is usually coupled with overall deoxygenation. The dynamics of H2S are described
in the same way as for O2:ddt ∫∫∫V H2S dx dy dz − ∫∫

S v⃗n⃗H2S dx dy −
∫∫∫

V ∂H2S
∂t dx dy dz = 0 (2.7)

The first two terms in the equation (2.7) represent the same processes as in the equation (2.4), namely
the total change of H2S content in a given volume and the advection and diffusion of H2S across the vol-
ume’s boundaries. The third term consists of a different from O2 set of processes. H2S is produced via
sulfate reduction, which takes place in anoxic environments. This means no oxygen and other electron
acceptors, e.g., nitrogen, iron, or manganese oxides available. It is operated by the sulfate-reducing bacte-
ria, see, e.g., Korneeva et al. (2015) for the Gdansk Deep. Via sulfate reduction, OM is remineralized, and
SO4

2– is reduced to H2S (Jørgensen et al., 2019). Sulfate reduction is also a pathway in anaerobic CH4
(methane) oxidation, described by equation (2.8).CH4 + SO42− −−→ HCO3− + H2S + H2O (2.8)
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Sulfate reduction occurs in the BS’s deep basins (e.g., Gotland Deep and Landsort Deep) and in the
anoxic sediments (Fonselius, 1963), which are considered to be the biggest H2S source in the BS. H2S can
be oxidized to S (elemental sulfur) by O2 or any oxide, e.g., NO3

– (equations 2.9 and 2.10, respectively).2 H2S + O2 −−→ 2 S + 2 H2O (2.9)2 H2S + NO3− −−→ 2 S + NO− + 2 H2O (2.10)

In addition, H2S can be removed from the system via pyrite (FeS2) formation and via Mn2+ and Fe2+
reduction. According to Henkel et al. (2019) and Schulz-Vogt et al. (2019), Mn2+ reduction contributes
significantly to H2S removal in the Black Sea. Reed et al. (2016) pointed out the iron shuttle mechanism
(iron, precipitated as oxyhydroxides, transported from coastal waters to the deep basins and contributes
to the H2S budget) as an important term in the H2S and indirectly O2 budgets. Hydrogen sulfide has
been deposited in the BS during the last few decades, expanding the euxinic (H2S is present) area in the
BS (Krapf et al., 2022).

2.2.2 Biogens

As was reported in the previous Subsection, a substantial decline in the BS’s O2 content was observed
during the last few decades. This was attributed to the significant anthropogenically-induced increase in
N and P loads from land (mainly from agriculture and sewage) and from the atmosphere. Atmospheric
loads aremainly applicable forN since its airborne input constitutes around 20% to 40% of the total input
(Wulff et al., 1990), which were 4 times larger in the 1980s compared to the year 1900 (Gustafsson et al.,
2012).

The response of the BS’s ecosystem to the elevated nutrient input from land is outlined in Figure 2.6.
Compared to the normal state of the BS’ ecosystem (Figure 2.6, left Panel), increased nutrient input stim-
ulates primary production (this phenomenon is called eutrophication) (Rönnberg and Bonsdorff, 2004),
which in turnboosts the totalDOMandPOMpools aswell as respirationof the biota fromhigher trophic
levels. This situation leads to elevated oxygen consumption primarily due to aerobic remineralization of
OM in the sediments (see Section 2.2.1 for more details). To mitigate the harmful effect of eutrophica-
tion, the BS Action Plan (BSAP) was developed by HELCOM (the Baltic Marine Environment Protec-
tion Commission, also known as the Helsinki Commission – an intergovernmental organization, that
connects the BS countries in the field of the BS protection) in 2007 (HELCOM, 2007). It was adopted
by all HELCOM member states. BSAP is based on the BALTSEM model (Savchuk et al., 2012) and
limits nutrient input into the BS by implementing a fixed quota (maximum allowable input or MAI) of
total nitrogen and phosphorus discharging into the sea. Initially, the BSAP’s goal was to reach a “good
environmental state of the BS” – a state with less hypoxic area and reduced eutrophication (Borja et al.,
2015) by 2021. However, in the last update of the BSAP in 2021 (HELCOM, 2021), the initial goals
were concluded to be notmet. Indeed, the BS’s environmental state has not improved during the last two
decades despite significant nutrient loads reduction (Savchuk, 2018).

The most plausible reason for the absence of any improvement in the BS’s environmental state during
the last two decades is the strong inertia in removing nutrients from the biogeochemical cycles in the sea.
Phosphorus is removed from the biogeochemical cycles only via burial in the sediments (Radtke et al.,
2012), where, in the presence of oxygen, it binds with iron forming complex compounds. If the environ-
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ment becomes anoxic, stored phosphorus is released back into the water column (Lehtoranta et al., 2009).
Nitrogen is removed fromwater in the form of dinitrogen gas (N2), which is produced via anammox 2.11
and denitrification 2.12 reactions:NH4+ + NO2− −−→ N2 + 2 H2O (2.11)2 NO3− + 10 e− + 12 H+ −−→ N2 + 6 H2O (2.12)

In the anammox reaction, ammonium is oxidized by nitrite, producing dinitrogen. The anammox re-
action is carried out by anammox bacteria. Anammox can be a significant pathway for nitrogen removal
in the BS, according to Hylén et al. (2022) and Hannig et al. (2007). Denitrification is run by denitri-
fying bacteria in the absence of oxygen but in the presence of NO3

– . Therefore, the highest rates of
denitrification are observed in the redoxcline in the water column, which for the BS corresponds to the
halocline depth of 60-80 meters (Väli et al., 2013), and in the sedimentary redoxcline, which is usually
located within the first 10 millimeters of the sediments Bonaglia et al. (2013); Hietanen and Kuparinen
(2008). Since denitrification mostly occurs at the redoxcline, it is coupled with nitrification, which is
called coupled nitrification-denitrification (Conley et al., 1997).

Figure 2.6: Simplified sketch demonstrating normal biogeochemical functioning of the BS (left) and the biogeochemical processes altered
by the eutrophication. Adapted from Kniebusch (2019).

The pools of dissolved inorganic phosphorus (DIP), which ismainlymade up of PO4
3– ), and dissolved

inorganic nitrogen (DIN),which primarily consists ofNO3
– ,NO2

– , andNH4
+, depend on oxygen avail-

ability. When little or no oxygen is available, the DIP pool gets larger since phosphorus is released from
the sediments, and the DIN pool shrinks due to elevated denitrification (Conley et al., 2002a; Savchuk,
2018). That pattern was also observed by Andersen et al. (2017), especially during the winter. These con-
ditions might favor cyanobacteria development, which, unlike the other phytoplankton, takes up dinitro-
gen from the atmosphere, and therefore depends only on phosphorus availability in the water. Since the
BS (except the northernmost part) is a nitrogen-limiting system Thomas et al. (2003), cyanobacteria sus-
tain eutrophication, generating more nitrogen necessary for other phytoplankton to grow (e.g., Karlson
et al., 2015). This builds the positive feedback that links the BS deoxygenation with further eutrophi-
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cation via cyanobacteria’s development. It was called “the vicious circle of the BS’s eutrophication” by
Vahtera et al. (2007) and depicted in Figure 2.6, where the right panel features phosphorus release from
the sediments under hypoxic and anoxic conditions and cyanobacteria’s expansion. The “Vicious cir-
cle” was further studied, e.g., by Savchuk (2013), and Rydin et al. (2017). Meier et al. (2018) proposed
an extension of the feedback loop driven by saltwater inflows, which, according to their results, bring
additional OM to the system, further promoting oxygen consumption. Since calm and warm weather
facilitates cyanobacteria growth (Kaiser et al., 2020; Kanoshina et al., 2003), climate change may exacer-
bate the “vicious circle of the BS”. However, a significant increase in cyanobacteria’s biomass was found
neither in future projections (Meier et al., 2019b) nor in past simulations, e.g., during the MCA (Börgel
et al., 2023). Cyanobacteria’s biomass might also change in response to a different nutrient forcing. For
instance, Neumann et al. (2002) conducted a model experiment with reduced nutrient loads and found
increased cyanobacteria’s biomass. Due to all the presented uncertainties, it might be concluded that the
BS’s response, modulated by climate change or nutrient loads reduction, still needs to be studied more.
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3
Data and methods

In this Section, the differentmodels (Section 3.1), statisticalmethods applied for data postprocessing (Sec-
tion 3.2), and observational datasets used for model validation (Section 3.3) are discussed. Three model
simulations were conducted and analyzed. The reference simulation from 1948 to 2018 was analyzed
in the ventilation paper, and two sensitivity studies from 2019 to 2089 were performed in the sensitivity
paper. The reference simulation was validated against the observations in the ventilation paper. In addi-
tion, another model setup was thoroughly validated in the variability paper. Various statistical methods
were used in the data post-processing. That includes iterative and agglomerative cluster analysis tech-
niques (Jaeger and Banks, 2023), that were applied in the ventilation paper, a linear regression framework,
which allows ranking predictors based on their contribution to the total explained variability, linear trend
analysis, Empirical Orthogonal Functions (EOF) analysis (Hannachi et al., 2007). Those methods were
applied in both the sensitivity and ventilation papers. In addition, the Generalized Additive MixedMod-
els (GAMM) framework (Simpson, 2014) was applied in the variability paper. In all statistical tests con-
ducted in this thesis, the result was regarded as statistically significant if the confidence level wasmore than
95% (p-level < 0.05), which is the common standard for environmental sciences (see, e.g., Kwak, 2023).

3.1 Models

3.1.1 General information about models

Two different model systems were utilized in the thesis. The coupled 3-dimensional hydrodynamical-
biogeochemicalModularOceanModel (MOM)–Ecological RegionalOceanModel (ERGOM) (MOM-
ERGOM) regional model setup for the BS (applied in the sensitivity and ventilation papers) and the
Rossby Centre Ocean (RCO) circulation model (Meier et al., 1999) (applied in the variability paper).

MOM was developed in the NOAA’s Geophysical Fluid Dynamics Laboratory (NOAA GFDL) in
1990. Ever since, the model has been upgraded, and new versions have been released. This study employs
the fifth version of the model (MOM5), which was released in 2012 (Griffies, 2012). It simulates the
ocean- and, by coupling with the SIS ice model (Hunke and Dukowicz, 1997), sea ice dynamics. MOM5
employs a finite-difference numerical method to solve the complete set of primitive equations, namely the
3-dimensional Reynolds-averaged equation of motion under the Boussinesq and hydrostatic approxima-
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tions, continuity equation, and two tracer equations for salinity and temperature, to calculate themotion
of water, sea-level differences, and transports of salt and heat. The k-profile parameterization (KPP), de-
scribed by Large et al. (1994), was applied as a turbulence closure scheme. The regional MOM setup
utilized in this study has the regular orthogonal Arakawa B grid (Arakawa and Lamb, 1977) with 224 lon-
gitude and 242 latitude grid points corresponding to 3 nautical miles horizontal resolution. The vertical
domain was discretized into 152 vertical levels by applying the z∗ vertical coordinate (Griffies, 2012). It
covers a depth range down to 264 meters with a vertical resolution of 0.5 at the surface to 2 meters near
the bottom. Thismeans the deepest BS basin (the LandsortDeep) is approximately 200meters artificially
shallower in the model, which does not introduce any big uncertainties since its area is very small. As a
regional setup, it has a western open boundary in the Skagerrak, enabling exchange with the North Sea.
For the barotropic open boundary conditions (OBC), the hourly sea level data (1948-2018) from a tide
gauge station were used. Baroclinic OBC and biogeochemical tracers’ OBCwere set as climatologymean
values for each month (12 timesteps) to represent the seasonal variability. Initial conditions were devised
from the spin-up simulation to represent the system’s state adequately. The CoastDat2 meteorological
dataset (Geyer, 2014) was used to force the model.

The biogeochemical part of the coupled MOM-ERGOM model was performed by ERGOM (Neu-
mann et al., 2022, 2021; Radtke et al., 2019). ERGOM reproduces the dynamics of the main nutrients,
namely carbon (C), nitrogen (N), and phosphorus (P). Phosphorus in ERGOM is represented by its in-
organic form (phosphates – PO4

3– ) and organic forms (particulate, defined in ERGOM as phosphorus
in particulate organic carbon, and dissolved organic phosphorus – POCP and DOP, respectively). Inor-
ganic forms of nitrogen in the model are ammonium (NH4

+) and nitrates (NO3
– ). Organic forms of

nitrogen include particulate nitrogen (also defined as nitrogen in particulate organic carbon) – POCN,
anddissolved–DON.All formsof inorganic carbon are aggregated intodissolved inorganic carbon (DIC)
state variable, which is treated in themodel as carbon dioxide (CO2). Organic carbon is represented in the
model by particulate and dissolved organic carbon (POC and DOC) state variables. ERGOM splits the
phytoplankton community into three functional groups: large phytoplankton (lpp), small phytoplank-
ton (spp) (both assimilate inorganic nutrients), and cyanobacteria (cya), which take up dinitrogen from
the atmosphere. The grazing pressure on phytoplankton is implemented via the zooplankton state vari-
able (zoo). Phyto- and zooplankton transform into detritus, represented by a single state variable (det)
in the model. Model detritus contains all main nutrients (C, N, and P) in the fixed ratio known as the
Redfield ratio (C:N:P ratio is 106:16:1) (Redfield, 1934). However, in particulate and dissolved organic
carbon (DOC and POC) state variables, the C:N:P ratio might be non-Redfield if a certain nutrient is
limited (Neumann et al., 2022). ERGOM includes the closed O2 and H2S cycles, and both elements are
included in the model as separate state variables. Their dynamics can be briefly described as follows: oxy-
gen is produced via photosynthesis carried out by phytoplankton, air-sea exchange, and utilized in organic
matter’smineralization, which includes both detritus and allOM state variables, both in sediments and in
the water column. Nitrification also consumes oxygen in the model. Since ERGOMhas no separate vari-
able for NO2

– , nitrification transforms NH4
+ directly to NO3

– . In the water column, it is represented
by a separate process. At the same time, in the sediments, it is coupled with denitrification and therefore
called coupled nitrification-denitrification in the sediments (see Section 2 for more information about
that process). Oxygen is also consumed via the oxidation of H2S to SO4

2– , which is carried out in the
model in two steps, first fromH2S to S (elemental sulfur) and later from S to SO4

2– . Oxygen is also con-
sumed by the aerobic metabolic activity of all forms of living organisms in the model (respiration). H2S
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is produced under anoxic conditions via mineralization of OM (sulfate reduction) in the water column
and sediments and, being in contact with O2 or NO3

– , oxidized to elemental sulfur. A detailed descrip-
tion of all model equations can be found inNeumann et al. (2022). The BS setup of theMOM-ERGOM
coupledmodel has already been applied in numerous studies inwhich it demonstrated good performance
(e.g., Neumann, 2010; Voss et al., 2011; Kuznetsov and Neumann, 2013; Neumann et al., 2017).

RCO is a physical model in which the ocean circulation model is coupled with a Hibler-type model
simulating sea ice dynamics (Meier et al., 2003;Meier, 2007). Mixing on the subgrid scale is parametrized
via a state-of-the-art k − ε turbulence closure scheme applying flux boundary conditions (Meier, 2001).
An FCT (flux-corrected, monotonicity-preserving transport) scheme is embedded in the model without
explicit horizontal diffusion (Meier, 2007). The model domain encompasses the BS, excluding the Sk-
agerrak, with an open horizontal boundary in northern Kattegat. In case of an inflow, the model results
at the open boundary are perturbed toward the climatological profiles. If there is an outflow, a modi-
fiedOrlanski radiation condition is applied (Meier et al., 2003). Heat, radiation, momentum, andmatter
fluxes between ocean, atmosphere, and sea ice are parametrized via the bulk formulae adjusted for the BS
region (Meier, 2002). The model’s horizontal resolution was 3.7 km (around 2 nautical miles), and the
vertical resolutionwas 3m. The vertical domain covers the depth range down to 248m (83 depth levels in
total). The horizontal domain has 320 longitude and 362 latitude points. Model simulation spanned the
period from 1850 to 2008with every-other-day output frequency. TheRCO setup used in this study has
already been applied successfully to the BS region in many studies (e.g., Meier, 2007; Meier et al., 2003;
Eilola et al., 2011).

3.1.2 Tracer experiment (ventilation paper)

In the ventilation paper, a tracer experiment made up of two parts was performed. The first part investi-
gated the dynamics of theO2 andH2S budget terms on the climatological time scale (from 1948 to 2018 –
71 years). This analysis utilized the monthly mean output of the MOM-ERGOMmodel. To investigate
the budget of any tracer, a certain volume of water has to be chosen. The vertical domain was restricted
by the depth of 70 meters, which roughly separates well-oxygenated upper waters from hypoxic lower
waters (Holtermann et al., 2020). In the horizontal plane, the central BS was divided into four separate
sub-basins listed from the closest to the BS’s entrance to themost distant: the BornholmBasin (BB) – the
shallowest sub-basin with only the upper boundary active, the eastern Gotland Basin (eGB) with three
active boundaries (two lateral – Slupsk Furrow in the West, and the nGB in the North, and one upper
boundary), the northern Gotland Basin (nGB), which borders eGB in the South and wGB in the North,
therefore having two lateral boundaries and one vertical upper boundary, and the most distant western
Gotland Basin (wGB), which has one lateral boundary (borders nGB in the East) and one vertical bound-
ary (upper). Graphically it is depicted in Figure 3.1.

The second part of the experiment is dedicated to the central BS’s deep water ventilation by the North
Sea inflows and its changes from 1948 to 2018. Daily zonal O2 transport data from the Arkona transect
(see Figure 3.1) from the MOM-ERGOMmodel were used to detect the inflows. First, a 5-day running
mean filter was applied to the transport data to remove the high-frequency variability. Positive values of
O2 transport for more than five consecutive days were considered an inflow event, following Mohrholz
(2018). Two following inflow events with a time interval of less than five days were considered a single
event. An example of the algorithm’s performance is shown in Figure 3.2 (only the year 1948 is depicted).
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Figure 3.1: MOM‐ERGOM bathymetry at 70 meters depth and four defined sub‐basins. The Arkona transect is marked in the lower right
panel via the vertical red line. The central and western BS (main and lower right panels, respectively) are designated on the upper right
panel as red and blue rectangles, respectively (Naumov et al., 2023b).

Figure 3.2: Oxygen zonal transport across Arkona transect (see Figure 3.1). The orange curve denotes 5‐day rolling averaged data, and the
red curve marks zero. Identified inflows are colored red (Naumov et al., 2023b).

For each identified inflow, the following statistics were collected: inflow start and end dates, duration,
and the total amount of oxygen transported during the event. In the next step, an agglomerative cluster
analysis method with Euclidean distance metric (Dokmanic et al., 2015) and Ward’s clusterization algo-
rithm (Ward, 1963) was applied to clusterize the result into four distinct groups of inflows based on the
amount of oxygen transported to the central BS (strong, moderate, small, and very small inflows). Fol-
lowing Figure 3.3, 29 strong, 147 moderate, 313 small, and 306 very small inflows were identified. In the
absence of strong inflows, moderate and small inflows usually carry the most oxygen. Strong inflows, if
they occur, transport up to 50% of the total oxygen transported to the central BS. Strong inflows occur ir-
regularly with no long-term trend. The ventilation paper is focused on the 29 strongest inflows (1st class).
Although they may not carry the most oxygen in a particular year, they are essential to the ventilation of
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remote sub-basins (particularly the wGB) since they are accompanied by salt inflows and therefore are less
buoyant.

To study the distribution of oxygen transported to the central BS by the 29 biggest inflows, an addi-
tionalMOM-ERGOMmodel runwas carried out with 29 new oxygen tracers included, following the ap-
proach proposed byMénesguen et al. (2006). Each tracer initiates as zero and represents oxygen brought
to the central BS by a specific oxygen inflow. During a certain inflow’s action time, all oxygen crossing the
Arkona transect is attributed to the corresponding tracer. Since all additional inflows’ tracers have their
transport equations and participate in their own biogeochemical cycles, it is possible to estimate how fast
oxygen imported by a specific inflow is consumed and which processes are responsible for that. This so-
called element taggingmethod has already been applied to theMOM-ERGOMmodel, e.g., byNeumann
et al. (2017).

Figure 3.3: Annual oxygen transport across theArkona transect (see Figure 3.1) by each inflowclass (A). Total oxygen transport per individual
inflow in descending order (B). Colors show inflow classes. The following classes were found: strong inflows (carry more than 1.8 Mt O2),
moderate inflows (carry from 1.8 Mt O2 to 1 Mt O2), small inflows (carry from 1 Mt O2 to 0.5 Mt O2), and very small inflows (carry less
than 0.5 Mt O2). Mt stands for 109 kg (Naumov et al., 2023b).

3.1.3 Sensitivity studies (sensitivity paper)

Sensitivity studies were performed in the sensitivity paper and were dedicated to investigating the BS’s
response to the reduced nutrient inputs into the sea. In total, three different nutrient loads scenarios were
analyzed. The reference scenario (short Ref.) utilized the data from the MOM-ERGOM setup, which
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has already been analyzed in the ventilation paper. It employs a realistic nutrient forcing based on the
HELCOM’s nutrient loads data from 1948 to 2018 (Svendsen and Gustafsson, 2020). Data gaps were
filled with linear interpolation. The BSAP scenario applies constant nutrient input, which follows the
BSAP’s 2021MAI (HELCOM, 2021). The BSAP scenario prescribes only the total nutrient input into
the BS without separation between land and atmospheric loads. The mean atmospheric loads’ seasonal
cycle was applied to calculate the atmospheric loads. It was adjusted in a way that matched the BSAP’s
MAI. Themore rigorous 0.5 BSAP scenario assumes a constant nutrient forcingmatching halved BSAP’s
2021MAI (airborne and waterborne input). Both reduction scenarios encompass the period from 2019
to 2089 (71 years) and were initiated utilizing the data from the reference scenario’s last time step. Total
N and P loads were set to 792.2 and 21.7 Kton/a in the BSAP scenario, respectively. It constitutes 97% of
the N loads averaged for the last 10 years (815.4 Kton N/a) and 82% of P loads (21.7 Kton P/a). The 0.5
BSAP scenario implies that the numbers presented above are halved. So the total N and P inputs equal
396.1 KtonN/a and 10.85 Kton P/a, respectively. This constitutes 48 and 41% of the loads averaged over
the last 10 years, respectively. Figure 3.4 and Figure 3.5 show total nitrogen and phosphorus loads per
BS’s sub-basins under all three scenarios, respectively. All sensitivity experiments were run with the same
atmospheric forcing from the reference simulation (CoastDat2). This assumption excludes any possible
impact of climate change on the BS state.

Figure 3.4: Total nitrogen loads to the HELCOM sub‐basins of the BS. Reference data are HELCOM data and constant loads are BSAP and
0.5 BSAP Maximum Allowable Input and half of it, respectively. The following abbreviations are used: BaltPr – Baltic Propper, DanS –
Danish straights, Kat – Kattegat, GulfR – Gulf of Riga, GulfF – Gulf of Finland, BotSea – Bothnian Sea, and BotBay – Bothnian Bay (Naumov
et al., 2023a).

3.2 Statistical methods

3.2.1 Linear regression framework (ventilation and sensitivity papers)

The linear regression framework was applied to theMOM-ERGOMdata (both in sensitivity and ventila-
tion papers) to evaluate each budget term’s relative contribution to the total O2 or H2S variability, which
was done in two separate analyses. In this case, the dependent variable (ȳ) is represented by the sum of
the independent variables (x̄):
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Figure 3.5: Same as Figure 3.4, but for phosphorus (Naumov et al., 2023a).

ȳ =
N∑

i=1 x̄i (3.1)

The regression problem, in this case, is formulated as follows:

ỹk =
k∑

j=1 αjx̃j + βk (3.2)

Where k is the iteration (varies from 1 to N), alpha and beta are regression coefficients (fitted by the ordi-
nary least square, or OLS, method), and x̃ is the set of dependent variables selected as follows:k = 1 → x̃1 = maxi∈{1,2,..,N}

(corr[ȳ; x̄i]) (3.3)k ̸= 1 → x̃i = maxi∈{1,2,..,N}\ρ(corr[εi; x̄i]) (3.4)

Where the operator corr represents a correlation between the given vectors and is defined in the following
way (for standardized data): corr[Y;X] =

1N⟨Y,X⟩ (3.5)

And ε represents the residuals (a part of the variability that the current set of independent variables has
not explained) obtained at a certain iteration:εk−1 = ȳ − ỹk (3.6)

Set ρ is an empty set at the first iteration. It gets a new element after each iteration, which is the serial
number of the independent variable selected using either equation (3.3) or equation (3.4), ensuring that
no variable is used twice in regression. As comes from the equations, the regression model expands with
iterations startingwith only one independent variable and finishingwith all of them,which, by definition,
will give R2 = 1. Each independent variable’s relative contribution to the variability can be estimated as
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R2 growth after each iteration. Kniebusch et al. (2019a) applied the analysis with similar logic to the SST
data.

3.2.2 Cluster analysis (ventilation paper)

Cluster analysis is a statistical tool that categorizes data based on a certain feature. The goal of cluster
analysis is tomaximize the different clusters’ variance between each other and, at the same time, minimize
the variance within each cluster. In this thesis, two cluster analysis techniques were utilized: hierarchical
agglomerative and iterative techniques.

Agglomerative methods treat all data points as distinct clusters and compute a distance matrix at the
first iteration. The two closest clusters are merged in the next step, and the distancematrix is recomputed.
The algorithm stops when there is only one single cluster left. This agglomeration is summarized in a
so-called dendrogram plot. The final step is to decide which number of clusters fits the best based on
the dendrogram plot. In the ventilation paper, the distance matrix was computed utilizing the Euclidean
distance metric (Dokmanic et al., 2015) andWard’s algorithm for splitting the clusters (Ward, 1963).

From iterative methods, the k-means cluster analysis (Hartigan andWong, 1979) was used in the venti-
lation paper. This analysis is much faster than agglomerative methods and consists of the following steps.
At first, the predefined number of centroids (equals the number of clusters) is randomly displaced across
the vector space. Next, using the distance matrix, each data point is attributed to a specific cluster. After
that step, the centroids’ coordinates are recomputed using the data points’ mean values. The algorithm
is repeated until no data point has changed its cluster. In the ventilation paper, the k-means analysis was
performed with the Euclidean distance metric to detect periods when an inflow transported a significant
amount of oxygen to a certain sub-basin.

3.2.3 EOF analysis (ventilation and sensitivity papers)

Empirical Orthogonal Functions (EOF) analysis is primarily used as a dimensionality reduction tool. It
projects the data to a new EOF space, where the first coordinate axis points in the direction of maximum
variability. Each next one always explains less and less variability. Finally, the contributions to the variabil-
ity become negligible. Hence, the number of dimensions is reduced. Mathematically, the EOF analysis
applies the data’s covariation (or correlation if the data is standardized) matrix decomposition into eigen-
values and eigenvectors: R = QΑQ−1 (3.7)

Where R is a covariation matrix, Α, and Q are matrices containing eigenvalues and eigenvectors of R,
respectively. In this formulation, eigenvalues describe the variability explained by each EOF (constantly
decreasing), and eigenvectors describe the connection between the original variables and calculated EOFs
(can be interpreted as weights of each variable). EOFs’ scores themselves are calculated as follows:S = DQ (3.8)

Where D is the original data matrix. An EOF analysis was both applied in the sensitivity and ventilation
papers. In the ventilation paper, it was used to estimate the response of the different O2 andH2S budgets
terms to inflowing oxygen, and in the sensitivity paper to separate the nutrient loads reduction effect on
O2 and H2S budgets from other variability. In the sensitivity paper, the EOFs’ scores for the reference
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scenario were calculated first: Sref = DrefQref (3.9)

After that, the obtained Qref matrix was used to calculate EOFs’ scores for the rest two scenarios (BSAP
and 0.5 BSAP): SBSAP = DBSAPQref (3.10)S0.5BSAP = D0.5BSAPQref (3.11)

This approach guarantees that all three sets of EOFs will describe the same patterns as in the reference
scenario. Earth science applications of EOF analysis are described in numerous studies (e.g., Hannachi
et al., 2007; Roundy, 2015; Bi et al., 2021).

3.2.4 GAMM framework (variability paper)

A generalized additive mixed model (GAMM) framework helps in decomposing the irregular timeseries
into long-term and seasonal signals so that:Ti = Tlong(ti) + Tseason(τi) + T0 + εi (3.12)

Where the first term represents a smooth decadal variation, the second is a seasonal signal (τi denotes
intra-annual sampling time ranging from 0 (1st of January) to 1 (31st of December)), the third is an offset
(constant), and the fourth is residuals, those temporal autocorrelation is assumed to follow a continuous
first-order autoregression model (AR(1)) (Radtke et al., 2020). The GAMM setup applied in the vari-
ability paper is the same as in Radtke et al. (2020), which means the model was fitted using a restricted
maximum likelihood approach, and the functions Tlong and Tseason are defined as penalized and cyclic
cubic regression splines with 1 degree of freedom per month and decade, respectively. In the variability
paper, GAMMwas applied to remove seasonal bias in the irregular observational data, therefore, correct-
ing its long-term averages: Tcorri = Ti − Tseason(τi) (3.13)

More information on GAMM and its application to observational timeseries might be found in, e.g.,
Simpson (2014).

3.3 Observational datasets (ventilation and variability papers)

Both RCO (applied in the variability paper) andMOM-ERGOM (applied in both ventilation and sensi-
tivity papers, validated in the ventilation paper) were thoroughly validated. For that purpose, both obser-
vational and reanalysis data were used. All datasets utilized in this study are summarized in Table 3.1.

For the MOM-ERGOM validation, which was performed in the ventilation paper, the observational
data were made up of two data sources – the ICES (International Council of the Exploration of the Sea)
dataset (ICES, 2023) and the IOW (Leibniz Institute for Baltic Sea ResearchWarnemünde) observations’
database (IOW, 2023). All observations were acquired as instantaneous point measurements from 1993
to 2018. The following postprocessing algorithm was applied: at the first step, each measurement was
associated with a certain region in the central BS (BB, eGB, nGB, or wGB). Next, the observations were
attributed to a certain model depth level utilizing the Nearest Neighbor (NN) interpolation method. In
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Table 3.1: Description of observational and reanalysis datasets employed in the papers.

Paper Model Data Time frame Averaging
Spatial Temporal

Variability
paper RCO ICES 1850-2008 Station-wide Annual

Ventilation
paper MOM5-

ERGOM

ICES,
IOW,

Copernicus reanalyses
1993-2018 Basin-wide MonthlySensitivity

paper

the third step, all observations were spatially averaged within the domain they were attributed to. Lastly,
the observations were temporally averaged to both monthly and climatology means. The Copernicus
regional BS biological and physical reanalyses were chosen as model-based continuous references for the
model validation (Copernicus, 2023b,a). Both reanalyses utilize a single regional setup of the coupled
NEMO-SCOBImodel system (Almroth-Rosell et al., 2014;Hordoir et al., 2019). Both reanalyses employ
a data assimilation technique, which includes the assimilation of satellite-based SST and Chlorophyll-a
measurements and ship and station-based profiles of temperature, salinity, nutrients, and oxygen (T, S,
O2, N, and P). The reanalysis data have a spatial resolution of 2 nautical miles and 56 depth levels. They
were obtained as monthly mean fields from 1993 to 2018. The data were remapped to both vertical and
horizontalMOM-ERGOMgrids by applying combined linear-NN interpolation techniques. In the next
step, the result was attributed to a specific region in the central BS and spatially averaged within it. Since
the SCOBI model represents H2S as O2 equivalents, but ERGOM has a separate H2S tracer variable, an-
other postprocessing step has to be done. Negative O2 concentrations were recalculated as H2S adhering
to the following rule: 1 mole of H2S equals -2 moles of O2 (Fonselius, 1981). TheMOM-ERGOM data
were spatially averaged for each studying sub-basin in the central BS for validation. To avoid an undersam-
pling bias in the long-term averaging, in both MOM-ERGOM and Copernicus reanalysis datasets, only
months with at least one observation available were included in the long-term average. Variability within
a month was considered to be insignificant and was neglected. For the validation results, see Section 4.

In the variability paper, the RCO model was validated against ICES observational data at specific sta-
tions (see Figure 2.1 for the stations’ names) from 1850 to 2008. Themodel grid cell nearest to the station
was regarded as the station data. For the same station, all observationswithin a 1◦x 0.5◦rectanglewere con-
sidered to belong to that station, i.e., theywere spatially averaged. All observationswithin a single daywere
averaged. The seasonal signal, calculated by applying theGAMMframework, was subtracted from the ob-
servational data to eliminate the undersampling bias when computing the long-term averages. This RCO
setup was also validated in, e.g., Meier et al. (2019a, 2022) against various reanalysis and observational
data. For the validation results, see Section 4.
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4
Oxygen dynamics of the Baltic Sea

In this section, the results of the three papers, namely, ventilation, variability, and sensitivity papers, are
summarized. In Section 4.2, the results of the ventilation paper are described. There, oxygen dynamics
in the central BS on a climatological time scale are discussed. Section 4.3 continues with the results of
the ventilation paper, focusing on trends in the BS ventilation by the inflows. In addition, the inflows’
variability is discussed in that Section (variability paper). The results of the sensitivity paper, namely, the
sensitivity simulationswith the reduction of nutrient loads and the system’s response to it, are discussed in
Section 4.4. In addition, the summary of the RCO (variability paper) and MOM-ERGOM (ventilation
paper) validations is given (Section 4.1).

4.1 Validation summary

4.1.1 MOM-ERGOM (ventilation paper)

In the ventilation paper, the MOM-ERGOM model was thoroughly validated against combined ICES
and IOW observational datasets and Copernicus regional reanalysis data. Here, only climatological oxy-
gen profiles’ and hypoxic and anoxic areas’ validation is shown (Figure 4.1 and Figure A.1, respectively).
Based on the validation results, it can be concluded that the MOM-ERGOM model adequately repro-
duces the temporal variability and the mean state of all investigated variables (only O2 is shown) in all
considered sub-basins (BB, eGB, nGB, and wGB).

In Figure 4.1, it is visible that the modeledmean climatology profiles are within the variability range of
Copernicus reanalyses’ data and observational data, highlighting their overall agreement. However, some
uncertainty was also observed. The MOM-ERGOM underestimates the oxygen concentrations in the
remote nGB and wGB, which is manifested in Figure 4.1 as stronger, compared to the observations and
Copernicus data, oxycline and reduced (or non-existent) variability (translucent area) after approximately
100 meters depth. This indicates the total absence of oxygen in the model, which is not fully consistent
with observations and reanalysis, both exhibiting some variability below that depth. At the same time, in
the BornholmBasin, themodeled oxygen profile positively deviates from the observational and reanalysis
profiles, starting from approximately 50 meters depth and exhibiting a less pronounced redoxcline. The
same pattern can be observed in Figure A.1, manifested there as positive anomalies of bottom oxygen
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concentration in the BB and, as a result, a smaller hypoxic and anoxic area. At the same time, the overall
hypoxic and anoxic area is overestimated byMOM-ERGOM, but mainly in the Gulf of Finland and the
Bothnian Sea (the latter demonstrates neither hypoxic nor anoxic area in reality). However, the agreement
is better in the central BS, especially in the eGB, with some overestimation of hypoxic and anoxic areas in
the model.

Figure 4.1: Mean climatology DO profiles for all sub‐basins (BB (A), eGB (B), nGB
(C), and wGB (D)). Colored translucent and black whiskers for model data and ob‐
servations, respectively, depict the variability (±2σ). (Naumov et al., 2023b).

To find a reason behind the observed
mismatchbetween themodel andobser-
vational/reanalysis data, the halocline
depth and strength were calculated for
each sub-basin in the BS employing
the approach proposed by Väli et al.
(2013). A bigger halocline strength
was observed across the whole Got-
land Basin, where oxygen concentra-
tions were underestimated, and a lower
halocline strength was observed in the
BB, where the model overestimated the
oxygen concentration (see Figure A.2).
A possible explanation is an elevated
transport from theNorth Sea caused by
the relatively coarse model resolution,
which resulted in better oxygenation of
the BB – the closest region to the Dan-
ish straits, and, simultaneously, in lim-
ited oxygen exchange in the Gotland
Basin due to the stronger stratification.

4.1.2 RCO (variability paper)

Figure 4.2 provides some information
on the comparison between the time se-
ries of simulated and observed (taken
from the ICES database) bottom and surface salinities at the selected monitoring stations (see Figure 2.1
for stations’ locations) conducted in the variability paper. For most of the stations, the model reproduces
the observed multidecadal variability with 30-year periodicity, both in surface and bottom salinity. How-
ever, the stations located close to the BS entrance demonstrated less good agreement with the model re-
sults. It can be explained by both the undersampling in this area and complex dynamical processes in the
transition regionbetween thebrackishBS and the saltyNorth Sea. In addition, a lesser agreement between
observational and model data is observed at the central BS’s stations (e.g., BY15, OMTF0286, BY31) in
1950-1970. This might be related to the models’ underestimation of the large MBI in 1951 (Mohrholz,
2018). This was attributed to the coarse atmospheric forcing since the RCO reproduces inflows’ activity
well with better forcing (Meier et al., 2004).
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Figure 4.2: Simulated and observed surface and bottom salinities [g kg−1] at various stations across the BS. Thick lines represent the
11‐year running mean. Observational data are processed to exclude the seasonal cycle following Radtke et al. (2020) (Meier et al., 2023).
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4.2 Oxygen sources and sinks during the last 71 years (ventilation paper)

This Section provides an overview of the results from the ventilation paper. Those include a description
of processes governing the oxygen variability in the central BS, namely their differentiation based on their
mean values and their contribution to the oxygen variability. The temporal variability is also shown in
Section 4.2.3.

4.2.1 The biggest oxygen sources and sinks

The annual mean values of the O2 and H2S sources and sinks across the central BS were compared to
differentiate them based on their absolute values. Table A.1 presents the five biggest processes consum-
ing/supplying oxygen in each of the central BS sub-basins. It highlights the upper advection as the largest
oxygen supplier and the biggest term of the oxygen budget as well in the BB, eGB, and wGB. In the nGB,
the lateral advection from the southern boundary is the biggest term in the oxygen budget. This pattern
highlights the importance of the inflows from the North Sea in the interannual O2 dynamics in the cen-
tral BS. It also differentiates sub-basins in terms of their geographical location. The BB and eGB, which
are closer to the North Sea, receive more oxygen via the inflows compared to the remote nGB and wGB,
which significantly affects their dynamics. For instance, oxidation ofH2S ismore pronounced in the nGB
andwGB compared to the BB and eGB.Nitrification is the largest oxygen sink in the water column for all
sub-basins except thewGB,where oxidation of S to SO4

2– exceeds it. However, nitrification is still among
the biggest oxygen sinks in the wGB. Sulfur oxidation consumes a significant amount of oxygen in the
nGB as well. Contradictory toMeier et al. (2018), respiration of living organisms was found negligible in
all sub-basins of the central BS. Detritus mineralization in the sediments is the biggest biological sink of
oxygen in all sub-basins except the wGB, where sulfur oxidation exceeds it.

The distribution of sources and sinks of H2S differs significantly from O2. Vertical advection of H2S
is directed out of the domain and is the biggest advective term in the nGB and wGB. In the eGB, lateral
advection of H2S to the more remote basins exceeds the vertical one, which indicates a positive feedback
mechanism that leads to even less oxygen in the remote sub-basins. The water column acts mainly as a
sink for H2S and the sediments as a source. Oxidation of H2S by NO3

– and O2 contributes significantly
to H2S removal. Mineralization of detritus is the biggest H2S production term in the sediments and the
water column. Numbers for H2S are presented in Table A.2.

4.2.2 Different sources and sinks contributing to the variability of O2 andH2S

To investigate how the variability of annualO2 andH2S is distributed across their sources and sinkswithin
a certain sub-basin, a regression analysis (see Section 3.2.1 for description) was applied, where the total
changeofO2 orH2Swithin a sub-basinwas taken as a dependent variable and the three groupsofprocesses
(physical fluxes, water column, and sediments) as the independent variables. The physical fluxes group
contains all processes related to the physical transport of oxygen or H2S (advection, diffusion, etc.). The
water column group is made up of all biochemical processes consuming and supplying oxygen and H2S
(e.g., mineralization of OM, either by O2 or SO4

2– , nitrification, photosynthesis, and respiration, etc.),
and the sediments group includes processes situated in the sediments (e.g., mineralization of detritus).
The results are presented in Figure 4.3.
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Figure 4.3: Fraction of interannual O2 (left panel) and H2S (right panel) variability (in %) explained by a certain group of processes (physical
fluxes, water column, and sediments) (pie charts). Colored areas mark different sub‐basins. The lower right pie chart shows the whole
central BS. (Naumov et al., 2023b).

Figure 4.3 highlights a profound difference in theO2 andH2S dynamics. For oxygen,most variability is
explained by physical processes (mainly advection) in all central BS sub-basins. In contrast, the dynamics
of H2S is governed by processes situated in the water column (explain 45% to 87% of the variability). The
contributions of the remaining groups differ regionally. For oxygen, water column processes in the wGB
and nGB explain slightly more variability compared to the BB and eGB. At the same time, 17% of the
variability in the wGB is explained by sedimentary consumption, the second largest number after the
BB (22%), which stresses the influence of the sedimentary O2 consumption on the O2 dynamics in the
wGB. The analysis of H2S sources and sinks showed the increasing role of advection toward the remote
sub-basins, which again highlights their vulnerable positions as both producers and dynamical sinks of
H2S.

4.2.3 Temporal variability of O2 andH2S sources and sinks

To detect any shifts inO2 andH2S consumption, a linear trend analysis was carried out for the same three
groups of processes as in the previous Section (see Figure 4.3 for groups’ names). The results are presented
in Figure 4.7 (O2, see reference curve) and in Figure A.6 (H2S, see reference curve). Apart from the BB
(Figure 4.7, Panel A), no significant linear trends in oxygen supply by physical fluxes were identified. This
trend could be explained either by internal changes within the BB, e.g., changes in stratification, or by
unidentified small inflows from the North Sea. Trends in sedimentary and water column consumption
vary regionally. In the BB, both of them exhibit significant negative trends (i.e., an increase in O2 con-
sumption). Other basins show a significant negative trend in the water column O2 consumption and a
significant positive trend in the sedimentary O2 consumption (Figure 4.7, Panels B, C). This pattern is
mostly pronounced in the nGB, where most O2 was initially consumed in the sediments. But, since the
1980s,moreO2 hasbeen consumed in thewater column than the sediments, indicating apronounced shift
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in O2 consumption from the sediments to the water column. The same applies to the wGB (Figure 4.7,
Panel D). This indicates less O2 in the remote basins, which started in the 1970s and is still happening.
Trends in H2S production and consumption mainly highlight the H2S deposition in the remote nGB
and wGB. It is manifested as significant trends in the sedimentary H2S production and water column
H2S consumption, with the latter exceeding the former. Since more H2S is being produced than con-
sumed, the positive trends in the H2S advection mainly directed upwards are observed. The same is true
for the eGB but to a lesser extent. No significant trends were observed in the BB, indicating the balance
between produced and oxidized H2S.

4.3 Ventilation by the inflows (variability and ventilation papers)

As has already been pointed out, advection plays a crucial role in deep central BS ventilation. This Sec-
tion is split between the hyperlinkvarpapervariability and hyperlinkventpaperventilation papers. Sections
4.3.2 and 4.3.3 are based on the ventilation paper. There, an element tagging technique (see Section 3.1.2)
was employed to estimate the change in ventilation based on the 29 biggest inflows from 1948 to 2018
(Section 4.3.2) and the processes that are triggered by a sudden rise in oxygen concentration in the deep
BS sub-basins during an inflow (Section 4.3.3). Section 4.3.1 is based on the variability paper and briefly
discusses the inflows’ multidecadal variability.

4.3.1 Multidecadal variability in the salinity and inflows (variability paper)

Figure 4.4: Inflowing volume (salinity > 17 g kg−1) differences between the sen‐
sitivity experiments REF+ and RUNOFF+. Inflowing volume was low‐pass filtered
with a cut‐off period of 12 years. The dashed line indicates zero (Meier et al., 2023).

In the variability paper, the multi-
decadal variability of theBS salinity field
was analyzed using 5 sensitivity experi-
ments performedwith the RCOmodel.
It was found, that the pronounced 30-
year period in BS salinity is caused by
both NAO and AMV (and their in-
teractions). The NAO affects the pre-
cipitation over the BS catchment area,
influencing salinity via the direct dilu-
tion effect (Radtke et al., 2020). The
AMV affects the NAO’s centers of ac-
tion, causing their spatial shift (Börgel

et al., 2020). The multidecadal variability in the salinity field was found to be amplified by the positive
feedback related to the saltwater inflows. The inflows’ intensity was approximated in the model as an in-
flowing volumewith salinity ofmore than 17 g kg−1 (V17). After thismetric was calculated for each sensi-
tivity experiment, the difference between theREF+ (reference scenariowith sea level rise) andRUNOFF+
(scenario with the climatological mean runoff and constant net precipitation with sea level rise) scenarios
was calculated. The result is presented in Figure 4.4. It can be concluded that when salinity in the BS de-
creases due to elevated runoff, the V17 difference tends to be negative. The opposite is true when salinity
is increased. This mechanism can be explained as follows: when the BS salinity is lower, the outflowing
low saline water is mixed with theNorth Sea’s saline water, leading to less salty inflows. When the salinity
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is higher, the opposite is true.

4.3.2 Temporal trends in the central BS ventilation by the inflows (ventilation pa-
per)

In the ventilation paper, an analysis of inflowingO2 content and inflows’ lifetimeswas carried out to study
the temporal variability of the ventilation by inflows. The total content ofO2 transported by an inflow (or
multiple inflows) to a certain sub-basin is a simple measure of the ventilation by inflows. It is integrated
over a sub-basin volume. Inflow’s lifetimemeasures how fast O2 brought by a certain inflow is consumed.
It is presented by time, after which a certain fraction of inflowed O2 (e.g., 95% or 50%) is utilized. The
inflowswere also ranked from strongest to weakest based on the amount ofO2 they transported to the BS
to detect the trends in their variability. The results are shown in Figure 4.5.

Figure 4.5 (Panel A) demonstrates no significant trend in the inflows’ strength, which indicates that all
stagnation periods are simply part of the natural variability, as also foundby other studies (e.g., Schimanke
and Meier, 2016; Mohrholz, 2018; Fonselius and Valderrama, 2003). At the same time, strong negative
trends in the inflows’ lifetimes were observed across the whole central BS (Panels C, E, G, and I). Those
trends explain from around 30% of the variability in the BB up to over 80% in the wGB. This sub-basin
also shows the most rapid decline in the inflows’ lifetime and the inflowed O2 content. All inflows after
1965-66 (even the largest in 1993-94 and 2014-15) brought almost no oxygen here. The nGB exhibits
the same pattern as the wGB, but the changes are less pronounced. That pattern suggests an elevated O2
consumption everywhere across the central BS, more manifested in the remote nGB and wGB. BB and
eGB are less affected by the elevatedO2 consumption and still ventilated by the inflows. The biggest peaks
in inflowed O2 content were observed here during the strongest 1993-94 and 2014-15 inflows. However,
even here, the inflowed O2 was utilized significantly faster at the end of the study period compared to the
beginning. It can be concluded that all sub-basins across the central BS are now less well-oxygenated by
the inflows than in 1948. Since no significant trend in inflows’ strength was observed, the only driver of
those changes is the elevated O2 consumption.

4.3.3 Changes in the ventilation patterns (ventilation paper)

To answer the question which processes are mostly triggered by the inflowed O2 and whether they have
changed during the investigated 71 years, an EOF analysis (see Section 3.2.3)was applied in the ventilation
paper to the spatio-temporal matrices of temporally integrated consumption or production by O2/H2S
budgets terms (or aggregated groups of terms) during each inflow from 29 studied inflows. The results
(Figure 4.6) portray the two leading EOFs that describe more than 90% of the produced/consumed O2
during the inflow events. From those two, the first explains about 90% and the second about 5% (Fig-
ure 4.6, Panel A).

The first EOF’s loadings (Figure 4.6, PanelC) are negatively connected to themineralization of detritus
in the eGB and, to a certain extent, in the nGB. They showno spatial variability in signs, and the first EOF
has no trend (Figure 4.6, Panel B), whichmakes the response uniform and constant in time. This suggests
that the first EOFmainly describes the default reaction to the inflowed O2, which includes elevated rates
of detritus mineralization in the eGB. It only correlates with the inflow’s duration and strength.

The secondEOFdemonstratesmore complex dynamics. It becomes positive in the 1970s, whichmight
serve as a proxy for changed oxygen dynamics. The second EOF’s loadings are not spatially uniform, with
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Figure 4.5: Panel A shows the ranked inflows’ temporal distribution. The ranking is based on the total amount of O2 transported across
the Arkona transect by an individual inflow. Number 29 stands for the most transported O2, and number 1 for the least. The total yearly
inflowedO2 content in each sub‐basin is depicted in panels B, D, F, andH. Different inflows are displayed in different colors in the histogram.
Bar heights indicate the total inflowed O2 content. The color bar shows the inflows chronologically (i.e., the earliest inflow is pink, the next
one is brown, etc.). Panels C, E, G, and I depict the lifetime of inflowed O2 per sub‐basin (dots). It is defined as the time when inflowed
O2 reaches a certain fraction of its maximal value. In total, three fractions are shown: green dots mark the time when 5% of inflowed
O2 is consumed (95% remains), orange dots mark the time when 50% of inflowed O2 is consumed (50% remains), and blue dots mark the
time when 95% of inflowed O2 is consumed (5% remains). Linear trends are shown for each scatter plot. They demonstrate the decay of
the inflowed O2 lifetime. Determination coefficients (R2) for each linear trend are presented in the upper‐left section of the panels. Their
colors indicate the trends they belong to. Panels B and C stand for the Bornholm Basin, D, and E for the eastern Gotland Basin, F and G
for the northern Gotland Basin, and H and I for the western Gotland Basin. Mt corresponds to 109 kg. (Naumov et al., 2023b).
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Figure 4.6: EOF analysis for O2 consumption during inflow events. Panel A shows the fraction of variance explained by each EOF. The first
two EOFs (explain more than 95% of the variance) are highlighted. Panel B shows the first two EOFs’ timeseries. Panel C demonstrates
the EOF loadings, indicating how strong a certain EOF is connected to a certain process. Positive values (red) mean a direct relationship
between EOF and a process, and negative values (blue) a reverse relationship. The processes’ names in Panel C are read in the following
way: {domain}_{process}. A domain can be w (water column) or s (sediments). Processes can be nit (nitrification) or min_om/det/sul
(mineralization of OM without detritus, detritus, or H2S) (Naumov et al., 2023b).

a distinct response in the eGB and other parts of the Gotland Basin. What is depicted by the second EOF
is a transformation of oxygen consumption during the 1970s. The changes are opposite between eGB and
nGB, wGB. An inflow during the first period differs from an inflow during the second period by a greater
secondEOF’s value. This, based on the secondEOF’s loads, means a shift in detritusmineralization to the
eGB, while in the nGB and wGB, the main oxygen consumption is moved from detritus mineralization
to oxidation of H2S and S. This is most visible in the nGB.
The same H2S sources and sinks analysis revealed a similar pattern (Figure A.5). It is a fluctuating first

EOFwithout any significant temporal trend and a second EOF that switches its sign during the 1970s. Its
spatial pattern can be interpreted similarly as a changed response to the inflowed O2. Sedimentary H2S
production moves from the remote wGB and nGB closer to the North Sea in the eGB. Its consumption
is shifted upstream as well but to a lesser extent. It indicates an increase in H2S downstream transport.

The conducted analysis fully confirms the previous conclusions. There are only two patterns affecting
the O2 and H2S dynamics during inflow events. The first pattern is related to the amount of O2 brought
into the BS by an inflow. The second pattern is related to the change in the main O2 sinks due to the
deoxygenation of the central BS. Together they explain more than 95% of the variability. Thus, it can be
concluded that O2 consumption mostly depends on the inflow’s duration and strength, with some small
shifts in processes due to the overall deoxygenation of the central BS during 1948-2018.
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4.4 Oxygen dynamics under reduced nutrient input (sensitivity paper)

The results presented in the previous Section demonstrated that despite the nutrient reduction since the
1980s, the central BS has not demonstrated any significant improvement in oxygen conditions yet. Con-
trarily, O2 consumption has only amplified in recent years resulting inweakened ventilation of the remote
sub-basins, which facilitates the reduced compounds’ deposition. This section is fully based on the results
presented in the sensitivity paper and answers whether the central BS can be returned to its initial state
(or the good environmental state as defined in the BSAP) and on which timescales it is feasible. For that
purpose, the two sensitivity experiments with the MOM-ERGOMmodel were carried out. They both
assume a reduced (compared to the current HELCOM values) constant nutrient input. The BSAP sce-
nario assumes an input following the BSAP2021MAI, and themore rigorous 0.5 BSAP scenario assumes
a halved BSAPMAI input (for more information, see Section 3.1.3).

4.4.1 Trends in oxygen sources and sinks

As in Section 4.2, all O2 and H2S sources and sinks in the ERGOM model were aggregated into three
groups: phy (or physical fluxes), bio (or water column processes), and sed (or sedimentary processes). For
those three groups, the temporal variability over 71 yearswas investigated by applying linear trend analysis.
The results for O2 are presented in Figure 4.7 and Figure A.3. For H2S, see Figure A.4.

Figure 4.7 and Figure A.3 demonstrate substantial changes in the composition of O2 consumption un-
der both the BSAP and 0.5 BSAP scenarios. The main pattern is a shift of oxygen consumption back to
the sediments. The showcase of those changes is the nGB, where sedimentary consumption was at the
end of the study period the main sink of oxygen in both scenarios, with the 0.5 BSAP further amplify-
ing sedimentary consumption and reducing consumption in the water column. The same is true for the
wGB, but only under the 0.5 BSAP. Under the BSAP scenario, only sedimentary consumption demon-
strates a significant negative trend and does not reach the water column consumption at the end of the
study period. Elevated sedimentary consumption, most visible in the nGB, indicates reoxygenation of
the sediments, which is accompanied by oxidation of the deposited reduced material there. This is more
pronounced under the 0.5 BSAP scenario indicating more O2 in the system. A significant positive trend
in the physical fluxes of O2 was observed in the wGB, which means more O2 supply, primarily via advec-
tion. It was attributed to better ventilation by the inflows following the oxygenation of the neighboring
nGB. Both the eGB and BB do not demonstrate striking further oxygenation. In eGB, only a significant
positive trend in theO2 consumption in thewater column (lessO2 consumptionwith time) was observed
under both scenarios. This indicates more O2 in the water column since less consumption means less re-
duced material stored there. BB only demonstrated a positive significant trend in oxygen consumption
under the 0.5 BSAP scenario, which points out its well-oxygenated state in the model.

H2S sources and sinks (Figure A.6) also demonstrated significant changes. The eGB returned to the
dynamic balance between H2S production and consumption by the end of the study period, suggesting
thatH2S is no longer deposited here. The same is observed in the nGBunder themore rigorous 0.5 BSAP
scenario, but the BSAP scenario also highlights a significant reduction ofH2S content in the nGB, which,
however, stabilizes in the 2070s. Nevertheless, the H2S advection across the upper boundary terminates
in both scenarios. The wGB shows the most pronounced difference between the two scenarios. Under
the BSAP, the wGB is still supplying the upper levels with H2S by the end of the study period, but to a
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Figure 4.7: Temporal dynamics of the total annual O2 fluxes by the three categories (physical fluxes – Phy (blue line), water column con‐
sumption – Bio (red line), and sedimentary consumption – Sed (dark brown line)). The horizontal black translucent line indicates zero.
Positive fluxes mean O2 supply, and negative fluxes mean O2 consumption. Grey lines represent the reference scenario (see Section 3.1.3).
Only significant linear trends (p < 0.05) are shown. Mt/a stands for 109 kg per year (Naumov et al., 2023a).

much lower extent. Despite having a significant negative trend, the sedimentary production stabilizes in
the 2070s, and the water column consumption demonstrates no trend. Under the 0.5 BSAP, the export
ceased by the end of the study period, and the sedimentary production continued to decrease. The water
column consumption shows a significant positive trend under the 0.5 BSAP.

4.4.2 O2 andH2S budgets’ composition in different scenarios

The linear regression analysis (see Sections 4.2.2 and 3.2.1) was applied to the same groups of O2 and
H2S sources and sinks (phy, bio, and sed) to determine their contribution to O2 andH2S variability. The
results are shown in Figure 4.8. The general pattern of oxygen variability is the same as in Section 4.2.2:
advection dominates in both scenarios. In addition, the water column processes in Figure 4.8 explain less
and less variabilitymoving from the reference scenario to the 0.5BSAP. It complements conclusionsmade
in the previous Section about less variability in the O2 consumption in the water column going from the
reference scenario to the 0.5 BSAP. TheH2S processes’ composition patterns are generally more complex
(both regionally and in different scenarios). It suggests a strong connection between nutrient forcing and
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H2S dynamics (see Figure A.6 for more details). Overall, it can be concluded that the H2S dynamics are
more affected by nutrient input than O2, with some regional differences existing in both.

Figure 4.8: Maps showing different processes’ contributions to the O2 (left) and H2S (right) variability. Processes are aggregated into the
same three groups (phy, bio, and sed) as in Figure 4.7. In bar plots, the y‐axis represents a fraction of the total variability explained by a
certain group of processes, and the x‐axis represents scenarios. Note that O2 charts have two y‐axes with different scales. The left and
right axes represent the fraction of variability explained by the group phy, and the groups bio and sed, respectively (Naumov et al., 2023a).

4.4.3 O2 andH2S sources and sinks’ variability induced by the nutrient forcing

Nutrient loads determine a substantial fraction of the variability in O2 concentration in the deep central
BS, as shown, e.g., by Meier et al. (2019a); Friedland et al. (2012); Saraiva et al. (2019). This Section
presents the results of the analysis dedicated to quantifying the nutrient loads’ influence on the O2 and
H2S variability, separating it from the natural variability, but not from the future climate change signal
since it is not included in the model forcing. To do so, the EOF analysis was applied to the matrices of
annual O2 andH2S production/consumption anomalies for the reference period. The resulting loadings
were applied to both sensitivity experiments’ data to get the same patterns (see Section 3.2.3 for more
information). The results are outlined in Figure 4.9 (for O2) and Figure A.7 (for H2S).

Judging upon eigenvalues, the first three EOFs were considered significant for O2 and H2S. In the
case of O2, the first EOF explains around 60% of variability, the second EOF explains around 20%, and
the third explains around 10%. H2S eigenvalues converge faster. The first EOF already explains approxi-
mately 85%of the variability, and the two remaining leading EOFs explain 5% each. Based on the loadings’
scores (Panel E in Figure 4.9 and Figure A.7), both leading EOFs seem to represent the same O2 andH2S
variability pattern. For O2 and H2S data, the first EOF shows a bold, positive bond with sedimentary
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Figure 4.9: EOF decomposition of the spatial‐temporal matrix of O2 consumption terms aggregated into specific groups. Group names
(x‐axis labels in Panel E) are read as follows: {domain}_{name of processes}. There are two possible domains: bio – water column, and sed
– sediments; and six processes: nitr/nitdenit – nitrification, phot – photosynthesis, resp – respiration of biota, min_sulf – mineralization
of sulfur, min_om – mineralization of organic matter, and det – mineralization of detritus only. Panel A shows the fraction of variability
explained by all EOFs. Only the first three EOFs were considered significant and highlighted. Panels B‐D depict their temporal variability.
Here, the black vertical line demarcates the reference scenario (grey curve) and sensitivity studies (BSAP and 0.5 BSAP scenarios), which
are shown by vivid and translucent red lines, correspondingly. Panel E demonstrates their loadings. Loadings vary from minus one to one
and show the direction and magnitude of the connection between an EOF and a variable. Black lines highlight the spatial structure of the
matrix by separating the sub‐basins (Naumov et al., 2023a).

detritus’ oxidation anomalies (either by O2 or SO4
2– reduction). The first EOF for oxygen functions as

follows: when its score is positive (the period from the 1970s to the 2030s, following Panel B in both
discussed Figures), H2S is produced in the nGB via sulfate reduction to mineralize sedimentary detritus,
which indicates the limited supply of oxygen into the deep layers of nGB. The same dynamics apply, but
to a lesser extent, to the two other sub-basins within the Gotland Basin (eGB and wGB). Simultaneously,
the mineralization of detritus with O2 as an electron acceptor amplifies in the eGB but diminishes in
both the nGB and wGB, which also points out the elevated oxygen debt (deposition of H2S and NH4

+)
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in those two remote basins. The negative first EOF scores describe the opposite situation. H2S is not
actively produced in the eGB, wGB, and especially nGB but is oxidized by O2 or NO3

– . The detritus’
oxidation via O2 increases in the nGB and wGB (which means oxygen debt’s depletion) but decreases in
eGB (which highlights a better state without any long-standing oxygen debt). This indicates the overall
oxygenation of the deep central BS. The first EOF for oxygen is negative during the first few decades of the
reference period (before the 1980s), starting from the 2030s and 2040s under the 0.5 BSAP and BSAP,
respectively. These dynamics highlight the connection between the first oxygen EOF and the nutrient
loads (since they were peaking in the 1980s and since then are being reduced). The same reasoning can
be applied to the first EOF in the H2S data (see Figure A.7), making it possible to attribute it to the nu-
trient forcing. This means nutrients are responsible for approximately 60% and 85% of interannual O2
andH2S dynamics, respectively. Interannual oxygen variability is also partially governed by inflow events.
They were attributed to the second EOF. The third EOF might depict some sort of natural variability.
The second and the third EOFs do not show any trends in all scenarios. The first EOFs for BSAP and
0.5 BSAP scenarios exhibit a very high correlation (>0.9), which means the system responds to different
degrees of nutrient loads reduction in the same way. However, the EOF’s scores are more negative in the
0.5 BSAP scenario, which indicates the more resilient state of the central BS. The last two EOFs in H2S
data are difficult to interpret, but since they do not demonstrate any trends, they are less important for
the analysis.
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5
Discussion and conclusions

5.1 Discussion

In this thesis, the composition of O2 and H2S sources and sinks and their long-term trends, as well as
variability, were calculated for the first time. It complements thework of, e.g., Gustafsson and Stigebrandt
(2007); Schneider andOtto (2019), who estimated someO2 sources and sinks based on the observational
data but only for a short time period and for a limited area. As any model study, this thesis has some
degree of uncertainty introduced by model simplifications. To validate the results of the thesis against
the observational data, the paper by Rolff et al. (2022) can be used. Their results are well-aligned with
this thesis. Namely, they found a rapid increase in NH4

+ concentrations based on the observational data.
They also identified the upward advection of NH4

+ from the deep BS layers, which was also observed
in the thesis (both shown for NH4

+, but discussed for H2S). In addition, estimates of O2 vertical fluxes
across the pycnocline in the eGB byHoltermann et al. (2022) are in the same order ofmagnitude as in the
MOM-ERGOMmodel.

The reason for still deterioratingO2 conditions in the deep central BS seems to be related to the ”vicious
circle” of the BS (Vahtera et al., 2007). The hypothesis of an extended ”vicious circle” proposed byMeier
et al. (2018) seems to be trustworthy, despite our slightly different results (they have identified respiration
of higher trophic levels as one of the primary sinks of O2, but this thesis found it to be negligible). At the
same time, they identified nitrification as one of the primary O2 sinks as in this thesis. However, to fully
certify or falsify it, additional studies need to be done (e.g., estimating the transport of detritus).

Mohrholz (2018)mentioned studying BS inflows from theO2 perspective as one of the scientific prob-
lems. This thesis presents for the first time the long-term estimates of oxygen brought into the deep BS by
the 29 biggest O2 inflows from 1948 to 2018. The 1993 inflow (Jakobsen, 1995) was found to bring the
most O2 into the BS. No temporal trend in the amount of O2 brought by inflows was observed. Despite
this, the ventilation of the central BS has significantly decreased during the last few decades, which only
canbe attributed to elevated oxygen consumption. There are still knowledge gaps related to theBS inflows
and ventilation caused by them. First of all, the oxygen inflows statistics have to be elaborated based on
the observational data, which is an ambitious problem since the oxygen measurements are less common
than the salinity measurements. In addition, the importance of the oxygen inflows can be evaluated in,
e.g., a sensitivity study employing an inflows-favorable forcing.
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The results of the sensitivity studies support the findings of, e.g., Saraiva et al. (2019), Markus Meier
et al. (2021), Bartosova et al. (2019), andFriedland et al. (2012), stating that thenutrient input explains the
biggest part of the variability in O2 sources and sinks in the deep central BS. The new results of this thesis
are that the system is able to reverse negative changes in oxygen content happening during the last two
decades and return to the initial state without any hysteresis effect. The next step in this research would
be constructing proper multimodel climate projections, disentangling oxygen sources and sinks. The
latter allows for the building of more robust estimates and tracking of the impact of climate change on
O2 sources and sinks, as proposed by Börgel et al. (2023), for example. In addition, some quantification
of the multidecadal variability of the BS O2 content and its attribution to the local modes of climate
variability (e.g., NAO and AMV) can be done. In the end, there is still ample room for new studies.

5.2 Conclusions

The following conclusions were drafted based on the variability paper:

• As validation results suggested, the RCOmodel demonstrated a good performance in the BS region.

• The positive feedback between mean BS salinity and inflowing salt content was identified.

The following conclusions were drafted based on the ventilation paper:

• TheMOM-ERGOMmodelwas validated against reanalysis and observational data and showed accept-
able results. However, the bottomDO concentrations were underestimated.

• Interannual O2 dynamics in all scenarios is mainly governed by advection. At the same time, H2S
dynamics is governed either by the water column or sedimentary processes indicating its local origin.

• Mineralization of sedimentary detritus was identified as the biggest sink ofO2 and, simultaneously, the
biggest source of H2S (via SO4

2– reduction).

• During the study period (1948-2018), an overall deoxygenation of the deep central BS was observed. It
manifested as a shift frompredominant sedimentaryO2 consumption to predominantO2 consumption
in thewater column. This was attributed to the total absence ofO2 in the sediments and an upward shift
of the redoxcline. The most notable shift occurred in the nGB, but the same pattern, to a lesser extent,
was also visible in the eGB, where it is less pronounced, and in the wGB, where the absence of O2 limits
its manifestation. The nGB and wGB were identified as especially vulnerable sub-basins since they are
both remote and, therefore, less ventilated by the saltwater inflows and serve as sinks for H2S advected
from neighboring sub-basins. The BB exhibited much less deoxygenation because of its location.

• A drastic decrease in the deep central BS ventilationwas found. This is especially visible in the nGB and
wGB, which both received only small amounts of O2 from the strongest 1993-94 and 2014-15 inflows.
Since no trend in inflows’ strengthwas identified, the observed changes can only be attributed to elevated
O2 consumption in all considered sub-basins.
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• Two EOFs of O2 consumption during the inflow events are significant. The first EOF explains more
than 90% of the variability, and the second explains around 5%. The first EOF was attributed to the
inflows’ duration and strength, and the second describes the response to the central BS’s overall deoxy-
genation, which shifts the inflowing O2 consumption from detritus mineralization to H2S oxidation in
the nGB and wGB. Since the first EOF explains more than 90% of the variability, the inflows’ duration
and strength are the key parameters determining their effectiveness.

The following conclusions were drafted based on the sensitivity paper:

• The adherence to the BSAP MAI and to the even more rigorous halved BSAP MAI will improve the
deep central BS and transit it to a more oxic state after 2018 within the simulated 71 years. In the nGB,
a shift back to predominant sedimentary O2 consumption occurred in both the BSAP and 0.5 BSAP
scenarios (in the wGB, only in the 0.5 BSAP scenario). The water column O2 consumption reduces
primarily due to the diminished oxidation ofH2S and nitrification toward the end of the study (the year
2089), and the O2 consumption in the sediments increases primarily due to more OM mineralization.
The faster improvement of the wGB and nGB is explained by the positive feedback related to the im-
provement in the eGB and, therefore, less advection of reduced materials to the remote sub-basins and
better ventilation due to less O2 consumption.

• Three EOFs were considered significant for O2 and H2S sources and sinks variability. The first EOFs
explain around 60% of the O2 budget terms anomalies variability and 80% of the H2S budget terms
anomalies variability. The leading EOFs were attributed to nutrient forcing, with positive scores indi-
cating a deposition phase of reduced material and organic matter and deoxygenation. Contrary, the
negative scores indicate a phase of oxidation of the reducedmaterial and oxygenation. The first EOF for
O2 budget terms went into a constant negative phase, which means no deposition of reduced material
and oxidation of already existing one, in the 2050s under the BSAP nutrient forcing, and in the 2030s
under the 0.5 BSAP nutrient forcing. ForH2S budget terms, under both the BSAP and 0.5 BSAP nutri-
ent forcing scenarios, this state was reached in the 2030s. It indicates a transformation to the oxic regime,
which is more resilient under the 0.5 BSAP nutrient forcing.

• The conducted sensitivity studies suggest that a return to the BS initial state (the year 1948) is possible
within71 years under the forcing fromthe rigorous 0.5BSAP scenario. In the case of theBSAP scenario’s
forcing, the BS did not reach its initial state within 71 years, but since no hysteresis effect was observed,
it seems to be feasible in the future.
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Supplementary material

Figure A.1: Mean hypoxic (A) and anoxic (B) zones in the BS based on MOM‐ERGOM (violet area), reanalysis (light turquoise area) data,
and both of them (dark turquoise area). A grid cell is considered to be mean hypoxic/anoxic if it was hypoxic/anoxic for more than half of
the considered period (1993‐2018). Upper left plots depict total hypoxic (A) and anoxic (B) areas in km2 according to reanalysis (orange)
and MOM‐ERGOM (blue) data (Naumov et al., 2023b).
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Figure A.2: Estimated halocline depth (left panel) and halocline strength (right panel). The following abbreviations are used: BB – Bornholm
Basin, BS – Bothnian Sea, wGB –western Gotland Basin, eGB – eastern Gotland Basin, nGB – northern Gotland Basin, GF – Gulf of Finland.
The notable differences are observed between halocline strength in the Bornholm Basin (less strength in the model), Bothnian Sea (more
strength in the model), and Gulf of Finland (more strength in the model) (Naumov et al., 2023b).
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Figure A.3: Linear trends of groups of processes governing oxygen dynamics in the central BS (the Bornholm Basin (A), the eastern Gotland
Basin (B), the northern Gotland Basin (C), the western Gotland Basin (D), and the whole central BS (E)). Groups of processes are identical
to those in Figure 4.7. Trend lines are only shown if they are significant (p<0.05). Mt/a stands for 109 kg per year) (Naumov et al., 2023b).
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Figure A.4: As Figure A.2 but for H2S. Kt/a stands for 106 kg per year (Naumov et al., 2023b).

72



Figure A.5: Same as Figure 4.6 but for H2S. Processes’ names in Panel C are read the following way: {domain}_{process}. A domain can be
w (water column) or s (sediments). Processes can be nit (nitrification) or min_om/det/sul (mineralization of OM without detritus, detritus,
or H2S). Processes n_ox and o_ox represent H2S oxidation by NO3

– and O2, respectively (Naumov et al., 2023b).
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Figure A.6: Temporal variability of H2S sources and sinks. Processes are aggregated into three groups: phy, bio, and sed. Each panel
represents a specific sub‐basin indicated in the upper left corner. Only significant trends (p‐value < 0.05) are shown. Mt/a stands for 109
kg per year (Naumov et al., 2023a).

74



Figure A.7: EOF decomposition of the spatial‐temporal matrix of H2S consumption terms aggregated into specific groups. Panel A shows
the explained variability by all calculated EOFs. Only the first three EOFs were considered significant and highlighted. Panels B‐D display
the temporal variability of three significant EOFs. Here, the black vertical line demarcates the reference scenario (grey curve) and sensitivity
experiments (vivid and translucent red lines for BSAP and 0.5 BSAP scenarios, correspondingly). Panel E shows loadings of the significant
EOFs. Loadings show the direction and magnitude of the connection between an EOF and a certain variable. Black lines highlight the
spatial structure of the matrix, marking the sub‐basins (Naumov et al., 2023a).
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Table A.1: Processes supplying/consuming the most O2 across the central Baltic Sea. Annual values are given in 109 kg of O2 (Mt). In
some processes’ names, information inside the parenthesis stands for a domain, i.e., sed. means sediments and w.col. means water column
(Naumov et al., 2023b).

Bornholm Basin
Advection, upper boundary 0.81Mt O2

Mineralization of detritus (sed.) -0.46Mt O2
Nitrification (NH4

+ to NO3
– ) (w.col.) -0.11Mt O2

Mineralization of POC (w.col.) -0.08Mt O2
Diffusion, upper boundary 0.08Mt O2

Eastern Gotland Basin
Advection, upper boundary 3.06Mt O2
Advection, western boundary 2.14Mt O2
Advection, northern boundary -1.91Mt O2
Mineralization of detritus (sed.) -1.75Mt O2

Nitrification (NH4
+ to NO3

– ) (w.col.) -0.57Mt O2
Northern Gotland Basin

Advection, southern boundary 1.91Mt O2
Mineralization of detritus (sed.) -0.74Mt O2

Nitrification (NH4
+ to NO3

– ) (w.col.) -0.41Mt O2
Oxidation of S to SO4

2– (w.col.) -0.35Mt O2
Advection, western boundary -0.32Mt O2

Western Gotland Basin
Advection, upper boundary 0.46Mt O2
Advection, eastern boundary 0.32Mt O2

Oxidation of S to SO4
2– (w.col.) -0.3 Mt O2

Nitrification (NH4
+ to NO3

– ) (w.col.) -0.21Mt O2
Mineralization of detritus (sed.) -0.19Mt O2
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Table A.2: Processes supplying/consuming the most H2S across the central BS. Annual values are given in 106 kg of H2S (Kt). In some
processes’ names, information inside the parenthesis stands for a domain, i.e., sed. means sediments and w.col. means water column
(Naumov et al., 2023b).

Bornholm Basin
Mineralization of detritus (sed.) 13.4 Kt H2S

Oxidation by O2 (w.col.) -9.5 Kt H2S
Oxidation by NO3

– (w.col.) -8.57 Kt H2S
Mineralization of POC (w.col.) 2.63 Kt H2S
Mineralization of POC (sed.) 1.52 Kt H2S

Eastern Gotland Basin
Mineralization of detritus (sed.) 181 Kt H2S
Oxidation by NO3

– (w.col.) -113.26 Kt H2S
Oxidation by O2 (w.col.) -93.5 Kt H2S

Advection, northern boundary -13.1 Kt H2S
Mineralization of POCN (sed.) 11 Kt H2S

Northern Gotland Basin
Mineralization of detritus (sed.) 387 Kt H2S
Oxidation by NO3

– (w.col.) -196 Kt H2S
Oxidation by O2 (w.col.) -175 Kt H2S

Advection, upper boundary -73.06 Kt H2S
Advection, western boundary -28.68 Kt H2S

Western Gotland Basin
Mineralization of detritus (sed.) 345 Kt H2S

Oxidation by O2 (w.col.) -175 Kt H2S
Oxidation by NO3

– (w.col.) -139 Kt H2S
Advection, upper boundary -132 Kt H2S

Mineralization of POC (w.col.) 32 Kt H2S

77



B
Curriculum Vitae

78



Lev Naumov, M.Sc.
� �evnaumov96@gmai�.com � 0000-0002-2891-4766

� Lev Naumov

Citizenship: Russia
Location: Rostock, Germany

Employment

���� – ���� • Engineer-Researcher Russian State Hydrometeorological University.
As an engineer-researcher at RSHU, I carried out coupled �D GOTM-ERSEM model simu-
lations to reveal the in�uence of some benthic fauna on the benthic-pelagic �uxes of nutrients
in the Gulf of Finland. I also carried out model validation and statistical analysis of the model
output.

���� – ���� • Engineer-Researcher St. Petersburg State University.
As an engineer-researcher at SPBU, I estimated the quality of DT���� satellite altimetry prod-
uct by comparing it to the previous DT���� product and observations. In addition, I studied
thermohaline �uxes and mesoscale dynamics in the Lofoten Basin located in the Norwegian
Sea.

���� – ���� • Engineer-Researcher St. Petersburg branch of the Shirshov Institute of Oceanology of
Russian Academy of Sciences.
As an engineer-researcher at the St. Petersburg branch of the IO RAS, I conducted the statis-
tical analysis of the regional climate model’s output (more than � TB of data).

���� – Present • Research Scientist Leibniz Institute for Baltic Sea Research Warnemünde.
As a research scientist at the IOW, I studied the oxygen dynamics in the Baltic Sea employing
the coupled MOM-ERGOM model. I ran the model simulations, validated the model, con-
ducted a statistical analysis of the model output, and modi�ed the model.

Education

���� – ���� • B.Sc. Applied Hydrometeorology with a focus on Applied Oceanography in Rus-
sian State Hydrometeorological University.
Thesis title: Sea ice variability in the Kara Sea and its forecast (in Russian).

���� – ���� • M.Sc. Operational Oceanography in Russian State Hydrometeorological University.
Thesis title: Thermohaline advection in the Norwegian Sea and its in�uence on the mesoscale
eddies dynamics in the Lofoten Basin region (in Russian).

���� – Present • Ph.D. Physical Oceanography in Leibniz Institute for Baltic Sea Research Warne-
muende; University of Rostock.
Thesis title: Dynamics of oxygen in coastal seas - the Baltic Sea example.

Research Publications
Journal Articles

1 H. E. M. Meier, L. Barghorn, F. Börgel, M. Gröger, L. Naumov, and H. Radtke, “Multidecadal climate
variability dominated past trends in the water balance of the baltic sea watershed,” npj Climate and
Atmospheric Science, vol. �, pp. �–�, ����. � ���: 10.1038/s41612-023-00380-9.

2 L. Naumov, H. E. M. Meier, and T. Neumann, “Dynamics of oxygen sources and sinks in the baltic sea
under di�erent nutrient inputs,” Frontiers in Marine Science, vol. ��, ����, ����: ����-����. � ���:
10.3389/fmars.2023.1233324.

79



3 L. Naumov, T. Neumann, H. Radtke, and H. E. M. Meier, “Limited ventilation of the central baltic sea
due to elevated oxygen consumption,” Frontiers in Marine Science, vol. ��, ����, ����: ����-����. � ���:
10.3389/fmars.2023.1175643.

4 L. Naumov, S. Gordeeva, and T. Belonenko, “�uality assessment of a satellite altimetry data product
DT�� in the norwegian sea: A comparison to tide gauge records and drifters data,” Advances in Space
Research, vol. ��, no. �, ����, ����: ����-����. � ���: 10.1016/j.asr.2019.09.029.

5 L. M. Naumov and S. M. Gordeeva, “Lateral heat and salt transports in the lofoten basin: Comparison
based on three databases (in Russian),” Fundamental and Applied Hydrophysics, vol. ��, no. �, ����, ����:
��������. � ���: 10.7868/S207366732003003X.

6 V. N. Malinin, S. M. Gordeeva, and L. M. Naumov, “Total precipitable water of the atmosphere as a
climate forcing factor (in Russian),” Sovremennye Problemy Distantsionnogo Zondirovaniya Zemli iz
Kosmosa, vol. ��, no. �, pp. ���–���, ����, ����: �������� ��������. � ���:
10.21046/2070-7401-2018-15-3-243-251.

7 V. N. Malinin, S. M. Gordeeva, L. M. Naumov, A. A. Ershova, and A. S. Averkiev, “To the evaluation of
trends in the components of ocean-atmosphere moisture exchange,” Fundamental and Applied
Hydrophysics, vol. ��, no. �, ����, ����: ��������. � ���: 10.7868/S2073667318040044.

Conference Proceedings

1 L. Naumov, T. Neumann, H. Radtke, and H. E. M. Meier, “Elevated oxygen consumption in the central
baltic sea reduces ventilation,” in XXVIII General Assembly of the International Union of Geodesy and
Geophysics (IUGG), Berlin, Germany, ����. � ���: 10.57757/iugg23-3478.

2 L. Naumov, T. Neumann, H. Radtke, and H. E. M. Meier, “Oxygen dynamics in the baltic sea: A
budget,” in Proceedings of the �th Baltic Earth Conference: Assessing the Baltic Sea Earth System, Jastarnia,
Poland, ����, pp. ��–��.

3 L. M. Naumov and S. M. Gordeeva, “Advective �uxes of heat, mass, and salt in the lofoten vortex area
based on the reanalyses data (in Russian),” in Proceedings of the �th Young Scientists Conference Complex
Research of the World Ocean, Kaliningrad, Russia, ����, pp. ���–���.

4 L. M. Naumov and S. M. Gordeeva, “Statistical estimates of the vorticity at the lofoten basin borders
(in Russian),” in Proceedings of the ��th All-Russian Conference Current Problems in Remote Sensing of the
Earth from Space, Moscow, Russia, ����, p. ���.

5 T. R. Eremina, L. M. Naumov, and A. V. Isaev, “Modeling of biogeochemical processes in the gulf of
�nland sediments using benthos module of the ersem model (in Russian),” in Hydrometheorology and
Ecology: Scienti�c Achievements and Perspectives of Development. Proceedings of the �rd All-Russian
Conference, St. Petersburg, Russia, ����, pp. ���–���.

6 L. M. Naumov and S. M. Gordeeva, “Fluxes of mass, salt, and heat through the lofoten basin (in
Russian),” in Proceedings of the ��th All-Russian Conference Current Problems in Remote Sensing of the
Earth from Space, Moscow, Russia, ����, p. ���.

7 L. M. Naumov and S. M. Gordeeva, “Thermohaline advection in the lofoten vortex region (in
Russian),” in Hydrometheorology and Ecology: Scienti�c Achievements and Perspectives of Development.
Proceedings of the �rd All-Russian Conference, St. Petersburg, Russia, ����, pp. ���–���.

8 L. M. Naumov, S. M. Gordeeva, and T. V. Belonenko, “Statistical analysis of DT�� satellite altimetry
product in the open ocean and coastal waters (in Russian),” in Proceedings of the ��th All-Russian
Conference Current Problems in Remote Sensing of the Earth from Space, Moscow, Russia, ����, p. ���.

9 L. M. Naumov, “External factors governing sea ice concentration in the Kara Sea (in Russian),” in
Proceedings of the �th Young Scientists Conference Complex Research of the World Ocean, St. Petersburg,
Russia, ����, pp. ���–���.

80



10 L. M. Naumov, S. M. Gordeeva, and T. V. Belonenko, “Veri�cation of the DT�� satellite altimetry
product in the polar region (in Russian),” in Hydrometheorology and Ecology: Scienti�c Achievements and
Perspectives of Development. Proceedings of the �nd All-Russian Conference, St. Petersburg, Russia, ����,
pp. ���–���.

11 V. N. Malinin, S. M. Gordeeva, and L. M. Naumov, “To the evaluation of trends in the components of
ocean-atmosphere moisture exchange based on the satellite data (in Russian),” in Proceedings of the ��th
All-Russian Conference Current Problems in Remote Sensing of the Earth from Space, Moscow, Russia,
����, p. ���.

12 L. M. Naumov and S. M. Gordeeva, “Variability of sea ice concentration and sea ice forms in the Kara
Sea in modern climate,” in Proceedings of the �rd PICES-ICES Early Career Scientist Conference, Busan,
Republic of Korea, ����, p. ��.

13 L. M. Naumov, “Polynjas area dynamics in the Kara Sea (in Russian),” in Proceedings of the �nd Young
Scientists Conference Complex Research of the World Ocean, Moscow, Russia, ����, pp. ���–���.

14 L. M. Naumov and S. M. Gordeeva, “Sea ice in the Kara Sea in modern climate (in Russian),” in
Proceedings of the ��th All-Russian Conference Current Problems in Remote Sensing of the Earth from
Space, Moscow, Russia, ����, p. ���.

Books and Chapters

1 S. M. Gordeeva and L. M. Naumov, Handling of Hydrometeorological Databases in the Internet Network
(in Russian). St.Petersburg, Russia: Russian State Hydrometeorological University, ����.

Skills

Coding • Python - advanced level (numpy, scipy, pandas, xarray, matplotlib, and scikit-learn
libraries).

• Fortran - intermediate level.

• Git - intermediate level.

• Bash - intermediate level.

• R - beginner level.

• Matlab - beginner level.

• LATEX - beginner level.

• HTML - beginner level.

• CSS - beginner level.

• JavaScript - beginner level.

• Work on the computational clusters (supercomputers).

Scienti�c programs • Various programs for netCDF �les pre- and postprocessing (Panoply, CDO,
NCO, Ferret, ncview).

• Program for statistical analysis (Past�).

Numerical models • A set of numerical models of physical and biogeochemical processes in the
ocean (GOTM, MITgcm, MOM�, ERGOM, ERSEM).

Basic programs • MS O�ce programs (Word, Excel, Power Point).

Statistical analysis • Single- and multivariate statistical technics (Hypothesis testing, linear regres-
sion, correlation analysis, PCA decomposition, cluster analysis).

Misc. • Academic research, scienti�c writing.

Hobbys • Outdoor activity, board games, cycling.

81



Languages

Russian • Mother tongue (C� CEFR).

English • Advanced level (C� CEFR).

German • Intermediate level (B� CEFR).

Awards and Achievements

���� • �nd place in the young scientists research competition. St. Petersburg branch of Shirshov
Institute of Oceanology of Russian Academy of Sciences, St. Petersburg.

���� • �st place in the young scientists research competition. St. Petersburg branch of Shirshov
Institute of Oceanology of Russian Academy of Sciences, St. Petersburg.

���� • Laureate of The Best Student of St. Petersburg award. Government of St. Petersburg, St.
Petersburg.

���� • �nd place in the students research competition. Russian State Hydrometeorological University,
St. Petersburg.

���� • �nd place in the students research competition. Russian State Hydrometeorological University,
St. Petersburg.

���� • �st place in the students research competition. Russian State Hydrometeorological University,
St. Petersburg.

Teaching

���� • Summer School “Climate of the Baltic Sea Region”. Baltic Earth, Askö, Sweden.
Exercises dedicated to introduction to Python and statistical analysis of the oceanographic data.

���� • Code Generation Tool (CGT) seminar. IOW, Rostock, Germany.
Biogeochemical modeling exercises with CGT.

Grants and Scholarships

���� • St.Petersburg Government Scholarship. Was given by the government of St.Petersburg.

���� • St.Petersburg Government Grant for young scientists. Was given by the government of
St.Petersburg.

���� • St.Petersburg Government Grant for young scientists. Was given by the government of
St.Petersburg.

Schools andWorkshops

���� • Summer School “Climate of the Baltic Sea Region”. Baltic Earth, Askö, Sweden.

���� • Winter School “Analysis of Climate Variability”. IOW, Rostock, Germany.

���� • Winter School for young scientists. IOW, Rostock, Germany.

82



C
Declaration of my contributions to the

publications

C.1 Multidecadal climate variability dominated past trends in the water balance
of the Baltic Sea watershed

As a co-author, I worked on this paper during my first year as an IOWPhD student. I was responsible for
the model validation. I applied the GAMM framework to the observational data, following Radtke et al.
(2020). In addition, I worked with bathymetry and produced Figure 1 in the paper. I was also involved in
the editing of the first draft of the manuscript and helped with paper revision.

C.2 Limited ventilation of the central Baltic Sea due to elevated oxygen consump-
tion

I started to work on this rather long paper at the beginning of the second year ofmy PhD at IOWand had
been working on it for a year. The topic of the paper was elaborated by me together with my supervisor
(Prof. Dr. H.E.MarkusMeier). For thefirst part of thepaper (disentanglingO2 andH2S sources and sinks
etc.), I used already preparedmodel data byDr. ThomasNeumann. All statistical analysis was performed
byme. For the second part of the paper (ventilation by inflows), all necessarymodel simulations, as well as
statistical analysis, were performed by me (for EOF analysis, I consulted Dr. Hagen Radtke). I presented
the first draft of the paper and, following the comments by all co-authors, edited it. I also presented the
first draft of the response to the reviewers and, considering all comments resubmitted the paper.

C.3 Dynamicsofoxygensourcesandsinks intheBalticSeaunderdifferentnutrient
inputs

I worked on this short paper during my third year as a PhD student at IOW. I designed this research
together with my supervisor (Prof. Dr. H.E. MarkusMeier). I performed all sensitivity simulations with
necessary manipulations with the model forcing and analyzed all model outputs. I wrote the first draft
of the publication and, implementing all the comments of my co-authors, submitted the paper. I also

83



presented the first draft of the responses to the reviewers and, after consultingmy co-authors, resubmitted
the paper.

84



D
Publications

The following publications are included in the appendix in the order of appearance:

A Naumov, L., Neumann, T., Radtke, H., and Meier, H. E. M. (2023). Limited ventilation of the
central Baltic Sea due to elevated oxygen consumption. Frontiers in Marine Science, 10.
https://www.frontiersin.org/articles/10.3389/fmars.2023.1175643

B Markus Meier, H. E., Barghorn, L., Börgel, F., Gröger, M., Naumov, L., and Radtke, H. (2023).
Multidecadal climate variability dominated past trends in the water balance of the Baltic Sea
watershed. Npj Climate and Atmospheric Science, 6(1), Article 1.
https://doi.org/10.1038/s41612-023-00380-9

C Naumov, L., Meier, H. E. M., and Neumann, T. (2023). Dynamics of oxygen sources and sinks
in the Baltic Sea under different nutrient inputs. Frontiers in Marine Science, 10.
https://www.frontiersin.org/articles/10.3389/fmars.2023.1233324

85



Limited ventilation of the central
Baltic Sea due to elevated
oxygen consumption

Lev Naumov*, Thomas Neumann, Hagen Radtke
and H. E. Markus Meier

Department of Physical Oceanography and Instrumentation, Leibniz Institute for Baltic Sea Research
Warnemünde, Rostock, Germany

The Baltic Sea is known as the world’s largest marine system suffering from
accelerating, man-made hypoxia. Notably, despite the nutrient load reduction
policy adopted in the 1980s, the oxygen conditions of the Baltic Sea’s deep
waters are still worsening. This study disentangles oxygen and hydrogen sulfide
sources and sinks using the results from the 3-dimensional coupled MOM-
ERGOM numerical model and investigates ventilation of the deep central Baltic
Sea by the 29 biggest oxygen inflows from 1948 to 2018 utilizing the element
tagging technic. Everywhere across the central Baltic Sea, except in the
Bornholm Basin, a shift in oxygen consumption from sediments to water
column and a significant positive trend in hydrogen sulfide content were
observed. The most notable changes happened in the northern and western
Gotland basins. Mineralization of organic matter, both in the water column and
sediments, was identified as the primary driver of the observed changes. A
significant negative trend in the lifetime of inflowing oxygen was found
everywhere in the central Baltic Sea. It leads to the reduced efficiency of
natural ventilation of the central Baltic Sea via the saltwater inflows, especially
in the northern and western Gotland basins.

KEYWORDS

Baltic Sea, hypoxia, O2 and H2S budgets, ventilation, saltwater inflows

1 Introduction

The phenomenon of hypoxia, usually defined as dissolved oxygen concentrations in
seawater less than 2 ml/l (Conley et al., 2002) or 2 mg/l (Roman et al., 2019), has been
capturing the attention of the marine researchers’ community for decades. Hypoxic
conditions can provoke substantial changes to marine ecosystems altering the trophic
webs and disrupting the fluxes of material and energy through the trophic levels (Ekau
et al., 2010; Breitburg et al., 2018; Limburg and Casini, 2018). Life in permanent hypoxic
zones or even more extreme anoxic zones (total absence of oxygen), so-called dead zones, is
usually limited to anaerobic chemotrophic bacteria (Vaquer-Sunyer and Duarte, 2008; Hale
et al., 2016). Thus, hypoxic conditions in the sea harm marine communities and,
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eventually, the human economy by changing the fish standing
stocks (Pollock et al., 2007; Huang et al., 2010). Many marine
systems are affected by hypoxia in the modern world. These include
the Chesapeake Bay, the Northern Gulf of Mexico, and the Gulf of
St. Lawrence in North America, the Black Sea, the Baltic Sea, and
the East China Sea in Eurasia (Rabalais et al., 2007; Diaz and
Rosenberg, 2008; Su et al., 2017; Breitburg et al., 2018; Fennel and
Testa, 2019). Although local physical and biochemical conditions
might vary depending on the specific marine system, one factor that
might affect all of them is climate change. Meier et al. (2011) suggest
a few critical mechanisms by which global warming affects hypoxia.
Firstly, the solubility of gases decreases with increasing temperature.
Whitney (2022) showed that this effect is accountable for significant
negative trends in oxygen uptake capacity, especially in temperate
latitudes in the Northern Hemisphere, where many marine systems
prone to hypoxia are located. Belkin (2009) found accelerated
warming of European and East Asian seas during 1982-2006. The
second important mechanism, described by Meier et al. (2011);
Yindong et al. (2021) (investigated freshwater lake case), Sanz-
Lázaro et al. (2015), and Voss et al. (2013), is related to the processes
happening within ecosystems, namely accelerated rates of internal
nutrient cycling, which can stimulate mineralization and respiration
of marine organisms. Those mechanisms reinforce hypoxia
development under future climate projections. To detect and
quantify these anticipated changes in the future, the current state
of a hypoxic environment and its recent trends need to be assessed
on a regional scale. In this paper, the oxygen dynamics and budgets
of the Baltic Sea are studied in detail.

The Baltic Sea is a semi-enclosed sea located in Northern
Europe (Figure 1). This aquatic system is widely known to suffer
from severe hypoxic and anoxic conditions (Conley et al., 2009;
Carstensen et al., 2014). It experiences the largest anthropogenically
induced hypoxic area among all estuaries worldwide (Fennel and
Testa, 2019). The Baltic Sea is connected with the North Sea via the

shallow and narrow Danish straits, which limit the water exchange
significantly and consequently increase the residence time
(Leppäranta and Myrberg, 2009). This and an estuarian-like
circulation, characterized by the permanent halocline, make the
sea naturally prone to hypoxia. However, Hansson and Viktorsson
(2020); Almroth-Rosell et al. (2021); Kõuts et al. (2021), and Krapf
et al. (2022) found a significant increase in hypoxic area in the 20th

century. Those changes are attributed to the elevated anthropogenic
nutrient loads peaking in the second half of the 20th century
(Savchuk, 2018; Capell et al., 2021). Since the peak of the nutrient
loads to the Baltic Sea in the 1980s, the Baltic Sea countries have
been reducing their nutrient emissions. In 2007, the Baltic Sea
Action Plan (BSAP) was implemented by HELCOM (Baltic Marine
Environment Protection Commission or Helsinki Commission)
and adopted by Baltic Sea states to mitigate the Baltic Sea
eutrophication. It was updated in 2021 (Jetoo, 2019; HELCOM,
2021). But despite the implemented nutrient reductions, it is still
unknown yet how the marine system will respond (Neumann et al.,
2002; Funkey et al., 2014; Meier et al., 2018a; Meier et al., 2019).

A natural ventilation mechanism for the central part of the
Baltic Sea is provided by sporadic inflows of saline water through
the Danish straits, so-called Major Baltic Inflow events (MBIs)
(Matthäus and Franck, 1992; Matthäus et al., 2008; Hansson and
Andersson, 2015; Lehmann et al., 2022). They occur under specific
meteorological conditions and transport saline, oxygen-rich water
from the North Sea into the Baltic Sea (Lehmann and Post, 2015;
Mohrholz, 2018). Due to the high density, North Sea water flows
along the bottom slope and fills the deep Baltic Sea basins
(Bornholm Basin, Eastern, Northern, and Western Gotland
basins) (see Figure 1), where the oxygen content is usually low.
Neumann et al. (2017) compared two inflow events in 2003 and
2014, the latter being one of the strongest MBIs in the history of the
observations. They concluded that the less intense 2003 event
supplied more oxygen to the central Baltic Sea than the stronger

FIGURE 1

Model domain and boxes at 70 meters depth (boxes’ upper boundary). The transect used for inflow detection is shown in the lower right panel. The
locations of the study area and the area from the lower right panel are shown on the upper right panel (red and blue boxes, respectively).
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2014 event due to the longer overall duration of the consecutive
inflow events which made out the 2003 event. However, this paper
did not consider the possibly different biochemical responses to
those two inflows. Another source of uncertainty is related to the
biochemical response to the inflow’s oxygen-rich water. The study
by Meier et al. (2018b) showed that oxygen consumption in the
water column and the sediments has increased during recent
decades, which can exceed the oxygen supply and even contribute
to elevated hypoxia and anoxia.

Another mechanism controlling hypoxic area development in
the Baltic Sea is the halocline depth and strength. This mechanism,
which affects hypoxia via modulation of the vertical oxygen supply
across the pycnocline, is controlled by small and mesoscale
processes (Elken et al., 2006; Kuzmina et al., 2008; Conley et al.,
2009; Väli et al., 2013). Increasing halocline strength (the salt
gradient between upper and lower layers) limits the vertical
exchange with the upper layer, which alleviates hypoxia.
Strengthening of the halocline is known to accompany the Major
Baltic Inflows (MBIs), potentially limiting their aeration
effectiveness (Conley et al., 2002).

This study aims to address the oxygenation mechanisms of the
central Baltic Sea by MBIs and its uncertainties with the help of a
numerical model. This is done by investigating the 29 most
significant oxygen inflows from 1948 to 2018 and their influence
on oxygen and hydrogen sulfide sources and sinks in the deep water
and sediments. Another goal is to disentangle oxygen and hydrogen
sulfide sources and sinks in the central Baltic Sea to sort them for
their contribution to the total oxygen variability on the interannual
timescale, and to study their long-term trends.

2 Materials and methods

2.1 Model description

This study utilized a coupled hydrodynamical/biogeochemical
3-dimensional regional ocean model. A regional three nautical
miles Baltic Sea setup of the Modular Ocean Model (MOM)
(Pacanowski and Griffies, 2000; Griffies, 2004) served as a
hydrodynamical model. This model uses a finite-difference
method to solve the full set of primitive equations to calculate the
motion of the water and the transport of heat and salt. K-profile
parameterization (KPP, Large et al., 1994) was used as a turbulence
closure scheme. The western open boundary was placed in the
Skagerrak, enabling exchange with the North Sea. Model depths in
the Baltic Sea setup, used in this study, were limited to 264 meters
due to computational reasons related to the vertical grid
representation. Hence, the Landsort Deep region was artificially
shallowed. Potential uncertainties this approach entails are
discussed in the Section 4. Biogeochemical cycles were simulated
by the ERGOM model (Radtke et al., 2019; Neumann et al., 2021;
Neumann et al., 2022). This model simulates the dynamics of the
main nutrient elements, namely carbon (C), nitrogen (N), and
phosphorus (P). Nitrogen and phosphorus are characterized by
their organic and inorganic forms. ERGOM separates the
phytoplankton community into three separate groups: large

phytoplankton (lpp), small phytoplankton (spp), and
cyanobacteria (cya). The zooplankton state variable (zoo)
implements the grazing pressure on phytoplankton. There is a
separate state variable representing detritus. Carbon is contained
in these state variables in the fixed Redfield ratio and is additionally
represented as particulate and dissolved organic carbon (DOC and
POC), where the C:N:P ratio might be non-Redfield (Neumann
et al., 2022), and dissolved inorganic carbon (DIC). ERGOM
includes the closed O2 and H2S cycles, which can be briefly
described as follows: oxygen is produced via the photosynthesis
carried out by the phytoplankton and utilized in mineralization of
organic matter and nitrification both in the sediments and in the
water column. Hydrogen sulfide is represented as a separate state
variable. It is produced under anoxic conditions via sulfate
reduction and can be oxidized to sulfur, and subsequently to
sulfate, either by oxygen or nitrates. The detailed description of
all model equations can be found in Neumann et al. (2022). The
model was forced by CoastDat2 meteorological forcing (Geyer,
2014) and time-dependent river runoff. The model setup used in
this study has already been applied to the Baltic Sea and
demonstrated a good performance in the study area (e.g.
Neumann et al., 2017). The study’s time frame spanned the
period from 1948 to 2018 (71 years). Two series of model results
were produced. The first one was averaged monthly and the second
one – daily. Monthly mean data were used in the budget analysis
(Section 3.2) and daily mean – in the inflows’ ventilation analysis
(Section 3.3).

2.2 Budget approach

Both physical and biochemical processes contribute to O2

budget in a particular volume in the sea. Physical terms of the
oxygen budget include lateral and vertical advection and diffusion
of oxygen into and out of the volume. Biochemical terms include
mineralization of organic matter, photosynthesis, respiration of
marine organisms, oxidation of reduced material (elemental
sulfur, hydrogen sulfide, and ammonium), and denitrification. If
the oxygen budget is positive, oxygen concentration increases
within the considered volume, e.g., a selected box of a sub-
domain, and vice versa. The same reasoning is applicable to H2S.

To perform the budget analysis, the central Baltic Sea was split
into four boxes (see Figure 1). In the vertical, each box spans from
70 meters depth to the bottom. These boxes represent four different
basins, namely the Bornholm Basin (BB) – the shallowest among all
selected sub-basins with only the upper boundary active; the eastern
Gotland Basin (eGB), which has two lateral boundaries: the Slupsk
Furrow in the West, and the northern Gotland Basin in the North;
and correspondingly the northern (nGB) and western (wGB)
Gotland basins with two and one lateral boundaries, respectively.
The fifth box, for which the analysis was conducted, represents the
whole central Baltic Sea (the total area depicted in Figure 1)
comprising all four boxes and the small Slupsk Furrow, westerly
adjacent to the eGB. Mass conservation was checked for all boxes,
both for oxygen and hydrogen sulfide. The errors are a few orders of
magnitude less than all budget terms (see Supplementary Figures 1

Naumov et al. 10.3389/fmars.2023.1175643

Frontiers in Marine Science frontiersin.org03

88



and 2), which suggests that the coupled MOM-ERGOM model
obeys the mass conservation law and can be utilized for this type
of analysis.

2.3 Validation against the observations

The model setup was thoroughly validated against the
observational and reanalysis datasets. Observational data are
combined data sampled from the ICES (International Council of
the Exploration of the Sea) web archive (ICES, 2023) and the IOW
(Leibniz Institute for Baltic Sea Research Warnemuende)
observational database (IOW, 2023). As another, continuous
dataset for validation, the Copernicus regional Baltic Sea
reanalysis (BALTICSEA_REANALYSIS_BIO_003_012) was
chosen (Copernicus, 2023a). This product is based on the coupled
NEMO/SCOBI model system (Almroth-Rosell et al., 2014; Hordoir
et al., 2019) and includes data assimilation of oxygen concentration
and nutrients observations (O2, P, N). It has two nautical miles
horizontal resolution and 56 depth levels. Temperature and salinity
fields were taken from the Copernicus regional physical reanalysis

for the Baltic Sea (BALTICSEA_REANALYSIS_PHY_003_011)
(Copernicus, 2023b). This reanalysis product is identical to the
biological reanalysis. For simplification, later in the text and the
figures, all fields from those products will be presented under the
“Copernicus” label.

The evaluation was performed for several model variables
(temperature, salinity, PO4

3-, NO3
-, NH4

+, O2 (dissolved oxygen),
and H2S (dissolved hydrogen sulfide). Hypoxic area and volume, as
the key indicators of redox conditions, were also validated against
the Copernicus data. Only the climatological (1993-2018) oxygen
profiles are shown in the paper (Figure 2). More validation results
are presented in Supplementary Figures 5-17.

2.4 Statistical methods used for sources
and sinks processing

For the model data postprocessing, a few statistical methods
were utilized. A simple linear regression model was applied to
calculate the trends. Trend significance was checked by testing the
statistical hypothesis about the equality of the trend slope coefficient

A B

DC

FIGURE 2

Climatological mean oxygen profiles (averaged from 1948 to 2018) for all sub-basins studied [Bornholm Basin (A), eastern Gotland Basin (B), northern
Gotland Basin (C), and western Gotland Basin (D)]. Colored translucent and black hatched areas for model data and observations, respectively, show the
variability (+- 2 s.d.).
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to zero with a=0.05 employing the Wald test (Wald, 1943; Murtagh
and Legendre, 2014). The linear regression framework has been
adopted to rank the processes by the explained proportion of
oxygen variance. Starting from a simple linear regression to the
process that explains most of the variance, we then use a series of
multilinear regressions, every time adding a single next process that
increases the explained variance most. Relative contributions were
calculated by comparing the two determination coefficients (R2) of
neighboring fits.

A hierarchical agglomerative cluster analysis technique (Ward’s
method) was chosen to classify the identified oxygen and saltwater
inflows according to the import of oxygen/salt into the Baltic Sea
(Ward, 1963). A distance matrix was computed using the Euclidean
distance measure (Dokmanic et al., 2015) to get a classification
based on the differences in the mean value. The cluster analysis aims
to maximize the variance between the different clusters and
minimize the variance within a single cluster. In agglomerative
algorithms, all data points are attributed to the distinctive clusters at
the first iteration, so the number of clusters equals the number of
data points. In the next step, the closest clusters are merged,
forming a bigger cluster. In the end, there is only one cluster
encompassing all data points. The algorithm produces a diagram,
so-called dendrogram, showing at which distance the specific
clusters were merged. Dendrograms for total oxygen and salt
transported into the Baltic Sea by inflows are shown in
Supplementary Figures 18 and 19.

2.5 Inflows detection algorithm

Daily model total oxygen/salt transport across the vertical
transect in the Arkona Basin (Arkona transect) (see Figure 1) was

analyzed to detect the inflow events. The resulting time series was
preprocessed with a 5-day running mean to remove the high-
frequency variability. In the filtered time series, consecutive
positive transport values for more than 5 days were considered to
be an inflow event (Mohrholz, 2018). Supplementary Figure 20
shows the identified inflows for the year 1948. The statistics for
oxygen and salinity inflows were collected from 1948 to 2018. They
include the inflow’s start date, end date, duration, and the total
amount of salt/oxygen transported during the event. Tables
containing the 10 largest inflow events for oxygen and salt can be
found in Supplementary Tables 3, 4. The hierarchical clusterization
algorithm (described in the previous subsection) was applied to the
total transport per inflow time series to classify the inflows by their
strength. The oxygen transport time-series was split into four
classes, while the salt transport time series was divided into two
classes only (see Supplementary Figures 18, 19). Figure 3
demonstrates the main properties of identified O2 inflows
clustered into four distinct clusters. The number of inflows per
class varies significantly. There are 29 strong inflows, 147 moderate,
313 small, and 306 very small. Moderate and small inflows usually
carry the most oxygen in years without strong inflows. In a year
with strong inflows, these can constitute up to around 50% of the
total oxygen transport by the inflows. Strong oxygen inflows are
distributed unevenly on the time axis. There are periods with
enhanced transport (the 1950s, 1972-1976, 1993-1994, and the
2010s) and periods with no transport (the 1960s, 1977-1992,
1999-2005). Overall, no trend was found, neither in the oxygen
transport by the inflows, nor in the salt transport (for the salt
inflows, see Supplementary Figure 21). Later we will only focus on
the 29 strong oxygen inflow events. Although they might not
constitute the largest oxygen source in a particular year, they all
are accompanied by large salt inflows (according to the provided
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FIGURE 3

Total oxygen transport through the Arkona transect per year by each inflow class (A). Distribution of total oxygen transport per inflow sorted in
descending order (B). Colors indicate inflow classes. The following classes were defined: strong inflows (carry more than 1.8 Mt O2), moderate
inflows (carry from 1.8 Mt O2 to 1 Mt O2), small inflows (carry from 1 Mt O2 to 0.5 Mt O2), and very small inflows (carry less than 0.5 Mt O2). Mt
stands for 109 kg.
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classification). This choice is essential because only inflows that
reach the remote central Baltic Sea basins (eGB, nGB, and possibly
wGB) shall be studied. To analyze all 29 strong inflows separately,
the tagging method was applied following Ménesguen et al. (2006).
That method allows having a separate tracer variable for oxygen
brought to the Baltic Sea by a specific inflow event. The results are
discussed in Section 3.3.

3 Results

3.1 Validation summary

Validation showed that the coupled MOM/ERGOM model was
able to reproduce the mean state and temporal variability of all
investigated variables within each selected sub-basin (BB, eGB,
nGB, and wGB). In Figure 2, model oxygen profiles are
predominantly located within two standard deviations from
Copernicus and observations. Validation also highlights some
sources of uncertainty in the model estimates. Model
overestimates hypoxic conditions in the whole Gotland Basin
(especially in the wGB and nGB). At the same time, it
underest imates hypoxia in the Bornholm Basin (see
Supplementary Figure 5). This pattern can be seen in Figure 2 as
well. Starting at 50 meters depth, the model oxygen profile in the BB
positively deviates from both Copernicus reanalysis and
observations. It also shows a weaker oxycline. Both in the wGB
and nGB, model oxygen profiles demonstrate a stronger oxycline
and an absence of variability below a certain depth (see
Supplementary Figures 12, 14). The mechanisms that likely cause
these oxygen misrepresentations are deviations in the halocline
depth and strength in the MOM model (Supplementary Figure 17).
Since there are no other significant deviations caused by ERGOM,
the model results can be trusted, but the uncertainties should
be considered.

3.2 Processes governing O2 and H2S
dynamics in the central Baltic Sea

Understanding oxygen and hydrogen sulfide dynamics requires
knowledge of the main processes governing their variability. In this
Section, all processes contributing to the O2 and H2S budgets were
analyzed in terms of average values and their temporal variability
for each sub-basin.

3.2.1 The biggest O2 and H2S sources and sinks
First, we analyzed the time-averaged contributions to the

oxygen and hydrogen sulfide budgets for each sub-basin. The
processes were grouped into physical fluxes, water column
processes, and sedimentary processes (see Supplementary
Tables 1, 2).

For the oxygen budget, vertical advection dominates in the
physical processes group in the BB, eGB, and wGB. In the nGB,
lateral advection across the southern boundary brings the most
oxygen into the domain. The other advection terms comparably

contribute to oxygen supply to the eGB and wGB. However, this is
less true for the nGB sub-basin, where both vertical and western
advection terms are at least one order of magnitude less than
the advective transport from the south. This pattern in oxygen
advection indicates the importance of oxygen inflows for deep sea
ventilation and separates sub-basins in terms of oxygen supply. BB
and eGB are relatively close to the Danish straits and therefore
receive more oxygen via the inflows. Conversely, wGB is a remote
sub-basin with limited oxygen supply. Among the water column
processes, nitrification was found to be the largest oxygen sink in all
sub-basins except wGB, where oxidation of elemental sulfur turned
out to be the biggest sink of oxygen. However, in the wGB, oxygen
consumption by water column nitrification cannot be neglected.
Elemental sulfur oxidation is one of the largest water column
oxygen consumption terms in the eGB and nGB. Oxygen supply
by photosynthesis and consumption by living organisms’
respiration is negligible in the whole study area. Oxygen
consumption in the sediments is dominated by detritus
mineralization, which is the biggest oxygen sink everywhere
except wGB, where oxidation of elemental sulfur in the water
column exceeds it. The contributions change over time, though.
The biggest oxygen sink in the wGB changes from nitrification to
sulfur mineralization. This, together with a decreased oxygen
consumption in the sediments, could indicate a deterioration of
oxygen conditions, where redoxcline movement to shallower depths
facilitates the accumulation of reduced material in the sediments.

Sources and sinks of hydrogen sulfide differ from those of
oxygen, their hierarchy is also different. Advection of hydrogen
sulfide across the upper boundary out of the basin dominates
among the advective and diffusive fluxes in the remote sub-basins
(the nGB and wGB). In the eGB, the biggest advection term is the
transport across the northern boundary, which brings H2S out of
the domain towards the more remote basins, activating a positive
feedback mechanism further worsening the oxygen conditions
there. The water column serves mainly as a sink of hydrogen
sulfide. Both H2S sink terms (oxidation by O2 and NO3-)
contribute significantly to the hydrogen sulfide removal, having
the same order of magnitude. Oxidation by O2 dominates in the BB
and wGB, and oxidation by NO3-, - in the eGB and nGB. The
biggest H2S production term in the water column is the
mineralization of detritus. In the sediments, mineralization of
detritus is also the biggest source of H2S across all sub-basins.
Numbers are presented in Supplementary Tables 5-10.

3.2.2 Contribution of the different processes to
the O2 and H2S variability

To study the dynamic aspect of O2 and H2S sources and sinks in
the sub-basins, regression analysis (for the method description, see
Section 2) was performed for both aggregated process categories
(Figure 4) and individual processes (Supplementary Figures 22, 23).
There are significant differences in oxygen and hydrogen sulfide
dynamics. More than half of the oxygen’s variance is explained by
physical processes. In contrast, hydrogen sulfide dynamics is
governed by the water column processes, which explain 45% to
87% of its variability. The remaining groups do not have the same
contributions from sub-basin to sub-basin. For oxygen, there is a
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slight increase in the explained variance by the water column
processes in the remote sub-basins. At the same time, 17% of the
variability in the wGB is explained by sedimentary consumption,
which is the second largest fraction after 22% in BB. Analysis of the
more specific processes’ contribution to the oxygen and hydrogen
sulfide dynamics reinforces the conclusions about advection-driven
oxygen dynamics. In all sub-basins, advective terms explain the
largest fraction of variability. Coupled nitrification-denitrification
processes in oxic sediments significantly contribute to the oxygen
variability in the BB and eGB. However, in the nGB and wGB, those
processes are not included in the list of significant processes, giving
their place to nitrification in the water column. In the nGB, the only
considerable process related to the oxygen consumption in the
sediments is mineralization of the particulate organic matter
(POM) (including both detritus mineralization and mineralization
of non-Redfield particulate organic carbon (POC)). In the wGB, no
critical processes related to sedimentary consumption are detected.

Analysis of terms contributing to hydrogen sulfide dynamics
featured some notable patterns. Oxidation, either by O2 or NO3-,
explains the significant fraction of H2S variability everywhere in the
central Baltic Sea. Among the sedimentary processes, the
mineralization of detritus is the universal significant term in all
sub-basins. This clearly distinguishes water column and sediments,
making former the sink of H2S and latter - the source. Both lateral
and vertical advection terms play an important role in the hydrogen
sulfide dynamics only in the two remote basins. This again stresses
their vulnerable position as H2S producers and, in addition, sinks of
hydrogen sulfide from the neighboring basins.

3.2.3 Temporal variability of O2 and H2S sources
and sinks

A linear trend analysis has been conducted to detect shifts in
oxygen and hydrogen sulfide budget terms (Figures 5, 6). No
significant change in oxygen supply by the physical fluxes was

found anywhere except in the BB (Figure 5A). That trend might be
attributed to internal changes within the basin, e.g., stratification or
unidentified small inflows. Trends in the oxygen consumption in
the water column and sediments are not identical from region to
region. In the BB, both water column and sedimentary
consumption exhibit a significant negative trend (i.e., an increase
in their magnitude, since consumption is counted negative). Other
sub-basins show the common pattern of temporal variability in the
water column and sedimentary oxygen consumption. It is a
significant negative trend in water column consumption [found
in the eGB (Figure 5B) and nGB (Figure 5C)], and a significant
positive trend in the sedimentary consumption [found in the nGB
and wGB (Figure 5D)], which represents a shift in oxygen
consumption from sediments to the water column. The most
pronounced example of that pattern is the nGB, where initially
consumption in the sediments dominated over consumption in the
water column but, starting from the 1980s, the latter exceeds
the former, highlighting the shift of oxygen consumption from
the sediments to the water column. No significant trend in the water
column consumption was observed in the wGB, but there is a
significant, positive trend in the sedimentary consumption. This
could indicate that the worsening of oxygen conditions across the
remote basins in the central Baltic Sea is started in the 1970s and is
still happening. It is especially visible in the wGB, where the absence
of a negative trend in the water column consumption indicates
elevated import of reduced material, including H2S.

Trends of the H2S production/consumption exhibit some
spatial variability. In the BB diagram (Figure 6A), the curve,
indicating H2S consumption in the water column, is mirrored by
the H2S sedimentary production curve without any significant
linear trend. This pattern reflects the fact that there is no long-
term accumulation of hydrogen sulfide happening in the BB. All
H2S produced here is oxidized within a short time. H2S terms across
the different regions of the Gotland Basin exhibit the significant

FIGURE 4

Fraction of interannual O2 (left panel) and H2S (right panel) variability (in %) explained by the certain group of processes, namely physical fluxes,
which includes advection, diffusion, and other physical processes, water column, which includes all processes from O2 or H2S budgets situated in
the water column, and sediments, which includes all processes situated in the sediments. The numbers are presented inside the pie-charts. Different
sub-basins are marked by areas with different colors. The lower right pie-charts represents the whole central Baltic Sea. See Supplementary Tables 1
and 2 for more information about processes in each category.
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linear trends in water column consumption and sedimentary
production with the opposite signs. No significant trend in
physical fluxes was found in the eGB (Figure 6B), whereas in
both nGB (Figure 6C) and wGB (Figure 6D), a significant
negative trend in physical processes was observed, meaning the
export of H2S out of the sub-basin. The magnitude of the trend in
physical fluxes follows the difference between magnitudes of the
water column H2S consumption and sedimentary H2S production
trends. See Supplementary Tables 11, 12 for information about the
trends of individual processes.

3.3 Ventilation by inflows

As shown in the previous section, advection governs the oxygen
dynamics in the deep basins of the central Baltic Sea. The sole
mechanism of oxygen advection into the deep waters is the Baltic
Sea inflows, transporting oxygen and salt from the North Sea
through the shallow and narrow Danish straits. In this section,
the dynamics of oxygen inflows have been rigorously assessed.
Despite the constant exchange between the Baltic Sea and the North
Sea via small and medium-sized inflows, the biggest inflows are of

primary importance for the ventilation of the deepest parts of the
central Baltic Sea. We utilized the approach proposed by
Ménesguen et al. (2006) to tag the oxygen that enters the Baltic
Sea with the 29 biggest inflows that happened from 1948 to 2018
and were identified in advance (see Figure 3 and Section 2.5 for
more details). The tagging was activated in total 29 times (each time
when inflow water arrives at the Arkona transect depicted in
Figure 1). We tagged all dissolved oxygen below 70 meters depth
west of the Arkona transect. The tagging was stopped at the end of
the inflow event (this means no new tagged oxygen is generated,
however, the old one remains). This approach allowed us to track
oxygen brought to the Baltic Sea by a specific inflow event. The
tagged oxygen is modeled as an additional active biogeochemical
tracer, which participates in its own set of reactions and undergoes
separate advection and mixing. In total, 29 additional tracers were
added to the model, each one representing a certain inflow event.
The described tagging approach was also employed in Neumann
(2007); Radtke et al. (2012), and Neumann et al. (2017).

3.3.1 Temporal trends in inflows’ ventilation
To study the temporal patterns of the ventilation by saltwater

inflows, analysis of the regional inflowed oxygen content and
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FIGURE 5

Linear trends of groups of processes governing oxygen dynamics in the sub-basins, namely the Bornholm Basin (A), the eastern Gotland Basin (B), the
northern Gotland Basin (C), the western Gotland Basin (D), and the whole central Baltic Sea (E). The groups of processes are identical to those in
Figure 4. Trend lines are only shown if they are significant (p<0.05). Mt/a stands for 109 kg per year. See Supplementary Table 1 for more information
about processes in each category.
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inflows’ lifetime was conducted. (Figure 7A) revealed no presence of
a significant trend in the inflows’ strength, this statement is
supported by Figure 3. At the same time, a clear negative trend is
visible in the inflows’ lifetimes across all sub-basins (Figure 7, right
panels). All linear trends explain more than 30% of the variability,
with the lowest numbers in the BB and the highest in the wGB. This
sub-basin also demonstrates the steepest trend across all four sub-
basins. The inflow-derived oxygen content in the wGB (Figure 8H),
which is generally very limited in the wGB, also shows a rapid
decline. The inflows after 1965-66 brought almost no oxygen. Even
the largest inflows, which happened in 1993-94 and 2014-15,
brought nearly no oxygen to the wGB. The nGB exhibits, in
general, the same behavior as the wGB. The largest inflows, which
took place in the 1990s and the 2000s, brought less oxygen to the
sub-basin than inflows from the 1960s. This might be attributed to
the elevated oxygen consumption in the nGB and in other sub-
basins. In the BB and eGB, no significant decrease in the inflow-
derived oxygen content was found. In the BB, the large fraction of
oxygen is usually originating from the inflows. In the eGB, this
number drops two times. The most considerable amount of oxygen
was brought to the BB and eGB during the 1993-94 inflows.
Considering the results presented in Figure 7, it can be concluded
that currently all four sub-basins are less well oxygenated by

saltwater inflows than 70 years ago. This is especially visible in
the remote nGB and wGB, where the total content of inflowing O2

dramatically dropped compared to the first half of the 20th century.
Assuming no significant trend in the inflows’ strength (amount of
O2 transported across the Arkona transect), the only reason for
those changes is accelerated oxygen consumption provoked by the
overall deoxygenation of the central Baltic Sea.

3.3.2 Changes in ventilation pattern
It has been shown that there is a significant decline in inflowing

oxygen lifetime in the deep waters (below 70 m) across the central
Baltic Sea, especially the nGB and wGB. However, we did not yet
investigate which processes contributed most to the enhanced
inflowing oxygen consumption and whether the pattern of
inflowed O2 consumption is changing with time. To answer that
question, temporally integrated oxygen consumption and hydrogen
sulfide production/consumption per process (or per group of
processes) was calculated for each of the inflows (for more details,
see Figure 9). The integration for a specific inflow is stopped when
(a) another inflow event occurs or (b) the oxygenation by the inflow
has ended. From the analysis of Figure 9, it can be noted that
mineralization of detritus is the process consuming most oxygen in
all sub-basins. However, in the remote nGB and wGB, water
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FIGURE 6

As Figure 5 but for hydrogen sulfide. The order of subplots is the same as in Figure 5: (A) - the Bornholm Basin, (B) - the eastern Gotland Basin, (C) -
the northern Gotland Basin, (D) - the western Gotland Basin, and (E) - the whole central Baltic Sea. Kt/a stands for 106 kg per year. See
Supplementary Table 2 for more information about processes in each category.
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column processes play a larger role, namely the oxidation of sulfur
and H2S (the sum of two processes, namely, oxidation of H2S to
elemental S and oxidation of elemental S to SO4

2-) and nitrification.
It fits the conclusions about shifting the main oxygen sink from
sediments to the water column demonstrated in the
previous sections.

For the hydrogen sulfide budget, the most important source
during the inflow events is the mineralization of detritus in the
sediments. Sinks of H2S are oxidation by O2 and NO3-, which
similarly contribute to the H2S consumption. No time-dependent
pattern of H2S consumption and production is observed in the
wGB. In the nGB and eGB, the slight increase in both production
and consumption of H2S starting from the 1970s is visible.

To identify and understand the dominating patterns in the O2

and H2S dynamics during the inflow events, EOF analysis
(Hannachi et al., 2007) was conducted for these spatiotemporal
matrices. The results (see Figure 8) suggest that there are two EOFs
describing more than 95% of the variance in O2 data. The first EOF
explains approximately 90% of the variability, and the second

explains about 5% (Figure 8A). Loadings of the first EOF
demonstrate no spatial dependency, having the same sign across
all sub-basins. The first spatial pattern thus describes a default
reaction of all basins to an inflow that brings oxygen, while the first
EOF varies with the amount of oxygen input and is positively
correlated with the duration of the inflow effect (Figure 8C). The
first EOF might be attributed to the inflow’s strength and duration
because those patterns are spatially independent and should affect
especially eGB since it is the first deep basin on the way of the
inflowing water. The second EOF shows more sophisticated
dynamics. It changes in the sign during the 1970s indicating the
shift in contributing processes (Figure 8B). Loadings of the second
EOF show opposite patterns between the sub-basins, which
indicates the spatial non-uniformness of the pattern behind the
second EOF. What the second EOF reveals is a change in the
oxygen-consuming processes between the two periods before and
after the 1970s. This change in the processes is opposite between the
basins. A strong inflow in the later period differs from a strong
inflow in the earlier period by a larger value of the second EOF. That
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FIGURE 7

Ranking of inflows based on the total amount of oxygen transported across the Arkona transect during the inflow event panel (A). Number 29 stands
for the inflow that transported the most oxygen, and number 1 for one that transported the least oxygen. The total yearly content of oxygen
transported by saltwater inflows to different sub-basins is depicted in panels (B, D, F, H). Different inflows are shown as different colors in the
histogram. Bar heights represent the inflow’s O2 content in a certain sub-basin. The color bar shows the colors of inflows in chronological order (the
earliest inflow is pink, the next one is brown, etc.). Panels (C, E, G, I) show the lifetime of inflow oxygen for each sub-basin (dots). Lifetime is defined
as the time when inflow oxygen reaches a certain fraction of its maximal value. Three fractions are shown: 5% of inflow O2 is consumed (95%
remaining) - green dots, 50% of inflow O2 is consumed (50% remaining) - orange dots, 95% of inflow O2 is consumed (5% remaining) - blue dots.
Linear trends, demonstrating the decay of inflowing O2 lifetime, are shown for each scatter plot. Determination coefficients (R2) for each linear trend
are presented in the upper-left part of the panels. Their colors indicate the trends they belong to. Panels (B, C) stand for Bornholm Basin, (D, E) – for
eastern Gotland Basin, (F, G) – for the northern Gotland Basin, H and I – for the western Gotland Basin. Mt corresponds to 109 kg.
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means that the corresponding loads (lower panel of Figure 8)
directly show the change in the reaction of the basins to an
oxygen input. Since all processes in the figure are consuming
oxygen, the negative values (shown in blue) mean an
amplification. Oxygen consumption for the mineralization of
sedimentary detritus is shifted spatially. It is enhanced in the
eastern Gotland Basin and reduced in the northern and western
Gotland Basin. An increase in all subbasins is seen for the
consumption related to sulfur oxidation (w_min_sul), but it is
most pronounced in the nGB.

The EOFs for the H2S budget (Supplementary Figure 27) show
approximately the same pattern, a positive but fluctuating EOF1 and
an EOF2 that is slightly increasing. So, we can interpret the spatial
pattern of the second EOF in the same way, as a change in the
reaction of the Baltic Sea to inflowing oxygen. The production of H2S
in the sediments shifts from the remote wGB to the nGB and the eGB
located upstream of the inflow plume. Also, its consumption by
oxidation is shifted upstream, but to a lesser extent, which means
that the downstream transport of H2S increases.

The EOF analysis thus essentially confirms the previous findings
showing that just these two patterns, (a) a constant spatial signal that
varies with the amount of imported oxygen and (b) the change in
processes explain more than 95% of the variance. The spatial

redistribution described by the second EOF can almost completely
explain the spatiotemporal variability seen in the model, with the
first EOF explaining the overwhelming part of the variability. So, it
could be stated that inflows’ duration and strength govern the
oxygen consumption with some little variability explained by the
shifted consumption due to the overall deoxygenation.

4 Discussion

The Baltic Sea is experiencing deteriorating oxygen conditions in
the deep waters despite the adopted nutrient loads reduction policy
(Carstensen and Conley, 2019; HELCOM, 2021; Krapf et al., 2022).
The reason for that might be related to the slow system response to
the changing forcing (Gustafsson et al., 2012) and the “vicious circle”
of eutrophication (Vahtera et al., 2007). This research indicates,
based on a model experiment, significant deterioration of oxygen
conditions across the central Baltic Sea, which includes significant
negative long-term trends of oxygen concentration and positive
long-term trends of the concentration of the reduced material
(ammonium and hydrogen sulfide). This is clearly shown in
Figure 10 (right panels). Rolff et al. (2022) studied the oxygen debt
(the amount of oxygen required to oxidize all reduced material) and
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FIGURE 8

Temporally integrated oxygen consumption (negative values) panels (A, C, E, G) and hydrogen sulfide consumption (negative values) and production
(positive values) panels (B, D, F, H) by a specific term during saltwater inflows for each sub-basin (spatially integrated within the sub-basin).
Integration was carried out for the total daily consumption or production by a certain budget term. For each sub-basin integration started when a
certain inflow reached that sub-basin and stopped when either all O2 transported by the inflow is consumed or the water of the new inflow reached
the sub-basin. Processes should be read according to the following rule: the first part of the name shows the domain (w – water column and s
-sediments), second and third parts – the type of process. For example, S_min_det should be read as detritus mineralization in the sediments.
Respiration by phytoplankton and zooplankton as well as photosynthesis were excluded from the analysis due to their pronounced seasonality and
their unimportance for the oxygen budget (see Section 3.1). X-axis shows the years when the inflows begin and therefore is not equally spaced but
sticks to the chronological order. Black lines denote stagnation periods. Panels (A, B) stand for the Bornholm Basin, (C, D) – for the eastern Gotland
Basin, (E, F) – for the northern Gotland Basin, (G, H) – for the western Gotland Basin. Mt corresponds to 109 kg. Kt corresponds to 106 kg. See
Supplementary Tables 1, 2 for the definition of the names of processes.
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its dynamics based on observational data. They found a significant
contribution by NH4+ to the oxygen debt, as well as the oxygen debt’s
increase, especially in the remote basins. Our results are well-aligned
with the results by Rolff et al. (2022). As was shown, the
mineralization of detritus in the sediments acts as the biggest
oxygen sink across all sub-basins. Ammonium is produced as a
product of detritus mineralization. Since detritus mineralization is
increasing, so is ammonium release. This process explains positive
trends in NH4+ in the deep waters of the central Baltic Sea and
accelerates further oxygen consumption (which is supported by the
high oxygen consumption by nitrification observed in the model).

The observed trends in oxygen consumption in the model were
attributed to the worsening of oxygen conditions across the central
Baltic Sea and uplifting of the redoxcline. The bacterial
communities living in the suboxic and sulfidic waters are quite
different (Hannig et al., 2006; Anderson et al., 2012). Discussed
changes in the central Baltic Sea, especially in the Gotland Basin,
should be visible in the long-term observational data related to the
bacterial communities. A trend analysis in bacterial abundances,
like Hoppe et al. (2013) did for the near-coastal site of Boknis Eck,
could be used to verify (or falsify) the modelled trends.

The reason behind elevated trends in phytoplankton and
detritus concentrations is not completely clear. The hypothesis
about an extended vicious circle proposed by Meier et al. (2018b)
is credible. However, we propose an additional positive feedback
mechanism: NH4 emerging after detritus mineralization might be
advected to the upper layer and thereafter might accelerate further
phytoplankton growth. Meier et al. (2018b) conducted a model
experiment studying oxygen sinks from 1850 to 2015. They found a

shift toward the water column oxygen consumption. Our study
supports this result. In addition, our method allowed the detailed
analysis of various sub-basins. It was shown that the most notable
change happened in the nGB, where initially, the sediments
consumed more oxygen, but today, the water column took the
role of the dominant oxygen sink. The same pattern, but not as
pronounced, was observed in the eGB and wGB. Meier et al.
(2018b) also observed drastically increased water column
respiration by phytoplankton and higher trophic levels as well as
nitrification, making them the dominant oxygen sinks during the
last decade of their simulation. In our study, an increase in
phytoplankton and zooplankton biomasses was also found (see
Figure 10, left panels) as well as the increasing nitrification.
However, no significant role of biota respiration was found. The
possible source of disagreement might be related to different process
formulations in the different models (RCO-SCOBI and MOM-
ERGOM), specifically the zooplankton respiration, which can be
used as a closure term representing the effect of higher trophic levels
that are not represented in the model.

The 29 biggest oxygen inflows from 1948 to 2018 were studied
separately, using the element marking approach proposed by
Ménesguen et al. (2006). Most oxygen was brought to the deep
central Baltic Sea during the 1993-1994 inflow events. Although, in
accordance with Mohrholz (2018), no trend in the inflow activity was
found, and the change of ventilation pattern related to the oxic state
of the deep waters shows little variability, significant negative trends
of inflow oxygen lifetime were observed everywhere, especially in the
nGB and wGB. Therefore, the strongest inflow 2014-2015 did not
ventilate deep waters so well not only due to the shorter duration
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FIGURE 9

Results of the EOF analysis for oxygen consumption during inflow events. Panel (A) demonstrates the fraction of variance explained by the EOFs.
The first two EOFs (which explain more than 95% of the variance) are marked by red color. Only those two EOFs were considered. Panel (B) shows
timeseries of the first two EOFs. Note that the x-axis in panel A is not equidistant (see caption of Figure 8). The first EOF exhibits a stationary pattern,
whereas the second demonstrates some non-stationarity. Panel (C) shows the EOF loadings, which indicate how a certain EOF is connected to a
certain process. Positive values (red) indicate a direct relationship between EOF and a process, negative (blue) - a reverse relationship. It is visible that
the first EOF shows reverse relationships with all processes, but the second shows both types of relationship. Processes are read the same way as in
Figure 8, but with the ending indicating a certain sub-basin. The processes in the matrix are sorted in the following way: the Bornholm Basin, the
eastern Gotland Basin, the northern Gotland Basin, and the western Gotland Basin. Black vertical lines denote the boundaries between sub-basins.
See Supplementary Table 1 for the definition of the names of processes.
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compared to the 1993-1994 event, but also because of more elevated
reducing conditions, especially in the nGB and wGB.

The model uncertainties, presented in Section 2, are likely
related to the overestimation of halocline strength, which in turn
is related to the overestimated salt transport from the North Sea due
to the model resolution. The biggest misrepresentation was
observed in the Gulf of Finland and the Bothnian Sea, both of
them were excluded from the analysis. However, their effect on the
closest nGB was not quantified. Considering the circulation of the
deep water in the Baltic Sea, the transport is mainly directed
towards the Gulf of Finland and the Bothnian Sea (Elken and
Matthäus, 2008). The reversed transport is mainly carried out in the
upper layer, so the overestimation of the Gulf of Finland’s and the
Bothnian Sea’s hypoxia should not affect the nGB significantly.
Another possible uncertainty, related to the artificially shallowed
Landsort Deep, is negligible due to the very small affected area (0.19
km2, which corresponds to roughly 1% of the total wGB area, which
is 17.62 km2). Deepening the Landsort Deep won’t change the
composition of the processes either since even the shallowed
Landsort Deep is constantly anoxic in our model. The more
considerable uncertainties are related to representation of the
biological community by ERGOM. In ERGOM, the full spectrum

of phytoplankton species is divided into three functional groups.
This assumption does not represent the changing Baltic Sea
phytoplankton community (Olli et al., 2011). However, Wasmund
et al. (2011) and Suikkanen et al. (2007) found long-term trends in
some phytoplankton species based on observational data, proving at
least the tendency of increasing phytoplankton concentrations in
ERGOM. In addition, in other model studies the increase in
phytoplankton biomass, primarily related to the availability of
nutrients, is shown (Hieronymus et al., 2018). Also, the absence
of refractory detritus in the ERGOM model may lead to
exaggeration of the detritus mineralization, which might possibly
contribute to the results. In addition to the refractory matter that is
completely preserved, organic matter in the sediments can be
remineralized at very different rates depending on its
composition, which will strongly influence the time scales on
which the sedimentary carbon pool influences the oxygen
budgets. What is also missing in the model is a representation
of iron and manganese, which take part in the redox cycle
(Henkel et al., 2019; Schulz-Vogt et al., 2019). In reality,
oxidation of H2S or organic matter may happen implicitly, by
reducing iron or manganese oxides and later on oxidizing the
reduced metals again by oxygen. Uncertainty is introduced here
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FIGURE 10

Linear trends of some important variables actively participating in oxygen and hydrogen sulfide dynamics. Left panels depict detritus concentration
and concentration of living organisms (phytoplankton and zooplankton) integrated over the whole water column and all sub-basins: the Bornholm
Basin (A, B), the eastern Gotland Basin (C, D), the northern Gotland Basin (E, F), the western Gotland Basin (G, H), and the whole central Baltic Sea
(I, J). All variables are represented by nitrogen in organic matter (N in OM). Right panels show the dynamics of oxygen, hydrogen sulfide, and
ammonium. Only significant linear trends (p<0.05) are shown.
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since these metals also have sources (e.g. from riverine input) and
sinks (e.g. for iron in the form of pyrite).

All the discussed uncertainties make it very difficult to build a
robust comparison between modeled processes and the actual ones.
Here, we only present qualitative estimates. Hietanen et al. (2012)
studied nitrogen-related processes situated at the oxic-anoxic interface
in the Baltic proper. They found an increased rate of nitrification at the
oxic-anoxic interface, which was also in general observed in our model
results. Schneider and Otto (2019) calculated mineralization rates in
the deep layer. Although we could not directly compare our results, we
also observed some similar patterns, e.g., acceleration after the inflow.
However, we were able to validate the vertical oxygen transport in the
eGB with the observational data from Holtermann et al. (2022).
According to their measurements, the mean annual vertical oxygen
flux in the eGB equals to 2.39-3.97 Mt O2 year

-1. Our results suggest a
mean flux of 3.75 Mt O2 year-1, which aligns with their results.
However, this comparison might be misleading due to the different
definition of the eGB’s areas, different depths (our fluxes are calculated
across the 70 meters depth layer, not across the pycnocline), and
different study periods.

The obtained results shed light on long-term dynamics of
processes related to the O2 and H2S budgets in the central Baltic
Sea, which is not possible to capture via the observations due to
irregular measurement campaigns and the complexity of the data
postprocessing. Although model (Eilola et al., 2011; Meier et al.,
2018b; Savchuk, 2018) and observational (Schneider et al., 2002;
Gustafsson and Stigebrandt, 2007; Schneider et al., 2010; Schneider
and Otto, 2019) studies, as well as studies related to the inflows’
propagation (Liblik et al., 2018), have already been conducted, this
study covers wide spatial and temporal scales and decomposes O2

and H2S budget terms based on their contribution to their
variability. The results suggested that a better trophic state for the
future Baltic Sea is still beyond the grasp.

5 Conclusions

The employed analysis allowed us to sort the processes, contributing
to the O2 and H2S budgets, according to their importance for the overall
dynamics of those elements. It was found that the inter-annual oxygen
dynamics is mainly governed by advection in all sub-basins, whereas
hydrogen sulfide ismainly driven by local production and consumption.
Mineralization of detritus in the sediments and nitrification are found to
be the biggest oxygen sinks. These processes are coupled with each other
because ammonium is the result of the oxidation of detritus, so the
oxygen debt generated by detritus is resolved in two steps:
mineralization of detritus itself and nitrification later. Mineralization
of detritus is also the biggest producer of hydrogen sulfide in the
sediments in the whole central Baltic Sea. The water column acts as the
sink of H2S, where the oxidation both byNO3 andO2 contribute equally
to the H2S consumption.

Analysis of the linear trends in the three categories of processes
contributing to the O2 and H2S budgets (water column processes,
physical fluxes, and sedimentary processes) revealed different
regional dynamics. Amplified oxygen consumption in the water
column and the sediment was observed in the Bornholm Basin with

the latter dominating. A different pattern was observed in the three
Gotland basins that showed a shift to dominating water column
consumption. The overall transition from sedimentary to water
column oxygen consumption was connected to the shortage of
oxygen in the sediments which resulted in the upward movement of
the redoxcline. An amplified upward spread of H2S in the wGB and
nGB was found as a result of its deposition there.

We found a dramatic decrease in the content of O2 from inflows
in the nGB and wGB that started in the second half of the 20th

century. As no significant trend in inflow strength was found, the
decreased lifetime is attributed to the amplified oxygen
consumption, which was also observed.

Two significant EOFs of oxygen consumption after inflows per
sub-basin were identified with the first EOF explaining more than
90% of the variability and the second explaining approximately 5%.
The first EOF showed no spatial dependence and was attributed to
the inflow duration and strength. The second EOF describes the
response to the deoxygenation of the central Baltic Sea. It leads to
the shift of the inflowing O2 consumption from the mineralization
of detritus to the oxidation of H2S and elemental sulfur in the nGB
and wGB. However, since the overwhelming fraction of variability is
explained by the first EOF, we conclude that the duration and
strength of inflows are the key parameters determining ventilation
regardless of the trophic state of the sea.
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Supplementary Data 

This supplementary material consists of figures and tables that were not included in the paper but still 
retranslate some important information. Supplementary material has the same structure as the main 
paper. Within each section, figures and tables relevant to that section are shown. The following 
abbreviations are used in some figures: BB – the Bornholm Basin, eGB – the eastern Gotland Basin, 
nGB – the northern Gotland Basin, wGB – the western Gotland Basin. 

2 Materials and methods 

Supplementary Table 1. Clarification for O2 processes’ names used in the paper. The same name 
for different processes means the linear combination of those processes. 

Process 
Group of 

processes in 
Figures 4, 5 

Name in Supplementary 
Figure 22 

Name in Figures 
8, 9 

Nitrification of NH4 to NO3 Water column 
processes water_column nitrification w_nit 

Mineralization of detritus Water column 
processes water_column_mineralization w_min_det 

Mineralization of 
particulate organic carbon 

(POC) 

Water column 
processes water_column_mineralization w_min_om 

Mineralization of 
phosphorus in particulate 
organic carbon (POCP) 

Water column 
processes water_column_mineralization w_min_om 

Mineralization of nitrogen 
in particulate organic 

carbon (POCN) 

Water column 
processes water_column_mineralization w_min_om 

Mineralization of dissolved 
organic carbon (DOC) 

Water column 
processes water_column_mineralization w_min_om 

Mineralization of dissolved 
organic nitrogen (DON) 

Water column 
processes water_column_mineralization w_min_om 

Mineralization of dissolved 
organic phosphorus (DOP) 

Water column 
processes water_column_mineralization w_min_om 

103



  Supplementary Material 

 2 

Respiration of living 
organisms (lpp, spp, cya, 

and zoo) 

Water column 
processes water_column_respiration Excluded from 

analysis 

Photosynthesis by 
phytoplankton 

Water column 
processes Photosynthesis Excluded from 

analysis 

Oxidation of elemental 
sulfur 

Water column 
processes water_column_mineralization w_min_sul 

Oxidation of H2S Water column 
processes water_column_mineralization w_min_sul 

Mineralization of 
sedimentary detritus 

Sedimentary 
processes sediments_mineralization s_min_det 

Coupled 
nitrification/denitrification 

after mineralization of 
detritus in oxic sediments 

Sedimentary 
processes sediments_nitdenit s_nit 

Mineralization of 
sedimentary particulate 
organic carbon (POC) 

Sedimentary 
processes sediments_mineralization s_min_om 

Mineralization of 
sedimentary phosphorus in 
particulate organic carbon 

(POCP) 

Sedimentary 
processes sediments_mineralization s_min_om 

Mineralization of 
sedimentary nitrogen in 

particulate organic carbon 
(POCN) 

Sedimentary 
processes sediments_mineralization s_min_om 

Coupled 
nitrification/denitrification 

after mineralization of 
POCN in oxic sediments 

Sedimentary 
processes sediments_nitdenit s_nit 

Advection Physical 
fluxes 

advection_<border name> (up, 
west, south, east, north) 

Excluded from 
analysis 

Vertical diffusion Physical 
fluxes diffusion Excluded from 

analysis 

Downslope mixing Physical 
fluxes other Excluded from 

analysis 

Convection Physical 
fluxes other Excluded from 

analysis 
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Supplementary Table 2. Clarification for H2S processes’ names used in the paper. The same name 
for different processes means the linear combination of those processes. 

Process 
Group of 

processes in 
Figures 4, 6 

Name in Supplementary Figure 
23 

Name in Figure 8 
and 

Supplementary 
Figure 27 

Mineralization of 
particulate organic carbon 
(POC). Sulfate reduction 

Water column 
processes mineralization_particular_om w_min_om 

Mineralization of 
phosphorus in particulate 
organic carbon (POCP). 

Sulfate reduction 

Water column 
processes mineralization_particular_om w_min_om 

Mineralization of nitrogen 
in particulate organic 

carbon (POCN). Sulfate 
reduction 

Water column 
processes mineralization_particular_om w_min_om 

Mineralization of detritus. 
Sulfate reduction 

Water column 
processes detritus_water_column w_min_det 

Mineralization of dissolved 
organic carbon (DOC). 

Sulfate reduction 

Water column 
processes mineralization_dissolved_om w_min_om 

Mineralization of dissolved 
organic phosphorus (DOP). 

Sulfate reduction 

Water column 
processes mineralization_dissolved_om w_min_om 

Mineralization of dissolved 
organic nitrogen (DON). 

Sulfate reduction 

Water column 
processes mineralization_dissolved_om w_min_om 

Oxidation of H2S via O2 Water column 
processes o2_oxidation o_ox 

Oxidation of H2S via NO3 Water column 
processes no3_oxidation n_ox 

Mineralization of 
sedimentary detritus. 

Sulfate reduction 

Sedimentary 
processes detritus_sediments s_min_det 

Mineralization of 
sedimentary particulate 
organic carbon (POC). 

Sulfate reduction 

Sedimentary 
processes mineralization_sediments s_min_om 

Mineralization of 
sedimentary phosphorus in 
particulate organic carbon 
(POCP). Sulfate reduction 

Sedimentary 
processes mineralization_sediments s_min_om 

Mineralization of 
sedimentary nitrogen in 

particulate organic carbon 
(POCN). Sulfate reduction 

Sedimentary 
processes mineralization_sediments s_min_om 
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Advection Physical 
fluxes 

advection_<border name> (up, 
west, south, east, north) 

Excluded from 
analysis 

Vertical diffusion Physical 
fluxes diffusion Excluded from 

analysis 

Downslope mixing Physical 
fluxes other Excluded from 

analysis 

Convection Physical 
fluxes other Excluded from 

analysis 
 

2.2 Budget analysis 

Supplementary Figures 1 and 2 show the budget closure for O2 (Supplementary Figure 1) and H2S 
(Supplementary Figure 2). The budget equation for any tracer is written as follows: 
 

d
dt#Tr

!
 dx dy dz −+v-⃗ n-⃗

"
Tr dx dy −# ∂Tr

∂t!
 dx dy dz = 0 

 
Where Tr stands for any tracer (O2 and H2S in this case), the first term represents the total change of 
the tracer content within the box (called “interior change” in Supplementary Figures 1 and 2), the 
second term describes the total transport of the tracer across all boundaries of the box, and the third 
term depicts the total change of the tracer concentration within the box (for oxygen it represents the 
change due to biochemical activity within the box). The last two terms are added and shown as the 
curve named “boundary flux plus biological change” in Supplementary Figures 1 and 2. The curve 
named “budget” represents the difference between “interior change” and “boundary flux plus 
biological change”. This difference should be equal to zero according to the equation listed above. 
It’s visible, that the “budget” curve is close to zero in both Supplementary Figures 1 and 2. This 
proves that EROM obeys the mass conservation law. 
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Supplementary Figure 1. Illustration of mass conservation law for oxygen. Interior change (green 
curve) represents the total change of oxygen content within the box. It equals the boundary flux plus 
biological change (orange curve), which represents the net oxygen input output within the volume. 
The orange curve was intentionally made thicker to point out its equality with the green curve. 
 

 
Supplementary Figure 2. The same as Supplementary Figure 1 but for hydrogen sulfide. 
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2.3 Validation against the observations 

Although also split into 4 boxes, the study area for the validation differs to some extent from the 
original study area described in the paper (Section 2) and the area shown in Supplementary Figure 3. 
The differences are explained by the limited number of observations (see Supplementary Figure 4). 
The validation timeframe is also shorter compared to the main study. It encompasses the period from 
1993 to 2018 (26 years). The two main constraints for the period are observations’ availability (not 
shown) and the time limits of the reanalysis dataset. 

Observations were downloaded as instantaneous point measurements from 1993 to 2018 and post-
processed by the following approach. Firstly, they were attributed to a specific region in the central 
Baltic Sea (BB, wGB, eGB, or nGB). Secondly, observations were interpolated to the model depth 
levels via the Nearest Neighbor (NN) method. Thirdly, observations were spatially averaged within 
each region. Finally, interpolated and spatially averaged observations were averaged monthly. 

One notable difference between the ERGOM and SCOBI models is the calculation of hydrogen 
sulfide (H2S). In the SCOBI model, H2S is not separated from the O2 state variable and is represented 
as a negative oxygen concentration, while in ERGOM, the H2S dynamics is described as a separate 
tracer equation. To compare model results with reanalysis data, negative oxygen from reanalysis was 
represented as H2S using the following equivalent rule: 1 unit of H2S = -2 units of O2 (Fonselius 
1981). 

The reanalysis data from Copernicus (see Section 2 in the paper) were acquired as the monthly mean 
fields from 1993 to 2018. The certain steps were taken to post-process the reanalysis data. In the first 
step, they were interpolated to the MOM/ERGOM model grid using combined 3-dimensional linear 
and NN interpolation techniques and attributed to the regions of the central Baltic Sea. In the next 
step, they were spatially averaged within each region. The MOM/ERGOM data were only spatially 
averaged within each region. 

To consider undersampling and seasonal cycle in the observations, months without samples were 
excluded from the model and reanalysis data when producing the climatological average. The 
variability within a month was considered to be small and was neglected. 

The results of the validation are presented in Supplementary Figures 3-17. Supplementary Figure 3 
shows the regions used for validation. Supplementary Figure 4 depicts the spatial distribution of the 
observations. Note that the number of measurements is shown. One oceanographical profile usually 
has a few dozen of measurements. Supplementary Figure 5 shows the validation of the hypoxic area 
(and therefore the bottom O2) across the whole Baltic Sea. Supplementary Figures 6-11 demonstrate 
climatological profiles of different variables according to the model, reanalysis, and observations. 
Supplementary Figures 12 and 13 describe the timeseries of surface and bottom O2 (Supplementary 
Figure 12) and bottom H2S (Supplementary Figure 13) according to the model, reanalysis, and 
observations. Supplementary Figures 14 and 15 show Taylor Diagrams for O2 and H2S data. 
Supplementary Figures 16 and 17 deal with halocline strength and depth calculation. 
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Supplementary Figure 3. The boxes used in validation. The following abbreviations are used: BB – 
Bornholm Basin, eGB – eastern Gotland Basin, nGB – northern Gotland Basin, wGB – western 
Gotland Basin. 
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Supplementary Figure 4. Spatial distribution of the observations taken from ICES and IOW 
databases (both bottle T, S, O2, and nutrients data and CTD T, S, and O2 measurements) from 1993 to 
2018. Here, one observation means a single measurement. Typical oceanographic profile has few 
dozens of measurements.  
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Supplementary Figure 5. Comparison of hypoxic (A) and anoxic (B) zones. Filling shows the 
differences between model and reanalysis data (model-reanalysis). Upper left plots demonstrate total 
hypoxic (A) and anoxic (B) areas in km2. Orange curve represents reanalysis data, blue – model data. 
Violet filling highlights regions, where more than half of the study period (1993-2018) hypoxic (A) 
or anoxic (B) conditions were observed according to the model, but not to the reanalysis. Light 
turquoise filling – same as violet, but according to the reanalysis. Dark turquoise filling shows where 
both in the model and reanalysis data hypoxia (A) and anoxia (B) occurred more than half of the 
study period. 
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Supplementary Figure 6. Average climatology (1993-2018) profiles of temperature. Translucent 
areas and error bars represent 23	deviation	for	mean	for	model/reanalysis	and	observational	data	
respectively.	To	account	for	the	sparseness	of	observations,	the	model	and	reanalysis	data	were	
undersampled.	
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Supplementary Figure 7. Average climatology (1993-2018) profiles of salinity. Translucent areas 
and error bars represent 23	deviation	for	mean	for	model/reanalysis	and	observational	data	
respectively.	To	account	for	the	sparseness	of	observations,	the	model	and	reanalysis	data	were	
undersampled.	
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Supplementary Figure 8. Average climatology (1993-2018) profiles of phosphate. Translucent 
areas and error bars represent 23	deviation	for	mean	for	model/reanalysis	and	observational	data	
respectively.	To	account	for	the	sparseness	of	observations,	the	model	and	reanalysis	data	were	
undersampled.	
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Supplementary Figure 9. Average climatology (1993-2018) profiles of nitrate. Translucent areas 
and error bars represent 23	deviation	for	mean	for	model/reanalysis	and	observational	data	
respectively.	To	account	for	the	sparseness	of	observations,	the	model	and	reanalysis	data	were	
undersampled.	
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Supplementary Figure 10. Average climatology (1993-2018) profiles of ammonium. Translucent 
areas and error bars represent 23	deviation	for	mean	for	model/reanalysis	and	observational	data	
respectively.	To	account	for	the	sparseness	of	observations,	the	model	and	reanalysis	data	were	
undersampled.	
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Supplementary Figure 11. Average climatology (1993-2018) profiles of hydrogen sulfite. 
Translucent areas and error bars represent 23	deviation	for	mean	for	model/reanalysis	and	
observational	data	respectively.	To	account	for	the	sparseness	of	observations,	the	model	and	
reanalysis	data	were	undersampled.	
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Timeseries	validation	and	Taylor	diagrams	will	be	presented	only	for	oxygen	and	hydrogen	
sulfite.		

	
Supplementary Figure 12. Comparison	of	timeseries	of	surface	(right	panel)	and	bottom	(left	
panel)	oxygen	concentrations	for	the	Bornholm	Basin	(a,b),	the	Bothnian	Sea	(c,d),	the	Gulf	of	
Finland	(e,f),	the	eastern	Gotland	Basin	(g,h),	the	western	Gotland	Basin(i,j),	and	the	northern	
Gotland	Basin	(k,l).	
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Supplementary Figure 13. Comparison	of	timeseries of bottom	hydrogen	sulfite	concentrations	
for	the	Bornholm	Basin	(a),	the	eastern	Gotland	Basin	(b),	and	the	western	Gotland	Basin	(c).	
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Supplementary Figure 14. Taylor	diagrams of bottom	oxygen	concentrations	for	BB	(a),	BS	(b),	
GF	(c),	eGB	(d),	wGB(e),	and	nGB(f).	
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Supplementary Figure 15. Taylor	diagrams of bottom	hydrogen	sulfide	concentrations	for	BB	
(a),	eGB	(b),	and	wGB(c).	
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To	calculate	halocline depth and strength, the approach from Väli et al. (2013) was adopted. 
Halocline depth was defined as the depth where the maximum of the first derivative of the salinity 
with respect to depth is observed: 

ℎ#$% = Q(RST UVWVQX) 

Halocline strength was calculated as the difference between the average salinity in bottom and top 
layers (separated by the halocline depth): 

p&'( = s̅()*+, − s̅-..+, 

The only modification to Väli et al. (2013) approach was applying the Savitzky-Golay filter 
(Savitzky and Golay, 1964) to the analyzed salinity profiles to make them smoother. The approach is 
illustrated in Supplementary Figure 16. 

 

Supplementary Figure 16. Halocline depth identification example. Vivid lines represent salinity 
profiles, translucent lines – their derivatives. Dotted lines show estimated halocline depth with points 
highlighting derivative maximum. The blue color denotes MOM model data, orange – Copernicus 
reanalysis data.  
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Supplementary Figure 17. Estimated halocline depth (left panel) and halocline strength (right 
panel). The following abbreviations are used: BB – Bornholm Basin, BS – Bothnian Sea, wGB – 
western Gotland Basin, eGB – eastern Gotland Basin, nGB – northern Gotland Basin, GF – Gulf of 
Finland. The notable differences are observed between halocline strength in the Bornholm Basin 
(MOM demonstrates less strength), Bothnian Sea (MOM demonstrates more strength), and Gulf of 
Finland (MOM demonstrates more strength). 
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2.4 Statistical methods used for sources and sink processing 

This section shows the figures and tables related to the inflows’ identification. Supplementary 
Figures 18 and 19 show dendrogram plots for oxygen (Supplementary Figure 18) and salt 
(Supplementary Figure 19) inflows. Supplementary Figure 20 demonstrates an example of detected 
inflows for the year 1948. Supplementary Tables 3 and 4 show the ten most significant oxygen 
(Supplementary Table 3) and salt (Supplementary Table 4) inflows. Supplementary Figure 21 shows 
the temporal distribution of salt inflows as well as the distribution of their strength. 
 

 

Supplementary Figure 18. Dendrogram plot for oxygen inflows clusterization. The horizontal axis 
depicts the distance between classes (labels are not shown). The vertical axis represents the classes. 
In the beginning, all datapoints form distinct clusters. In the end, all datapoints are merged into one 
cluster. The black dashed line shows the cutoff distance at which certain distinct clusters are formed 
(they are denoted by different colors). Four clusters are selected in this diagram. 
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Supplementary Figure 19. Dendrogram plot for salt inflows clusterization. The structure is the same 
as for Supplementary Figure 18. Two clusters are selected in this diagram. 

 

2.5 Inflows detection algorithm 

 
Supplementary Figure 20. Oxygen zonal transport across the Arkona transect (see Figure 1 in the 
paper). The orange curve denotes filtered data (5-day rolling mean filter), and the red curve indicates 
zero. Identified inflows are denoted by transparent red areas. The only year 1948 is shown. 
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Supplementary Table 3. Ten biggest oxygen inflows.  
Inflow [№] Starting date Duration [days] Total transport [Mt O2] 

1 1994-03-03 20 3.23 
2 1993-01-05 21 3.12 
3 2014-12-03 21 2.92 
4 1993-12-01 20 2.84 
5 1975-11-16 39 2.82 
6 1951-11-17 23 2.74 
7 1998-10-08 24 2.71 
8 1972-03-13 26 2.62 
9 1950-02-04 21 2.57 

10 2012-02-11 17 2.56 
 

Supplementary Table 4. Ten biggest salt inflows.  
Inflow [№] Starting date Duration [days] Total transport [Gt Salt] 

1 1951-11-10 34 4.73 
2 2014-12-03 23 4.63 
3 1975-11-16 44 4.31 
4 1994-03-03 24 3.94 
5 1993-12-01 24 3.78 
6 1972-03-12 28 3.65 
7 1998-10-08 24 3.59 
8 1993-01-05 21 3.57 
9 1964-04-02 44 3.53 

10 2011-11-17 29 3.37 
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Supplementary Figure 21. Yearly total salt transport by inflows across Arkona transect (A). Coral 
color represents transport by the weak salt inflows, scarlet color represents transport by the strong 
salt inflows. (B) shows the distribution of salt transport per inflow. Here, the transport of the strong 
inflows is framed by the scarlet color. The transport of the weak inflows is framed by the coral color. 
It is shown that the weakest strong inflow transported around 1.5 Gt of salt into the study domain. 
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3 Results 

3.2 Processes governing the O2 and H2S dynamics in the central Baltic Sea 

This section shows tables and figures related to Section 3.1 in the paper. Supplementary Tables 3-8 
show the climatological mean values (1948-2018) of the most significant processes contributing to 
the O2 and H2S budgets. Mt stands for 109 kg; Kt stands for 106 kg. Supplementary Figures 22 and 23 
demonstrate the results of linear regression analysis with different processes contributing to the O2 
and H2S budgets. Supplementary Tables 9 and 10 demonstrate the results of the linear trend analysis 
for the significant processes contributing to O2 and H2S budgets. 
 
3.2.1 The biggest O2 and H2S sources and sinks 
 
Supplementary Table 5. The biggest physical processes in different sub-basins.  

Bornholm Basin  
Advection, upper boundary 0.81 Mt O2  
Diffusion, upper boundary 0.08 Mt O2 

Eastern Gotland Basin 
Advection, upper boundary 3.06 Mt O2   

Advection, western boundary 2.14 Mt O2  
Advection, northern boundary -1.91 Mt O2   

Diffusion, upper boundary 0.32 Mt O2   
Northern Gotland Basin 

Advection, southern boundary 1.91 Mt O2   
Advection, western boundary -0.32 Mt O2   

Diffusion, upper boundary 0.24 Mt O2  
Advection, upper boundary 0.2 Mt O2 

Western Gotland Basin 
Advection, upper boundary 0.46 Mt O2   

Advection, eastern boundary 0.32 Mt O2   
Vertical diffusion 0.15 Mt O2   
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Supplementary Table 6. Water column processes consuming most of the oxygen in different basins. 
Bornholm Basin  

Nitrification of NH4 to NO3 -0.11 Mt O2 
Mineralization of POC -0.08 Mt O2 
Mineralization of DOP -0.03 Mt O2 

Oxidation of sulfur to SO4 -0.02 Mt O2 
Mineralization of detritus -0.02 Mt O2 

Eastern Gotland Basin 
Nitrification of NH4 to NO3 -0.57 Mt O2 

Mineralization of POC -0.29 Mt O2 
Oxidation of sulfur to SO4 -0.2 Mt O2 
Mineralization of detritus -0.15 Mt O2 
Mineralization of DOP -0.09 Mt O2 

Northern Gotland Basin 
Nitrification of NH4 to NO3 -0.41 Mt O2 
Oxidation of sulfur to SO4 -0.35 Mt O2 

Mineralization of POC -0.13 Mt O2 
Oxidation of H2S to sulfur -0.08 Mt O2 
Mineralization of detritus -0.08 Mt O2 

Western Gotland Basin 
Oxidation of sulfur to SO4 -0.3 Mt O2 

Nitrification of NH4 to NO3 -0.21 Mt O2 
Oxidation of H2S to sulfur -0.08 Mt O2 

Mineralization of POC -0.05 Mt O2 
Mineralization of detritus -0.02 Mt O2 
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Supplementary Table 7. Processes in the sediments consuming most of the oxygen in different 
basins. Here, POCN means nitrogen in particulate organic carbon. This type of organic matter forms 
when there is a lack of phosphorus, so living organisms cannot produce classic organic matter.  

Bornholm Basin  
Mineralization of detritus -0.46 Mt O2 

Mineralization of POC -0.07 Mt O2 
Mineralization of POCN -0.05 Mt O2 

Nitrification/denitrification -0.03 Mt O2 
Eastern Gotland Basin 

Mineralization of detritus -1.75 Mt O2 
Mineralization of POCN -0.17 Mt O2 
Mineralization of POC -0.15 Mt O2 

Nitrification/denitrification -0.08 Mt O2 
Northern Gotland Basin 

Mineralization of detritus -0.74 Mt O2 
Mineralization of POC -0.06 Mt O2 

Mineralization of POCN -0.06 Mt O2 
Nitrification/denitrification -0.03 Mt O2 

Western Gotland Basin 
Mineralization of detritus -0.19 Mt O2 

Mineralization of POC -0.02 Mt O2 
Mineralization of POCN -0.01 Mt O2 

Nitrification/denitrification -0.01 Mt O2 
 
Supplementary Table 8. Physical processes supplying/consuming most of the hydrogen sulfide in 
different basins. Bornholm Basin is omitted because all processes contributing to the H2S physical 
fluxes are negligible there. 

Eastern Gotland Basin 
Advection, northern boundary -13.1 Kt H2S 

Northern Gotland Basin 
Advection, upper boundary -73.06 Kt H2S 

Advection, western boundary -28.68 Kt H2S 
Advection, southern boundary 13.1 Kt H2S 

Diffusion, upper boundary -8.88 Kt H2S 
Downslope mixing 6.33 Kt H2S 

Western Gotland Basin 
Advection, upper boundary -132 Kt H2S 

Advection, eastern boundary 28.68 Kt H2S 
Diffusion, upper boundary -19.36 Kt H2S 
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Supplementary Table 9. Water column processes producing/consuming most of the hydrogen 
sulfide in different basins. 

Bornholm Basin  
Oxidation by O2 -9.5 Kt H2S  

Oxidation by NO3 -8.57 Kt H2S 
Mineralization of POC 2.627 Kt H2S 

Mineralization of detritus 0.29 Kt H2S 
Eastern Gotland Basin 

Oxidation by NO3 -113.26 Kt H2S 
Oxidation by O2 -93.5 Kt H2S 

Mineralization of POC 9.243 Kt H2S 
Mineralization of detritus 8.9 Kt H2S 

Northern Gotland Basin 
Oxidation by NO3 -196 Kt H2S 
Oxidation by O2 -175 Kt H2S 

Mineralization of POC 23.05 Kt H2S 
Mineralization of detritus 18 Kt H2S 

Western Gotland Basin 
Oxidation by O2 -175 Kt H2S 

Oxidation by NO3 -139 Kt H2S 
Mineralization of POC 32 Kt H2S 

Mineralization of detritus 26 Kt H2S 
 
Supplementary Table 10. Processes in the sediments producing most of the hydrogen sulfide in 
different basins. 

Bornholm Basin  
Mineralization of detritus 13.4 Kt H2S 

Mineralization of POC 1.52 Kt H2S 
Mineralization of POCN 0.88 Kt H2S 

Eastern Gotland Basin 
Mineralization of detritus 181 Kt H2S 
Mineralization of POCN 11 Kt H2S 
Mineralization of POC 8 Kt H2S 

Northern Gotland Basin 
Mineralization of detritus 387 Kt H2S 
Mineralization of POCN 20 Kt H2S 
Mineralization of POC 11 Kt H2S 

Western Gotland Basin 
Mineralization of detritus 345 Kt H2S 
Mineralization of POCN 15.2 Kt H2S 
Mineralization of POC 12.5 Kt H2S 
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3.2.2 Contribution of the different processes to the O2 and H2S variability 

 
Supplementary Figure 22. Results of linear regression analysis (see methods section in the paper). 
Blue curve shows the determination coefficient (R2) after inclusion of a certain parameter in the 
model. Since the linear combination of all budget terms and their linear combinations (dependent 
variables) equals the total change of oxygen content within the box (independent variable), R2 curve 
ultimately reaches 1 (linear model explains all variance). The same logic applies to orange curve – 
Root Mean Squared Error (RMSE). It ultimately reaches 0. Vivid lines highlight the processes 
together explaining more than 90% of the variance. Processes are shown as numbers on the 
horizontal axis. A description of the processes is shown in the legend boxes. The processes are sorted 
in accordance with their contribution to the explained variance and only processes from the vivid part 
of the curves are written.  
 

 
Supplementary Figure 23. Same as Supplementary Figure 22, but for H2S budget. 
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3.2.3 Temporal variability of O2 and H2S sources and sinks 
Supplementary table 11. Statistics of the linear trends of the biggest processes from the oxygen 
budget. All processes in the table except advection can act only as oxygen sinks. Therefore, the 
minus sign indicates that more oxygen is being consumed, so consumption is increasing with time. 

Processes Slope [Kt O2/a] R2 p-level 
Bornholm Basin  

Mineralization of detritus (water 
column) -0.15 0.63 2.90E-16 

Mineralization of detritus 
(sediments) -3.39 0.53 8.64E-13 

Nitrification of NH4 to NO3 -1.01 0.52 1.42E-12 

Mineralization of POCN 
(sediments) 0.68 0.41 1.94E-09 

Mineralization of DOP -0.25 0.24 1.42E-05 
Nitrification/denitrification of NH4 

in the oxic sediments -0.084 0.18 2.81E-04 

Advection, upper boundary 4.5 0.15 8.80E-04 
Oxidation of sulfur to SO4 -0.44 0.09 1.00E-02 

Eastern Gotland Basin 
Nitrification of NH4 to NO3 -5.66 0.62 4.69E-16 

Mineralization of detritus (water 
column) -1.25 0.54 4.53E-13 

Mineralization of POCN 
(sediments) 3.01 0.52 1.55E-12 

Mineralization of POC (sediments) 1.84 0.44 4.63E-10 
Oxidation of sulfur to SO4 -5.69 0.32 3.44E-07 

Mineralization of DOP -0.78 0.24 1.46E-05 
Mineralization of detritus 

(sediments) -8.47 0.23 2.45E-05 

Northern Gotland Basin 
Mineralization of POCN 

(sediments) 1.83 0.71 7.26E-20 

Oxidation of H2S to sulfur -2.39 0.69 6.12E-19 
Oxidation of sulfur to SO4 -9.54 0.68 2.30E-18 

Mineralization of POC (sediments) 2.11 0.67 5.15E-18 
Mineralization of POC (water 

column) 1.45 0.57 5.12E-14 
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Nitrification/denitrification of NH4 
in the oxic sediments 0.46 0.51 4.20E-12 

Nitrification of NH4 to NO3 -2.7 0.38 1.66E-08 
Mineralization of detritus 

(sediments) 8.41 0.37 2.62E-08 

Western Gotland Basin 
Mineralization of POC (water 

column) 1.17 0.77 3.56E-23 

Mineralization of detritus (water 
column) 0.54 0.65 3.70E-17 

Mineralization of POCN 
(sediments) 0.4 0.61 1.82E-15 

Mineralization of POC (sediments) 0.68 0.6 2.54E-15 
Mineralization of detritus 

(sediments) 3.95 0.57 5.60E-14 

Nitrification/denitrification of NH4 
in the oxic sediments 0.11 0.45 2.14E-10 

Oxidation of H2S to sulfur -1.33 0.45 2.33E-10 
Oxidation of sulfur to SO4 -3.53 0.27 4.18E-06 

 
 
Supplementary table 12. Same as supplementary table 9, but for processes from the H2S budget. 
Note that oxidation by O2/NO3 are the only processes that contribute to the H2S sink. For them, a 
negative sign means that the process accelerates through time. Other processes (except advection) 
represent H2S sources. For them, a negative sign means that the process decreases through time. 

Processes Slope [Kt H2S/a] R2 p-level 
Eastern Gotland Basin 

Mineralization of detritus 
(sediments) 5.13 0.5 7.90E-12 

Oxidation by NO3 -2.94 0.49 1.68E-11 
Mineralization of POC (sediments) 0.19 0.44 5.06E-10 

Mineralization of detritus (water 
column) 0.24 0.29 1.54E-06 

Oxidation by O2 -2.68 0.27 3.84E-06 
Mineralization of POC (water 

column) 0.22 0.17 4.00E-04 

Northern Gotland Basin 
Mineralization of detritus 

(sediments) 11.17 0.82 2.48E-27 

Oxidation by NO3 -4.71 0.76 4.96E-23 
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Mineralization of detritus (water 
column) 0.61 0.71 5.69E-20 

Mineralization of POC (sediments) 0.27 0.69 2.57E-19 
Oxidation by O2 -5.11 0.69 6.12E-19 

Advection, upper boundary -2.74 0.64 8.59E-17 
Mineralization of POC (water 

column) 0.74 0.62 5.64E-16 

Mineralization of POCN 
(sediments) 0.23 0.11 4.00E-03 

Western Gotland Basin 
Mineralization of detritus 

(sediments) 6.65 0.87 5.97E-32 

Mineralization of detritus (water 
column) 0.76 0.85 2.82E-30 

Mineralization of POC (water 
column) 0.8 0.77 3.18E-23 

Advection, upper boundary -5.25 0.55 1.48E-13 
Mineralization of POC (sediments) 0.1 0.47 5.69E-11 

Oxidation by O2 -2.83 0.45 2.33E-10 
Oxidation by NO3 -0.87 0.24 1.55E-05 

Advection, eastern boundary 0.96 0.11 5.00E-03 
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3.3 Ventilation by inflows 

This section demonstrates the figures related to the analysis of the central Baltic Sea’s ventilation by 
the 29 most significant O2 inflows. Supplementary Figure 24 shows the transect used later in 
Supplementary Figure 26. Supplementary Figures 25 and 26 show the inflowed O2 presence across 
the study area. The inflowed O2 presence was calculated as the time when in a certain grid cell 
inflowed O2 concentration was a certain fraction of O2 that was delivered here by other sources. 5%, 
10%, 20%, 30%, 40%, 50%, 70%, 80%, 90% where chosen as fractions. Therefore, both figures are 
made up of 9 panels. Supplementary Figure 27 shows the results of the EOF analysis of H2S 
consumption/production terms during the inflow events. 

3.3.1 Temporal trends in inflow’s ventilation 
Supplementary Figure 26 shows the distribution of inflows’ O2 presence along the transect 
encompassing all studied sub-basins (for transect description, see Supplementary Figure 24). 
Supplementary Figure 26 provides a glimpse at the overall rate of oxygenation of the Baltic Sea by 
inflows and some regional features. Overall, it is visible that there is a substantial fraction of oxygen 
transported by the largest inflows into the Baltic Sea's deep waters. There are even situations when 
90% of the oxygen concentration in the bottom water is the oxygen brought by the inflows, which 
lasted for several decades in BB, eGB, and wGB. The regional patterns, visible in Supplementary 
Figure 26, suggest that BB exhibits a lower inflow-oxygen ratio despite being closest to the Arkona 
transect, telling the oxygen mixed with other oxygen, from the atmospheric exchange or primary 
production. Most inflowed oxygen is concentrated within the eGB approximately at 100 meters 
depth. The deepest point of the eGB (Gotland Deep) is less frequently reached by the inflowing O2, 
presumably due to the high salinity of water stored in the Gotland Deep. The remaining sub-basins 
are less well ventilated by the inflows, which is visible exceptionally well in Supplementary Figure 
26 (panels F-I). A spatial pattern in the nGB follows the eGB, with some negative offset of the inflow 
oxygen’s presence time. The deepest place in the Baltic Sea - Landsort Deep, along with other 
shallower basins within wGB, are the most difficult places to oxygenate. Even 5% of the oxygen 
being brought by inflows lasts less than 20 years out of a 70-year simulation in the deep part of the 
Landsort Deep. However, it should be considered that in deep areas where O2 is limited, even a small 
addition of oxygen would result in a high ratio between the added oxygen and the oxygen already 
observed within the sub-basin. Also, Supplementary Figure 26 represents a 2-dimensional sketch that 
does not represent the total variability. Supplementary Figure 25 shows the same quantity as 
Supplementary Figure 26, but in the lat/lon plain at 70-meter depth, highlighting the inflowing 
oxygen’s pathway. It is visible that at 70-meter depth, inflowing oxygen mostly stays within southern 
eGB and BB. It also points out enhanced oxygenation in the Gdansk Basin while the inflowing water 
propagates further to the eGB. 
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Supplementary Figure 24. Transect (blue line), which is used in Supplementary Figure 26 in the 
paper. Transect starts in the Bornholm Basin and ends in the western Gotland Basin encompassing 
the deepest points of the Baltic Sea. 
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Supplementary Figure 25. Inflow presence duration (in years) for each grid cell in the longitude-
latitude plane at the 70 meters depth. The metric is calculated for each grid cell as the total time when 
inflows O2 concentration was a certain fraction of the total O2 concentration in a cell. Fractions are 
shown in the lower right corner of each panel. They range from 5% (Panel A) to 95% (Panel I). 
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Supplementary Figure 26. Inflow presence duration (in years) for each grid cell along the transect 
from Supplementary Figure 24. The metric is calculated for each grid cell as the total time when 
inflows O2 concentration was a certain fraction of the total O2 concentration in a cell. Fractions are 
shown in the lower right corner of each panel. They range from 5% (Panel A) to 95% (Panel I). The 
black dashed lines denote different sub-basins. The solid red line marks 70 meters depth. 
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3.3.2 Changes in ventilation pattern 

 

Supplementary Figure 27. Results of the EOF analysis for the integrated H2S 
production/consumption during the inflow events. The structure is similar to Figure 9 in the paper. 
Panel A shows the fraction of the variance described by each EOF. Two EOFs selected for analysis 
are denoted by the red color. First EOF explains around 95% of the variance, and second – around 
5%. Panel B demonstrates the temporal variability of the two significant EOFs. The first EOF 
demonstrates stationarity, whereas the second EOF is non-stationary. Panel C describes the loadings 
for the two EOFs. It is visible, that the first EOF is spatially independent, but the second one exhibits 
different signals in the wGB compared to the nGB and eGB. This suggests the same patterns behind 
the EOFs as for O2 (see Section 3.2.2 in the paper). See Supplementary Table 2 for processes’ names 
definition. 
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ARTICLE OPEN

Multidecadal climate variability dominated past trends in the
water balance of the Baltic Sea watershed
H. E. Markus Meier 1,2✉, Leonie Barghorn 1, Florian Börgel 1, Matthias Gröger1, Lev Naumov 1 and Hagen Radtke1

The Baltic Sea watershed includes the territories of 14 countries in Northern, Central, and Eastern Europe. Long-term observations
have shown that the climate in this area is characterised by a pronounced multidecadal variability, with a period of about 30 years,
but its origin is thus far unknown. We propose that the observed ~30-year fluctuations in Baltic Sea salinity are caused by the
Atlantic Multidecadal Variability and the North Atlantic Oscillation, which together modulate precipitation over the watershed and
hence the river discharge into the Baltic Sea. The return of a large portion of the outflowing brackish Baltic Sea water with the
inflowing salt water, due to mixing at the entrance area results in a positive feedback mechanism that amplifies the multidecadal
variations in salinity. The strength of this self-amplification is considerable since atmospheric forcing has nearly the same periodicity
as the response time of the freshwater content to external freshwater inputs.

npj Climate and Atmospheric Science (2023)6:58 ; https://doi.org/10.1038/s41612-023-00380-9

INTRODUCTION
The footprint of anthropogenic warming has been detected in
many variables of the energy cycle, even at a regional scale1. In
Northern Europe, the warming associated with climate change
significantly affects the cryosphere (snow, sea ice, lake ice, river ice
and glaciers), whereas systematic changes in water cycle variables
(precipitation, evaporation, river discharge, ocean salinity) are less
obvious1. In the early 1990s, the global water and energy
exchanges (GEWEX) project, as part of the World Climate Research
Programme, recognised the Baltic Sea catchment area as one of
the regions on Earth where changes in the water cycle could be
quantified2. This region was singled out because the salinity of the
semi-enclosed Baltic Sea depends on the freshwater supply
(Supplementary Fig. 1a) from a catchment area that is about four
times as large as the Baltic Sea surface (Fig. 1). As the salinity of
the Baltic Sea and water exchange between the Baltic Sea and the
adjacent North Sea (the latter estimated from sea level records
within and outside the Baltic Sea) have been monitored since the
19th century (Supplementary Fig. 2), the Baltic Sea region is well-
suited to studies of the regional water cycle, using salinity as a
proxy for changes in precipitation and evaporation in the entire
catchment area2–4.
Rather than a systematic trend, the mean salinity of the Baltic

Sea is characterised by a pronounced low-frequency variability
with a period of about 30 years, at least since 1920 (Supplemen-
tary Fig. 3). This variability has been documented in long-term
observations5–8 and historical, model-based reconstructions8–11. A
similar multidecadal variability describes the total river discharge
from the Baltic Sea catchment area9 (see also Supplementary Fig.
4), individual river flows12, barotropic saltwater inflows across the
sills located in the Baltic Sea entrance area13 (see also
Supplementary Fig. 5), water temperature14, sea level15, and
atmospheric variables such as precipitation and the winds over
the Baltic Sea region9. Centennial changes have been determined
as well, including a positive trend along the north-south gradient
of sea surface salinity (SSS) for the period 1900–20088. However,

neither the trends in mean salinity6–9 nor those at selected
monitoring stations16 were statistically significant.
Recent studies suggest that the Atlantic Multidecadal Variability

(AMV) contributes to the observed low-frequency variability of the
Baltic Sea basin17,18 and other regions in the Northern Hemi-
sphere, such as the Arctic Ocean19. The AMV is defined as the low-
frequency variability, with alternating anomalous warm and cold
states, that characterises the annual mean, spatially averaged sea
surface temperature (SST) in the North Atlantic20. For the period
950–1800, Börgel et al.18 traced the AMV signal determined in a
regionalised paleoclimate simulation of the last millennium21 to
the Baltic Sea region. The AMV, with a currently observed period
of 60–90 years22–24, likely affected the water temperature in the
Baltic Sea and partly explained the stronger increase in the mean
SST of the Baltic Sea14 than of other coastal seas worldwide25 as
determined since the 1980s.
In mid and high northern latitudes, the most prominent pattern

of climate variability is the North Atlantic Oscillation (NAO), which
strongly influences the weather over northeastern North America,
Greenland, and Europe during winter at time scales of about 4–10
years26 and controls the strength and direction of westerly winds
across the North Atlantic region. The NAO index is defined as the
difference in atmospheric pressure at sea level between the
Icelandic Low and the Azores High. Several studies have shown a
mutual causal influence of the AMV and NAO27–32. For example,
Börgel et al.17 found that the AMV causes changes in the zonal
position of the NAO’s centres of action over time. During a positive
AMV, the Icelandic Low moves further towards North America, and
the Azores High further toward Europe, with the opposite
occurring during a negative AMV17. As a consequence of the
shifting centres of action, the correlations between the NAO and
variables characterising the Northern European climate, such as
water temperature, sea ice, and river discharge, vary in time17.
In this study, with the aid of historical, model-based ocean

reconstructions and sensitivity experiments, we provide an
explanation for the origin and mechanisms of the low-frequency
variability in Baltic Sea salinity and in other variables that show a
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period of about 30 years. For the period 1850–2008, five numerical
simulations were performed, including a reference run (REF+), a
sensitivity experiment that included the climatological mean
freshwater supply (RUNOFF+), and both runs in which the global
sea level rise (SLR) was excluded (REF and RUNOFF). Finally, a
sensitivity experiment (WIND) was carried out that was identical to
RUNOFF but with repeated wind fields for the year 1904 (Table 1).
We argue that the AMV is the pacemaker of the variability of the

moisture transport from the North Atlantic to Northern Europe, as
it periodically shifts the centres of action of the NAO with a current
period of about 60 years. Hence, Northern Europe is alternately
under the stronger and weaker influence of the milder, wetter
North Atlantic climate. As the NAO and AMV influence Northern
Europe, the combination of their respective patterns affects the
annual mean precipitation over the Baltic Sea catchment area,
river discharge, and the sea level in the Baltic Sea for a period of
about 30 years. Consequently, salinity in the Baltic Sea oscillates

with the same periodicity due to direct dilution. However, the
latter oscillation is considerably amplified because, in addition to
dilution, saltwater inflows are less (more) saline during decades
with increasing (decreasing) accumulated freshwater input. Due to
this self-amplification, by monitoring Baltic Sea salinity, large-scale
changes in the Northern Hemisphere water cycle can be detected,
thereby furthering the aims of the global GEWEX project.
Our findings are also significant with respect to ecosystem

functions and structure. Changes in salinity significantly affect the
marine ecosystem because many species are adapted to specific
salinity ranges, including the freshwater to marine conditions of
the Baltic Sea33–35. This study traces the origin of natural variations
in salinity on multidecadal time scales. With our results, the trends
caused by climate change could be separated from natural
variations. Although this goal has not yet been fully achieved,
decadal climate predictions for salinity may soon become
possible. Such predictions could aid sustainable ecosystem

Fig. 1 Baltic Sea bathymetry. Water depth (in m)60 and the locations of the long-term monitoring stations are shown. The domain of the
Baltic Sea model is limited, with open boundaries in the northern Kattegat. The main sub-basin of the central Baltic Sea is the Gotland Basin.

Table 1. Numerical experiments.

Experiment Description Relative sea level rise Average salinity 1900–2005

1 REF+ Reference run with a sea level rise 1mmyear−1 40 7.72 g kg−1

2 REF Reference 0 7.60 g kg−1

3 RUNOFF+ Climatological mean river discharge and constant net precipitation of
2364m3 s−1 62, sea level rise is considered

1mmyear−1 40 7.61 g kg−1

4 RUNOFF As RUNOFF+ but without sea level rise 0 7.49 g kg−1

5 WIND As RUNOFF but with the repeated wind of the year 1904 0 5.82 g kg−1 (7.49 g kg−1 with drift
correction)
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management, including the planning of fishing quotas. For
instance, the reduction in weight of 3-year-old central Baltic Sea
herring (Clupea harengus) from the late 1970s until today has been
attributed to the declining salinity resulting from the multidecadal
variability, which has also led to a reduction of fish catches and
thus an estimated economic loss of roughly €100 million36. If the
decline in salinity in this or other cases had been known in time,
fisheries management could have reacted to the changed
environmental conditions for the fish and adjusted catch quotas,
and possibly an economic loss could have been avoided.

RESULTS
The origin of the low-frequency variability in the Baltic Sea
During periods with a positive winter NAO index, the winter
climate over Northern Europe is warmer and wetter, and the
volume of river flow from the Baltic Sea catchment area is larger
compared to the long-term mean (Fig. 2). Due to the lateral
displacement of the centres of action of the NAO, in particular the
Icelandic Low, the AMV affects both the location of the storm track
over Northern Europe and the winter NAO index in the period
band of >60 years (Fig. 3). Although this power band lies just
outside the cone of influence of the wavelet power spectrum of
the NAO, due to the relatively short time series since 182537 (not
shown), we argue that the combination of the zonal displacement
of the NAO centres and the AMV is largely responsible for the
multidecadal variability of the atmospheric flow over Northern
Europe. Moreover, as the temperature fluctuations related to AMV
variability and the movement of the NAO centres of action have
the same periodicity, the resulting signal contains the square of
the AMV harmonic with a period of about 30 years. Otherwise, the
impact of the interference on the NAO is relatively small (Fig. 3).
Thus, the dominating wavelet power of the NAO is situated within
a period band of 4–10 years and within an AMV period band of
>60 years, as expected (Fig. 3). Our hypothesis, that the AMV
accounts for the 30-year climate variability over Northern Europe,
is supported by the relatively high wavelet coherence of the
squared AMV and the winter mean zonal wind over the central
Baltic Sea in that period band (not shown). However, a
confirmation of our hypothesis is difficult as the observed and
reconstructed time series are relatively short compared to the
dominating long-time scales of the AMV. A more detailed analysis
of regional climate variability, for instance, in paleoclimate
simulations and their dependencies on the AMV remains for
future research.
Winter precipitation over Northern Europe, mainly explained by

the advection of humid air masses from the Atlantic, therefore has
a pronounced low-frequency variability of about 30 years, the
phase of which corresponds well with the atmospheric flow field

over the region (Fig. 2). A calculation of the Pearson correlation
coefficients between the low-pass filtered precipitation or river
discharge and the winter NAO index with a cut-off period of 12
years (shown in Fig. 3) yielded a value of 0.76 or 0.58. Moreover,
the correlation between precipitation and river discharge was
similarly high (0.79), in accordance with an earlier study38. Hence,
river discharge is subject to multidecadal variations within the
same period of about 30 years and with an amplitude of about 7%
of the total mean river discharge of about 14,000 m3 s−1

(Supplementary Figs. 1 and 4).
In the following, we analyse a set of sensitivity studies aimed at

disentangling the contributions of the different physical drivers to
the low-frequency variability of the Baltic Sea’s salinity. In general,
salinity in estuaries is controlled by the freshwater supply from
rivers of the catchment area and precipitation minus evaporation
over the sea, saltwater inflows from the open ocean, and mixing
by tides and wind fields.
In the Baltic Sea, the large annual freshwater supply, comprising

about 2.3% of the sea’s total volume, causes a large horizontal
gradient in salinity of about 20 g kg−1 between the entrance area
and the eastern- and northern-most parts of the Baltic Sea. To
examine the impact of multidecadal freshwater input variations on
salinity, we performed a sensitivity experiment (RUNOFF+) based
on the climatological mean freshwater input (Table 1). As the
Baltic Sea is semi-enclosed, with limited water exchange with the
world ocean through narrow and shallow straits (Fig. 1), wind-
driven large saltwater inflows, so-called major Baltic inflows (MBIs),
occur only sporadically, but they are essential for the ventilation of
Baltic Sea’s deep water13. The intensity of saltwater inflows will
probably increase as the global sea level rises because, in a first
approximation, the transport is proportional to the cross-section at
the sills39. Using the sensitivity experiments REF and RUNOFF
without the global SLR, we investigated whether the SLR is
responsible for the observed trends in the recent evolution
of salinity. As the zonal west wind may hamper the outflow of
brackish water from the Baltic Sea and thus limit the inflow of
saltwater, an additional experiment with a constant wind was
performed (WIND). Unlike in many other estuaries, in the Baltic
Sea, the tides are small and low-frequency wind-induced mixing
does not affect the temporal evolution of the mean salinity11.

Impact of the freshwater supply on salinity
In the two model simulations with and without SLR (REF+ and
REF), the mean salinity during 1900–2005 was 7.72 and
7.60 g kg−1, respectively (Table 1). The analysis was limited to
the period 1900–2005 because the reconstructed river discharge
before 1900 is less reliable. The difference in mean salinity reflects
the effect of the SLR relative to the sea bottom on the overall
salinity in the Baltic Sea. Similar values were obtained in the two
sensitivity experiments focusing on climatological freshwater
input with and without SLR (RUNOFF+ and RUNOFF). The applied
SLR of 1 mm year−1 or 10.6 cm during 1900–2005 relative to the
sea bottom at the sills in the Baltic Sea entrance area40

corresponded to a salinity increase of 0.12 g kg−1 or
+1.13 g kg−1 m−1, which was somewhat smaller than the value
obtained in a study by Meier et al.39, in which the average salinity
change per SLR was +1.41 g kg−1 m−1. The difference can be
explained by the temporal evolution of the SLR, i.e., a linear vs.
step-function-like increase, as in Meier et al.39, and the different
study periods.
The results of the sensitivity experiment RUNOFF+ suggested

that the interannual variations in the total freshwater supply alone
explained about 52% of the Baltic Sea’s interannual mean salinity
variations determined in REF+ for periods >12 years (Fig. 4). The
standard deviations in RUNOFF+ amounted to 0.1 g kg−1,
compared with 0.2 g kg−1 in REF+.

Fig. 2 Atlantic Multidecadal Variability (AMV) index, North
Atlantic Oscillation (NAO) index, precipitation averaged over the
Baltic Sea catchment area, and total river discharge. Low-pass
filtered AMV (black)59, precipitation52 (red), river discharge10 (cyan),
and the winter (December through February) NAO index37 (orange),
with a cut-off frequency of 12 years. All records were normalised by
their standard deviations. Selected recent periods with predomi-
nantly low (1957–1982) and high (1986–1997) NAO indices are
shown as grey-shaded areas.
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Impact of the freshwater supply on saltwater inflows
As data on MBIs13 and river discharge show a significant wavelet
coherence at the period of about 30 years, with river discharge
preceding saltwater inflows by about 20 years (Supplementary Fig.
6), we examined whether the freshwater supply to the Baltic Sea
has a causal influence on MBIs and found that the intensity of
MBIs is modulated by the accumulated freshwater supply (Fig. 5).
During periods with anomalously high (low) freshwater content in
the Baltic Sea, the salinity of the MBIs decreases (increases), as
indicated by the difference in the inflow volume with a
salinity > 17 g kg−1 (V17) between REF+ and RUNOFF+. Although
changes in V17 are <3 km3, or about 20% (Fig. 5), the accumulated
salt transport on a decadal time scale has a significant impact on
the Baltic Sea’s salt content. As in the reconstructed MBIs13 shown
in Supplementary Fig. 5, a period of about 30 years is discernible
(Fig. 5).
Our model results thus indicate a positive feedback mechanism

amplifying the multidecadal oscillations in the mean salinity of the
Baltic Sea. As described in the study by Mohrholz13, barotropic salt
transports can be approximated by the product of the inflow
volume and the vertically averaged salinity in the Baltic Sea
entrance area (SB) after the so-called Kattegat–Skagerrak salinity
front, separating saline North Sea and brackish Baltic Sea outflow
waters41, has reached the sills (Fig. 1). SB depends on the surface
layer salinity, which at a multidecadal time scale is a function of
the mean salinity of the Baltic Sea. As volume transports during
saltwater inflows only show small differences in their intensities

Fig. 3 Spectrum of the winter North Atlantic Oscillation (NAO) index 1900–2010. a Time series of the principal component of the first
orthogonal function, b wavelet power, c power averaged over time and d wavelet power averaged for a period band of 20–40 years as a
function of time. The black contour lines in the wavelet power spectrum show a 95% significance level61. The winter (December to February)
NAO index was calculated from the reanalysis data ERA20C58.

Fig. 4 Mean salinity of the Baltic Sea. Low-pass filtered, spatially
averaged salinity with a cut-off period of 12 years in five numerical
experiments: the reference simulation (REF+, black line), the
reference simulation without a sea level rise (REF, black dashed
line), and the sensitivity experiments with a climatological mean
river discharge and constant net precipitation with (RUNOFF+, red
line) and without (RUNOFF, red dashed line) a sea level rise and with
constant wind from 1904 (WIND, cyan line). As the salinity of the
WIND simulation drifted during the simulation because the wind
during 1904 was not representative of the mixing input during the
entire period, a drift following an e-function with an e-folding time
scale of 25 years was subtracted, and the curve was shifted by a
constant offset to the start value of RUNOFF in 1900. Periods with a
decreasing mean salinity and a preceding local maximum in the
freshwater supply (1924–1934, 1951–1962, 1980–1992) are shown as
grey-shaded areas. The periods in between (1935–1950 and
1963–1979) are characterised by an increasing mean salinity and a
preceding local minimum in the freshwater supply.
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with a negligible effect on mean salinity (see next sub-section), the
multidecadal variations in MBIs can be explained by SB alone.
During periods characterised by an anomalously high freshwater
content in the Baltic Sea, the SB in the MBIs is, on average, smaller
than during periods with an anomalously low freshwater content.
Hence, the net salt import is reduced. As proof of this relationship,
we calculated the surface and bottom salinity differences between
REF+ and RUNOFF+ averaged during periods of decreasing mean
salinity preceded by a local maximum in the freshwater supply for
the years 1924–1934, 1951–1962, and 1980–1992 (Fig. 4). During
these periods, the SSS in the Kattegat and the inflowing bottom
salinity in the entrance area (Belt Sea) and Arkona Basin (for the
location, see Fig. 1) were smaller in REF+ than in RUNOFF+
(Fig. 6a, b). Conversely, during periods with increasing mean
salinity with a preceding, local minimum in freshwater supply, i.e.,
in 1935–1950 and 1963–1979, the SSS in the Kattegat and the
inflowing bottom salinity in the entrance area (Belt Sea) and
Arkona Basin were higher in REF+ than in RUNOFF+ (Fig. 6c, d).
The results for V17 confirmed that saltwater transports related to
MBIs increase (decrease) during periods of increasing (decreasing)
mean salinity (Fig. 5).

Impact of wind anomalies on salinity
The results of our sensitivity experiment (WIND) suggested that
the effects of the low-frequency variations of the wind on the
mean salinity of the Baltic Sea (Fig. 4, blue curve) and the saltwater
inflow volume V17 (not shown) are small. In the WIND, in addition
to the constant freshwater supply, the wind fields of the year 1904
were repeated annually.
The period 1983–1992, during which there was no MBI, was an

exception to the overall conclusion that wind plays only a minor
role in the multidecadal salinity fluctuations13. During this so-
called stagnation period, both the anomalously large freshwater
surplus and the absence of wind patterns causing saltwater
inflows resulted in a decline in the mean salinity (Fig. 4). Such
stagnation periods are not unusual21. An analysis of paleoclimate
simulations showed that periods of decreasing salinity over 10
years occur approximately once per century as part of the natural
variability.
The winter mean SSS and the bottom salinity differences in

RUNOFF+ between 1986–1997 and 1957–1982 are shown in
Fig. 6e, f. These two periods were characterised by predominantly
positive (1986–1997) and negative (1957–1982) NAO indices
(Fig. 2). The SSS in the Kattegat and entrance area (Belt Sea)
during 1986–1997 was higher than during 1957–1982 because of
the higher sea level in the Kattegat. As a west wind hampers the
outflow of surface layer water and consequently the saltwater
inflow in the bottom layer at any north-south section within the
Baltic Sea, the bottom salinity in the central Baltic Sea (Gotland
Basin) was lower during 1986–1997 than during 1957–1982. An
important role in the bottom salinity in the Gotland Basin is played

by the Słupsk Channel, which connects the western (Bornholm
Basin) and central Baltic Sea. In the sensitivity experiment WIND,
the bottom salinity difference in the central Baltic Sea between
1986–1997 and 1957–1982 was positive because of the absence of
the hampering effect of the west wind (not shown).

Impact of the sea level in the Kattegat on salinity
The sea level in the Kattegat at the open boundary of the model
domain correlated well with the daily variations of the meridional
sea level pressure difference over the North Sea42,43, which may
suggest an effect on saltwater inflow at multidecadal time scales.
However, the results of the sensitivity experiment WIND, with
constant external forcing except for the varying sea level at the
open boundary in the Kattegat, indicated only a small impact of
low-frequency variations in the sea level of the Kattegat on the
mean salinity.

DISCUSSION
Our model simulations for the past >100 years suggest that
multidecadal variations in the freshwater supply roughly explain
52% of the multidecadal variations in the mean salinity of the
Baltic Sea, in agreement with previous studies9,11. According to
Radtke et al.’s analytical approach11, only about 27% of the
variations can be explained by a ‘direct dilution’ effect. Hence, we
conclude that most of the remainder of the 52% can be accounted
for by a positive feedback mechanism operating between the
accumulated freshwater supply and saltwater inflows into
the Baltic Sea. During periods of enhanced freshwater supply,
(1) the salinity in the surface layer decreases, (2) the location of the
Kattegat–Skagerrak front moves northward, and (3) the salinity at
the sills decreases. Consequently, inflow events are less saline and
thereby amplify the freshening of the water body during phases of
enhanced freshwater supply. As the turnover period of the
freshwater content, i.e., the time scale of the internal response to
external freshwater variations, roughly matches the period of
external forcing in the multidecadal power band44, this coin-
cidence results in a considerable amplification of the salinity
oscillations with a periodicity of about 30 years.
Based on Fig. 6, we estimate a peak-to-peak salinity difference—

both at the sea surface and bottom and due to the moving
Kattegat–Skagerrak front—of about 0.5 g kg−1 between selected
decades with anomalous high and low freshwater input. This
salinity difference would be roughly 2.5% of the salinity of
20 g kg−1 in the Baltic Sea entrance area. As the mean salinity
varies by ~7–8% peak-to-peak (Fig. 4), at least about one-third of
these variations can be roughly explained by the self-amplification
effect, over and above the direct dilution effect11. Hence, these two
processes, dilution and amplification, explain most of the signal.
Due to the self-amplification mechanism and the unique setting

of the Baltic Sea, systematic changes in its water balance, e.g.,
those resulting from an intensified hydrological cycle of Northern
Europe or the changes in large-scale atmospheric circulation
patterns caused by global warming45, might be detected earlier in
the Baltic Sea than elsewhere in the Northern Hemisphere.
Our sensitivity experiments allowed us to distinguish between

the influences of the low-frequency oscillations in the freshwater
supply, wind forcing, and the water level in the Kattegat on the
salinity of the Baltic Sea. The results suggest a dominant effect of
freshwater variations via direct dilution and the above-described
feedback mechanism. The remaining low-frequency variability can
be explained by the timing of saltwater inflows and, in particular,
the absence of these events during stagnation periods. The direct
impact of the multidecadal wind variability on transport in the sea
redistributes the salinity within the Baltic Sea via Ekman
dynamics46, but the impact on the mean salinity variations is
only minor.

Fig. 5 Changes in saltwater inflow volume caused by low-
frequency freshwater inputs. The differences in the low-pass
filtered inflowing volume, with salinity > 17 g kg−1 and a cut-off
period of 12 years, between the sensitivity experiments REF+ and
RUNOFF+ are shown. The dashed line indicates zero.
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The in situ observations of the national monitoring programme
in the Baltic Sea for the period 1982–2016 showed a decrease in
upper layer salinity of −0.005, to −0.014 g kg−1 year−1, and an
increase in the sub-halocline deep layer salinity of +0.02 to
+0.04 g kg−1 year−1, thereby strengthening the stratification47.
Vertical stratification is controlled by saltwater inflows and vertical
diffusion across the halocline. Hence, saltwater intrusions into the
central Baltic Sea result in a sawtooth-like temporal progression of
the unfiltered stratification record (not shown). In the absence of
large saltwater inflows and the presence of an anomalously high
freshwater supply, stratification decreased during the stagnation
period 1980–1992. In 1993, it dramatically increased again. Hence,
the temporal sequence of saltwater inflows, rather than the
freshwater supply, mainly explains the trends since 1980 observed
by Liblik and Lips47. Although the freshwater supply largely
controls multidecadal variations in mean salinity (Supplementary
Fig. 3), which is mainly controlled by the SSS, the effect of

multidecadal freshwater input variations on the changes in
stratification is smaller than the effect of MBIs over time scales
>4 years (Supplementary Fig. 7). An accumulation of power within
the 20- to the 40-year period band was not statistically significant
(Supplementary Fig. 8).

METHODS
A detailed description of the Baltic Sea model setup was
presented in a previous study10. Here we provide a summary of
the physical module.

Model description
The Rossby Centre Ocean model, a three-dimensional ocean
circulation model coupled to a Hibler-type, multi-category sea-ice
model, was used48–51. Subgrid-scale mixing in the ocean was

Fig. 6 Differences in sea surface and bottom salinities (in g kg−1) caused by river discharge and west wind anomalies. a, b Differences in
the autumn and winter mean (September to February), sea surface salinity (SSS) (a), and bottom salinity (SB) (b) between REF+ and RUNOFF+
averaged during 1924–1934, 1951–1962 and 1980–1992, i.e., periods with a decreasing mean salinity (Fig. 4) and with a preceding, local
maximum in the freshwater supply (Fig. 2). c, d Same as (a) and (b) but showing the averaged salinity difference during 1935–1950 and
1963–1979 with increasing mean salinity (Fig. 4) and a preceding local minimum in the freshwater supply (Fig. 2). e, f Differences in the winter
SSS (e) and bottom salinity (f) according to RUNOFF+ between 1986–1997 (a period with predominantly positive NAO indices, i.e., wet and
with a low salinity) and 1957–1982 (a period with predominantly negative NAO indices, i.e., dry and with a high salinity).
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parameterised using a state-of-the-art k–ɛ turbulence closure
scheme with flux boundary conditions. A flux-corrected,
monotonicity-preserving transport scheme, without explicit hor-
izontal diffusion, was embedded in the model. The model domain
comprised the Baltic Sea and the Kattegat, with lateral open
boundaries in the northern Kattegat (Fig. 1). The horizontal
resolution was 3.7 km, and the vertical resolution was 3m.

Atmospheric forcing
Regionalised reanalysis data for 1958–2007, historical station data
of daily sea level pressure, and monthly air temperature
observations were used in the reconstruction of multivariate 3-h,
high-resolution atmospheric forcing fields (HiResAFF) for the
period 1850–2008, based on the analogue method52. The latter
searches for the atmospheric surface fields that are most similar to
the historical observations in a library of predictands from the
calibration period 1958–2007. The predictands or analogues are
multivariate atmospheric forcing fields of 2 m air temperature, 2 m
specific humidity, 10 m wind, precipitation, total cloud cover, and
mean sea level pressure recorded in the Rossby Centre Atmo-
sphere Ocean model53, with a horizontal resolution of 0.25° × 0.25°
(~25 km) interpolated onto a regular geographical grid.

River discharge
Monthly mean river flows were calculated from several merged
data sets (Supplementary Fig. 1). Since the inter-annual variability
of the reconstructed river discharge was significantly under-
estimated before but not after 1900 (Supplementary Fig. 1), the
analysis was limited to the period 1900–2008.

Lateral boundary data
Daily mean sea level elevations at the lateral boundary were
calculated from the reconstructed meridional sea level pressure
gradient across the North Sea42. Gustafsson et al.43 calculated the
correlations of the various frequency bands using empirical
orthogonal functions (EOFs) to avoid underestimating extremes.
The mean value of the time series was subtracted and replaced at
the lateral boundary by the mean sea level in the Nordic Height
System 196054. A linearly rising mean sea level of 1 mm year−1

relative to the sea bottom at the sills in the entrance area was
implemented by continuously deepening the water depth at all
grid points40,55. A spatially differing land uplift with greater rates in
the north than in the south was not considered. In the case of
inflow, temperature and salinity were nudged towards the
observed climatological seasonal mean profiles for 1980–2005
located north of the lateral boundary in Kattegat.

Initial conditions
After a spin-up simulation for 1850–1902 utilising the recon-
structed forcing described above, the physical variables calculated
for the end of the spin-up simulation on January 1, 1903, were
used as the initial conditions for January 1, 1850.

Experimental strategy
A 159-year reference simulation for 1850–2008 was performed using
the forcing data described above (henceforth referred to as REF+). In
addition to REF+, four sensitivity experiments were carried out with
the same experimental setup as in REF+ but with modified forcing
data to identify the main drivers of the multidecadal variability
(Table 1). The sensitivity experiments REF, RUNOFF and WIND have
previously been analysed8,10. In REF+ and RUNOFF+, the global
eustatic sea level rise was considered.
The RUNOFF+ and RUNOFF sensitivity experiments with

climatological mean freshwater input were conducted to investi-
gate the effects of interannual to multiannual variations in river

discharge on the salinity of the Baltic Sea. In the WIND experiment,
in addition to the freshwater input, interannual variations in
atmospheric forcing were also neglected by repeating the 1904
atmospheric forcing for all years. The results of this sensitivity
experiment show the effect of the low-frequency variations of the
wind field on salinity. As 1904 does not contain an MBI event, the
salinity decreases with an e-folding time scale of 25 years.
Conversely, the atmospheric forcing with a year with MBI would
result in a drift to higher salinity. However, regardless of the
chosen sensitivity experiment, the influence of the multidecadal
variations in the wind field on the salinity can be studied after
subtracting the drift.
Previous studies concluded that ice cover in the Baltic Sea in the

20th century had no influence on salinity9. Therefore, this effect
was not analysed here.

Evaluation of saltwater inflows
Sporadic events of large saltwater inflows, so-called MBIs, are
essential for the ventilation of the Baltic Sea’s deep water13.
Simulated MBIs, calculated from the inflowing volume with
salinity > 17 g kg−1 (V17), were close to the MBIs calculated from
the observations of Mohrholz13. The largest inflow on record was
in 1951. Three out of the four largest MBIs, i.e. those in 1921, 1951,
and 2014, were also identified as record events in the simulation
when the reference run was prolonged56. Only the MBI in 1898
was not reproduced, probably due to the inaccurate data used as
forcing in our simulation or in the reconstruction of the MBIs13.
Furthermore, a distinct stagnation period from 1983 to 1992 was
identified in our simulation, as was also observed. This analysis
demonstrated that our modelled MBIs sufficiently well reproduced
the observed MBIs.

Evaluation of salinity at selected stations
Supplementary Fig. 2 shows the simulated and observed sea
surface and bottom salinities at selected monitoring stations with
relatively long records of observations (Fig. 1). At stations located
within the Baltic Sea, the model accurately reproduced the
pronounced multidecadal variability of about 30 years, both at the
sea surface and the sea bottom (Supplementary Fig. 2, see also
Fig. 4 and Supplementary Fig. 3). However, there was less
agreement between the model’s results and observations at the
three available stations located in the entrance area, i.e., the
Kattegat and the Great Belt. This was in part due to the sparse
measurements in this area and to the difficulty of adequately
evaluating the model in this highly dynamic transition area
between the North Sea and the Baltic Sea. Furthermore, at some
stations located in the central Baltic Sea (e.g., BY15, OMTF0286,
BY31), there was also less agreement between the model’s results
for bottom salinity and observations during about 1950–1970.
Probably the simulated intensity of the large MBI in 1951 is
underestimated. Please note that long-term reconstructed atmo-
spheric fields have been used as forcing data whose quality is less
good than that of reanalysis data or observations. If high-quality
atmospheric forcing data are used, the RCO model can reproduce
saltwater inflows well57.
For further results of the model evaluation, the reader is

referred to Meier et al.10.

Observational datasets
The winter (December to February) NAO index was derived from
long-term observations of the difference in sea level pressure
between Reykjavik, Iceland, and Gibraltar, Spain (available from
the Climatic Research Unit, University of East Anglia; https://
crudata.uea.ac.uk/cru/data/nao/nao.dat)37 and from an EOF ana-
lysis of the reanalysis data ERA20C58. Despite differences in the
resulting records, the conclusions of this study do not depend on
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the method used to calculate the NAO index. The annual mean
AMV index was calculated from SST anomalies recorded in the
HadISST dataset59 averaged over the North Atlantic between 0
and 70°N latitude. Precipitation data from the HiResAFF dataset52

were averaged over the Baltic Sea catchment area between 9.6°E
and 32°E and between 52.4°N and 67.4°N. The simulated salinity
was evaluated using observations from the International Council
for the Exploration of the Sea (ICES) at https://www.ices.dk/data/
data-portals/Pages/ocean.aspx. These measurements were post-
processed to fill gaps, following the method of Radtke et al.11.

DATA AVAILABILITY
The observational and model data analysed in this study and displayed in the figures are
publicly available from the Leibniz Institute for Baltic Sea Research Warnemünde (IOW) at
the doi server https://doi.io-warnemuende.de/10.12754/data-2023-0001. Water depth
data compiled by Seifert and Kayser60 and saltwater inflow data DS5 calculated by
Mohrholz13 are publicly available from https://www.io-warnemuende.de/topography-of-
the-baltic-sea.html and https://www.io-warnemuende.de/major-baltic-inflow-statistics-
7274.html (http://doi.io-warnemuende.de/10.12754/data-2018-0004), respectively. These
datasets are provided through the Creative Commons (CC) data license of type CC BY 4.0
(https://creativecommons.org/licences/by/4.0/).
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The model code of the ocean model used for the historical simulations is publicly
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Sweden (https://www.smhi.se, E-mail: smhi@smhi.se).
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Supplementary Information 

This Supplementary Information consists of Supplementary Figures 1–8. 

 

Supplementary Figures 

Supplementary Fig. 1 Reconstructed total river discharge to the Baltic Sea 1850-2008. 

Annual (solid line) and low-pass filtered (dashed line) river discharge reconstructed from 

various datasets (indicated by different colors) with a cut-off period of 12 years by Meier et 

al. (2019). The long-term mean (1850-2008) river runoff to the Baltic Sea (dotted line) 

amounts to 14,100 m3 s-1. (Source: Meier et al., 2019; their Fig. 3 published open access under 

the terms of the Creative Commons Attribution 4.0 International licence) 
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Supplementary Fig. 2 Simulated and observed sea surface and bottom salinities at 

various monitoring stations. Salinities in g kg-1. Following Radtke et al. (2020), 

measurements are post-processed to fill gaps. Thin lines: annual averages. Thick lines: 11-

year running mean. In Fig. 1, the locations of the long-term monitoring stations are shown. 
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Supplementary Fig. 3 Spectrum of annual mean salinity averaged over the Baltic Sea 

1850-2008. Shown are results of the reference simulation REF+. a) Time series, b) wavelet 

power, c) power averaged over time and d) wavelet power averaged for the period band 

between 20 and 40 years as a function of time. The black contour lines in the wavelet power 

spectrum show the 95% significance level (Grinsted et al., 2004). 
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Supplementary Fig. 4 Spectrum of the annual river discharge to the Baltic Sea 1850-

2008. a) Time series, b) wavelet power, c) power averaged over time and d) wavelet power 

averaged for the period band between 20 and 40 years as a function of time. The black 

contour lines in the wavelet power spectrum show the 95% significance level (Grinsted et al., 

2004). (Data source: Meier et al., 2019) 
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Supplementary Fig. 5 Spectrum of the annual mean salt import from reconstructed 

Major Baltic Inflows (so-called DS5 events) 1887-2021. a) Time series, b) wavelet power, 

c) power averaged over time and d) wavelet power averaged for the period band between 20 

and 40 years as a function of time. The black contour lines in the wavelet power spectrum 

show the 95% significance level (Grinsted et al., 2004). (Data source: Mohrholz, 2018) 

 

155



Supplementary Fig. 6 Wavelet coherence between the annual mean river discharge and 

the annual mean salt import from DS5 inflow events 1887-2008. The black contour lines 

show the 95% significance level (Grinsted et al., 2004). The arrows in the significant regions 

indicate the phase relationship between the signals: pointing right (left) in phase (antiphase), 

and river discharge leading (lagging) the salt import straight down (up). (Data source: 

Mohrholz, 2018; Meier et al., 2019) 
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Supplementary Fig. 7 Stratification in the central Baltic Sea. Low-pass filtered salinity 

difference (in g kg-1) between sea surface and bottom salinity at Gotland Deep (BY15) with a 

cut-off period of 12 years. For the location of the monitoring station BY15 see Fig. 1. The 

curves show the numerical experiments REF+ (black solid line), REF (black dashed line), 

RUNOFF+ (red solid line) and RUNOFF (red dashed line). 
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Supplementary Fig. 8 Spectrum of annual mean stratification in the central Baltic Sea 

1850-2008. Shown is the salinity difference (in g kg-1) between sea surface and bottom 

salinity at Gotland Deep (BY15) in the numerical experiment REF+. a) Time series, b) 

wavelet power, c) power averaged over time and d) wavelet power averaged for the period 

band between 20 and 40 years as a function of time. The black contour lines in the wavelet 

power spectrum show the 95% significance level (Grinsted et al., 2004). 
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Dynamics of oxygen sources and
sinks in the Baltic Sea under
different nutrient inputs

Lev Naumov*, H. E. Markus Meier and Thomas Neumann

Department of Physical Oceanography and Instrumentation, Leibniz Institute for Baltic Sea Research
Warnemünde, Rostock, Germany

The Baltic Sea is one of the marine systems suffering from pronounced man-
made hypoxia due to the elevated nutrient loads from land. To mitigate hypoxia
expansion and to return the Baltic Sea to a good environmental state, the Baltic
Sea Action Plan (BSAP), regulating the waterborne and airborne nutrient input,
was adopted by all states surrounding the Baltic Sea. However, at the moment,
no significant shrinking of the hypoxic area is observed. In this study, two
scenario simulations of the future state of the deep parts of the central Baltic
Sea (deeper than 70 meters) were carried out, utilizing a 3-dimensional
numerical model. Climate change effects on meteorology, hydrology, and
oceanic state were not included. We focused on O2 and H2S sources and sinks
under different nutrient input scenarios. We found that under the BSAP scenario,
all subbasins in the central Baltic Sea, especially the northern and western
Gotland Basin, show significant improvement, namely, oxygenation and
oxidation of the deposited reduced material, ceasing its advection to the upper
layers and neighboring basins. We found that the nutrient loads are responsible
for more than 60% and 80% of the O2 and H2S sources and sinks variability,
respectively, at the interannual time scale. We showed that the Baltic Sea could
return to the initial state in 1948, but under the more rigorous 0.5 BSAP scenario
(nutrient input is halved compared to the BSAP). However, since we observed no
hysteresis effect, the system would probably reach the initial state but over a
timeframe longer than the 71-year future simulation period.

KEYWORDS

Baltic Sea, O2 and H2S sources and sinks, Baltic Sea Action Plan, nutrient
reduction, modeling

1 Introduction

Hypoxia, or dissolved oxygen concentrations in the water column below a certain
threshold (usually 2 ml O2/l) (Conley et al., 2009; Savchuk, 2018; Stoicescu et al., 2019), is a
pronounced problem in numerous marine systems worldwide, which is currently
deteriorating (Diaz and Rosenberg, 2008; Breitburg et al., 2018). The main factor
favoring the low oxygen concentrations is elevated anthropogenic nutrient loads from
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land promoting eutrophication (Heathwaite et al., 1996; Knuuttila
et al., 2017; Ator et al., 2020). However, climate change also affects
global deoxygenation (Whitney, 2022). One example of a marine
system suffering from elevated hypoxia is the Baltic Sea - a semi-
enclosed sea in Northern Europe. Due to some natural properties,
such as limited water exchange with the North Sea, which lead to a
long residence time (Leppäranta and Myrberg, 2009) and a
pronounced permanent halocline, located around 60 meters depth
(Väli et al., 2013; Uurasjärvi et al., 2021), which limits the exchange
between the upper and lower layers, the Baltic Sea is naturally prone
to hypoxia (Gustafsson et al., 2012). Lenz et al. (2015) studied the
sediment cores from the Baltic Sea and concluded that hypoxic
conditions occurred in the Baltic Sea after the establishment of the
halocline. However, hypoxic area in the Baltic Sea has been
dramatically increasing since the 1960s (Almroth-Rosell et al.,
2021; Kõuts et al., 2021; Krapf et al., 2022). It was attributed to
the elevated nutrient (P and N) loads from land (Larsson et al.,
1985). To mitigate the ongoing eutrophication, the Baltic Sea Action
Plan (BSAP) was developed by the Helsinki Commission
(HELCOM) in 2007 (HELCOM, 2007; Backer et al., 2010). Later,
the BSAP was updated a few times, with the last version applied in
2021 (HELCOM, 2021). One function of the BSAP is to provide
information about the maximum allowable nutrient input (MAI) to
the Baltic Sea. Adherence to the MAI should guarantee hypoxic area
reduction and transition to a better state of the Baltic Sea. However,
despite the nutrient loads reduction policy, no significant
improvement has been observed yet (Hansson and Viktorsson,
2020). Vahtera et al. (2007) coined the term “vicious circle” for the
Baltic Sea, which describes the possible damping mechanism for
oxygenation. A model study (Neumann et al., 2002) supported the
“vicious circle” mechanism, namely, the stable cyanobacteria
biomass supported by the release of the sedimentary phosphorus
under anoxic conditions. The “vicious circle” mechanism was
further discussed and developed in several studies, for example
(Rydin et al., 2017; Meier et al., 2018; Savchuk, 2018). Despite the
overall awareness of the oxygen dynamics in the Baltic Sea, only a
few studies disentangled the oxygen sources and sinks in the Baltic
Sea (Gustafsson and Stigebrandt, 2007; Schneider et al., 2010;
Naumov et al., 2023). Sources and sinks of oxygen and hydrogen
sulfide in the central Baltic Sea demonstrated substantial changes
during the last 70 years. Meier et al. (2018) highlighted the switch
between oxygen consumption in sediments to more water column
consumption. Naumov et al. (2023) conducted a trend analysis of
oxygen and hydrogen sulfide sources and sinks and came to similar
conclusions for oxygen. As for hydrogen sulfide, they found an
increasing spread between its production in the sediments and
consumption in the water column leading to elevated advection to
the upper layers. There are also studies projecting oxygen
concentrations in the future (e.g., Meier et al., 2011; Friedland
et al., 2012; Neumann et al., 2012; Meier et al., 2022). Those
projections include both climate and nutrient forcings. Our aim is
to study only the nutrient forcing, focusing on the oxygen and
hydrogen sulfide sources and sinks under changing nutrient input.
It will help to disentangle the two forcing factors and to understand
the possible future state of the Baltic Sea and might be useful in
future adjustments of the BSAP.

2 Materials and methods

2.1 Model description

To investigate oxygen and hydrogen sulfide dynamics in the
central Baltic Sea, we used the 3-dimensional coupled regional
MOM-ERGOM model. Modular Ocean Model (MOM) version 5
(Griffies, 2012) served as a hydrodynamical model reproducing ocean
motion and dynamics of the two principal tracers (temperature and
salinity) by solving the set of primitive equations. K-profile
parametrization (KPP, Large et al., 1994) was used as the
turbulence closure scheme. Our MOM setup utilizes regular
orthogonal Arakawa B grid with z* coordinate vertical scheme and
a predictor-corrector scheme (Griffies, 2012). Ecological Regional
Ocean Model (ERGOM) (Radtke et al., 2019; Neumann et al., 2021;
Neumann et al., 2022) was used as a biogeochemical model. ERGOM
reproduces cycles of the main nutrients (C, N, P) as well as oxygen
(O2) and hydrogen sulfide (H2S), which is represented by the separate
active tracer in the model. The complete model description can be
found in (Neumann et al., 2022). An open boundary was placed in
Skagerrak permitting exchange with the North Sea. Our model setup
has three nautical miles horizontal resolution, while the vertical
resolution varies from 0.5 to 2 meters. This setup has been used
multiple times to model the Baltic Sea dynamics. It includes a recent
study by Naumov et al. (2023) and a few others (e.g., Neumann, 2010;
Voss et al., 2011; Kuznetsov and Neumann, 2013). Recently the
model was thoroughly validated (see Naumov et al., 2023). As a short
validation summary, the model reasonably reproduced the central
Baltic Sea dynamics. However, possibly due to the overestimated
exchange with the North Sea and, therefore, too strong halocline,
hypoxic and anoxic areas were larger in the model compared to the
reanalysis data.

2.2 Formulation of O2 and H2S budgets

A budget concept implies the balance between sources and sinks
of a given substance in a certain box. If the sources exceed the sinks,
the total amount of an arbitrary substance within the box increases,
and vice versa (Yurkovskis et al., 1993; Fennel and Testa, 2019).
Mathematically it could be summarized by the following equation:

d
dt
∭

V
Tr dx dy dz −

ðð

S
~v~nTr dx dy−∭

V

∂Tr
∂ t

 dx dy dz = 0

Where Tr stands for any tracer. The first term in the equation
represents the total change of the amount of tracer in time, which,
by definition, equals the internal change of the tracer within the box,
for instance, due to the biochemical processes (the third term) plus
the total flux across all boundaries of the box (the second term). For
oxygen, the budget consists of advective and diffusive supply across
the box ’s boundaries, as well as the supply due to the
photosynthesis, which is situated in the photic level during the
vegetation period, and biochemical consumption in the water
column and sediments expressed as higher trophic level
organisms’ respiration, mineralization of organic matter,
nitrification, and oxidation of H2S. For hydrogen sulfide, the
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budget is formulated as advection and diffusion fluxes across the
boundaries and mineralization of organic matter (sulfide reduction)
in the sediments and water column. Hydrogen sulfide is consumed
via the oxidation by O2 or NO−

3 . For the description of all processes
contributing to the O2 and H2S budgets in ERGOM and their
aggregations, see Supplementary Table 1. Four boxes situated in the
central Baltic Sea, each representing a specific subbasin, were
investigated: the Bornholm Basin (BB), the eastern Gotland Basin
(eGB), the northern Gotland Basin (nGB), and the western Gotland
Basin (wGB). The upper boundary for each box was set to a 70-
meter depth, excluding the upper oxygen-reach layer. The boxes
spanned the water column down to the bottom. Their locations can
be found in Figure 1.

2.3 Nutrient input scenarios

This study features three different nutrient input scenarios. The
reference scenario is based on the simulation analyzed in Naumov et al.
(2023). It employs HELCOM’s actual nutrient loads from 1948 to 2018
(Svendsen and Gustafsson, 2020). Data gaps were filled with linear
interpolation. The BSAP scenario imposes constant nutrient loads
based on the level of the Maximum Allowable Input (MAI)
(HELCOM, 2021). The total input of P and N into the Baltic Sea at
levels no more than the BSAP MAI should guarantee the Baltic Sea’s
transition into a “good environmental status” (Borja et al., 2015). Since
BSAP specifies only total loads without separating airborne and
waterborne loads, the climatology seasonal cycle of the atmospheric
nutrient input was applied. The halved BSAPMAI scenario (0.5 BSAP)
assumes that the loads would be constant on the level of the half from
the BSAP MAI (both waterborne and airborne input). The two
reduction scenarios span the timeframe from 2019 to 2089 (71 years)
and start from initial conditions taken from the last year of the
reference scenario. Total nitrogen loads to the Baltic Sea under the
BSAP scenario are set to 792.2 Kton/a (97% of the actual nitrogen loads
averaged for the last ten years – 815.4 Kton/a). Under the 0.5 BSAP
scenario, the total nitrogen loads equal 396.1 Kton/a (48% of the
average actual loads for the last ten years). Total phosphorus loads
under the BSAP and 0.5 BSAP scenarios equal 21.72 and 10.86 Kton/a,
respectively. This constitutes 82 and 41% of the current total
phosphorus loads – 26.33 Kton/a, respectively. So the BSAP goals
have not been fully achieved yet, but the actual loads are very close to
them. For more information, see Supplementary Figures 1, 2. In
reference and nutrient reduction scenarios, we applied identical
atmospheric forcing, namely CoastDat2 atmospheric fields from
1948 to 2018 (Geyer, 2014). Therefore, we neglect the impact of
future climate change and natural variability, focusing only on the
nutrient loads effect on the Baltic Sea’s eutrophication.

3 Results and discussion

3.1 Trends in O2 and H2S sources and sinks

Following the approach of Naumov et al. (2023), we aggregated all
O2 and H2S budget terms into three categories based on their origin

(physical or biological) and domain (water column or sediments):
physical processes encompassing all oxygen fluxes with physical
origin, mainly lateral and vertical advection (phy), oxygen fluxes
with biological origin situated in the water column, e.g.,
remineralization of OM and zooplankton respiration (bio), and
oxygen fluxes located in the sediments, e.g., remineralization of the
sedimentary detritus (sed). Results are shown in Figure 2 (oxygen)
and Supplementary Figure 3 (hydrogen sulfide). Figure 2 shows
significant changes in the oxygen consumption pattern under both
BSAP and 0.5 BSAP scenarios. Especially significant changes
happened in the nGB, where oxygen consumption shifted back to
the sediments at the end of the study period in both scenarios (with
0.5 BSAP amplifying the reported changes). The wGB demonstrates a
similar pattern. However, it achieved sediment dominance in the
consumption only under the 0.5 BSAP scenario. Under the BSAP
scenario, a significant negative trend was only observed in
sedimentary consumption. Elevated oxygen consumption in the
sediments under BSAP and 0.5 BSAP scenarios, most visible in the
nGB, can be interpreted as a positive sign indicating reoxygenation of
the sediments. As was concluded by Naumov et al. (2023), less oxygen
consumption in the sediments indicates the absence of oxygen, which
means no electron acceptor available for the reactions. As sediments
contact with oxygen again, the reduced material is getting oxidized
promoting oxygen consumption in the sediments. This mechanism is
more pronounced under the more rigorous 0.5 BSAP scenario.
Noticeably, a significant positive trend in physical fluxes was
observed under the 0.5 BSAP scenario, which is related to better
ventilation due to the improved oxygen conditions in the neighboring
nGB. Unlike nGB and wGB, BB and eGB are closer to the Baltic Sea’s
entrance and therefore receive more oxygen via advection (Liblik
et al., 2018; Naumov et al., 2023), do not demonstrate striking trends
in consumption terms. The only significant trend in the BB is the
positive trend in sedimentary consumption under the 0.5 BSAP
scenario, indicating the best oxygen conditions among the studied
subbasins. In the eGB, significant positive trends in the water column
oxygen consumption were observed under both BSAP and 0.5 BSAP
scenarios. It also points out the improvement because less
consumption in the water column indicates less reduced material
stored there. H2S sources and sinks (Supplementary Figure 3) also
demonstrated substantial changes. By the end of the study period, the
eGB came to the dynamic balance between H2S sources and sinks,
indicating that H2S is not deposited. The same changes by the end of
the period are observed even in the nGB under the 0.5 BSAP scenario.
Under the BSAP scenario, a significant reduction in H2S production
and consumption is observed in the nGB. However, it stabilizes in the
2070s. Despite that, advection to the upper layers in the nGB stops by
the end of the study period in both scenarios. The wGB demonstrated
the most noticeable difference between the BSAP and 0.5 BSAP
scenarios. Under the BSAP scenario, wGB is still exporting H2S to
the upper layer by the end of the study period, although to a much
lower extent than in the beginning. Sedimentary production exhibits a
significant negative trend but stabilizes in the 2070s, and water
column consumption shows no trend under the BSAP scenario.
Under the 0.5 BSAP scenario, both consumption and production of
H2S converge to zero in the wGB, removing any export to the upper
layers via advection.
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3.2 Budgets’ composition

To evaluate different sources and sinks’ contribution to the oxygen
and hydrogen sulfide variability, we employed a linear regression
framework proposed by Naumov et al. (2023). This linear model
allows us to estimate the explained interannual variability by each
group of processes. We used the same groups (phy, bio, and sed) as in
the previous section. The results are shown in Figure 3. It can be seen
that the general pattern is similar compared to the one by Naumov
et al. (2023), which is advection dominance for oxygen in both
considered scenarios. Another pattern for oxygen is less explained
variability by the water column processes (especially in the BB and
eGB) moving from the reference scenario to the 0.5 BSAP. This pattern
complements the conclusions from the previous section, namely, the
elevated variability of the sedimentary processes towards the end of the
simulation. The composition of the processes contributing to the H2S
budget is generally more complex (both regionally and in different
scenarios). It points to the strong connection between H2S dynamics
and nutrient forcing (see Supplementary Figure 4 for additional
information). Overall, it can be stated that H2S dynamics is more
affected by the nutrient loads reduction than oxygen dynamics, with
some regional differences existing in both cases.

3.3 O2 and H2S dynamics induced by the
nutrient forcing

Nutrient loads dynamics determine a significant fraction of
oxygen variability in the Baltic Sea (Meier et al., 2019). Here, we

quantify its contribution to the oxygen and hydrogen sulfide
sources and sinks variability under the considered scenarios. We
employed Empirical Orthogonal Functions (EOFs), based on
eigenvectors and eigenvalues (Hannachi et al., 2007). It allows a
decomposition of the complex multidimensional data into a set of
orthogonal functions with a reduced number of dimensions by
calculating eigenvalues and eigenvectors of the data’s correlation/
covariation matrix and multiplying the latter with the original
matrix. We applied such an EOF analysis to the matrixes of
oxygen and hydrogen sulfide budget terms’ annual consumption/
production anomalies during the reference period (1948-2018).
Then we projected the resulting EOFs into future projections.
Resulting EOFs are guaranteed to represent the same process
during the reference period and future scenarios. The results are
presented in Figure 4 (for oxygen) and Supplementary Figure 4 (for
hydrogen sulfide). Based on the eigenvalues, the first three EOFs
were considered significant for both elements (Panel A in Figure 4;
Supplementary Figure 4). For O2, the first EOF explains around
60% of the total variability, the second EOF about 20%, and the
third about 10%. For H2S, the eigenvalues converge quicker, with
the first EOF already explaining 85% of the total variability and the
last two EOFs around 5% each. The leading EOF in both O2 and
H2S data can be attributed to the same process based on its loadings
(Panel E in both figures). Both for O2 and H2S data, the leading EOF
demonstrates a strong positive connection with anomalies of
sedimentary detritus’ oxidation (either by oxygen or sulfate
reduction). This means that when the score of the first EOF is
positive (from the 1970s to the 2030s, according to Panel B in both
figures), there is an intensified H2S production due to the

FIGURE 1

Location of the four studied sub-basins (boxes). Note that the upper boundary is located at 70 meters depth, so the depth counting starts at 70 meters.
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mineralization of sedimentary detritus in the nGB. The same is true
(but to a lesser extent) for the other regions of the Gotland Basin. At
the same time, detritus is less mineralized by oxygen in the nGB and
wGB but more in the eGB, indicating reduced material deposition
in the nGB and wGB. The negative score of the first EOF, which is
observed at the beginning of the reference period and after the
2030s, indicates the overall improvement of the oxygen conditions
in the central Baltic Sea (no long-term deposition of the reduced
material and oxidation of existing H2S, especially in the remote
basins). This allowed us to attribute the leading EOF to the nutrient
forcing. The last two EOFs were attributed to the inflow activity and
natural variability. They do not exhibit any significant difference
between the reference period and the future projections (for both
BSAP and 0.5 BSAP scenarios). The first EOFs for BSAP and 0.5
BSAP are highly correlated (>0.9), which suggests that there are no
significant differences in how the nutrient load reduction affects the
marine system for the BSAP and more rigorous 0.5 BSAP scenarios;
however, the first EOF for 0.5 BSAP scenario shows a more negative
score compared to the first EOF of the BSAP scenario, which means
the more resilient state and more improvement.

3.4 Discussion

Our results suggest that oxygen conditions in the central Baltic Sea
will substantially improve both under BSAP and 0.5 BSAP scenarios,
especially in the remote nGB and wGB, which, however, did not
significantly diminish the hypoxic area, only the anoxic area
significantly shrank at the end of the study period (see
Supplementary Figure 5), which is related to the significant oxygen
debt in the deep central Baltic Sea (Rolff et al., 2022). However, our
study uses atmospheric forcing from 1948-2018, which completely
ignores possible changes, such as changes in stratification and internal
nutrient cycle (Meier et al., 2011; Hordoir andMeier, 2012), that could
worsen the results to some extent, but, based on the results by Saraiva
et al. (2019); Meier et al. (2021) and Bartosova et al. (2019), the effect
of nutrient load reduction policy should dominate climate change
impacts, at least in the near future. Elevated halocline strength
observed in the model (Naumov et al., 2023) also worsens oxygen
conditions in the deep sea, which could mimic the negative effects in
the real system related to climate change. Still, the dynamics of
cyanobacteria blooms might be underestimated in the model since

FIGURE 2

Temporal dynamics of the total annual oxygen fluxes by the three categories (physical fluxes – Phy (blue line), consumption in the water column –
Bio (red line), and consumption in the sediments – Sed (dark brown line)). The categories are explained in more detail in the Section 3.1. For a list of
processes comprising each category see Supplementary Table 1. Zero is marked by the horizontal black translucent line. Positive fluxes mean
oxygen supply (only fluxes by the physical processes can be positive), and negative – oxygen consumption (by the water column and sedimentary
processes). For negative oxygen fluxes (oxygen consumption), a negative linear trend means amplified oxygen consumption, and a positive –
reduced consumption. The reversed logic is applicable to the positive fluxes (oxygen supply), where a positive trend means increasing supply and a
negative – decreasing. Grey lines represent the reference scenario. Only significant linear trends (p< 0.05) are shown in the figure. Mt/a stands for
109 kg per year.
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their blooms may get amplified by climate change. Since significant
positive trends in nitrates were observed everywhere across the
Gotland Basin (see Supplementary Figures 6–9), it could potentially
lead to a serious deterioration in case of a sudden short-time anoxia
and release of the sedimentary phosphorus (Mort et al., 2010).
Another possible shortcoming of the study is related to the
difficulties in validating the sources and sinks of O2 and H2S due to
the lack of proper observational data (long-term monitoring at the
specific station in the deep Baltic Sea). Only studies by Schneider et al.
(2010) and Gustafsson and Stigebrandt (2007) reconstructed the
oxygen sources and sinks based on observational data.
Unfortunately, their results cannot be qualitatively compared to our
model findings due to the different spatiotemporal scales and different
formulations of processes in the model. Still, they exhibit similar
patterns (elevated oxygen consumption by nitrification after more
oxygen enters the system, for example).

4 Conclusions

1. The central Baltic Sea under the MAIs of the BSAP and the
halved BSAP showed an improvement and transition to amore
oxic state after 2018 within the simulated 71 years. However,
the hypoxic area did not reduce dramatically in both scenarios,
pointing out the high oxygen debt in the deep central Baltic Sea.

2. Positive changes were observed in all regions of the Gotland
Basin, especially in the remote northern and western
Gotland basins. In the nGB, a shift from consumption in
the water column to consumption in the sediments was
observed in both BSAP and 0.5 BSAP. In the wGB, the same
changes were observed under 0.5 BSAP. Positive trends in

the water column oxygen consumption are mostly
explained by the reduced oxidation of hydrogen sulfide
and nitrification towards the end of the simulation (the year
2089). In the sediments, the increased consumption is
mostly attributed to the elevated oxidation of organic
matter towards the end of the simulation. Faster
improvement in the remote basins was attributed to the
positive feedback related to the reduction of H2S
concentration in eGB and, therefore, its less advection to
the nGB and wGB. Elevated oxygen concentrations in the
eGB could also lead to more effective ventilation of the
remote basins by inflowing oxygen due to reduced
consumption on the way to the remote basins.

3. The general trend to the less explained variance by water
column oxygen consumption and more by the sedimentary
oxygen consumption was found across all studied
subbasins. Physical fluxes (mainly advection) explain
most oxygen variability in all scenarios. Hydrogen sulfide
dynamics was found to be more region dependent and
influenced by the different nutrient input scenarios.

4. Three EOFs were identified as patterns governing the
dynamics of oxygen and hydrogen sulfide in the reference
scenario. For oxygen budget terms, the first EOF explained
approx. 60% of the variability, the second – approx. 20%, and
the third – approx. 10%. For the hydrogen sulfide dynamics,
the first EOF explained more than 80% of the variability, and
all three EOFs together explained more than 95%. The last
two EOFs were attributed to the inflows’ activity and the
natural variability, and the first EOF – to the change in the
nutrient forcing with positive (deposition of reduced material
and organic matter, deoxygenation) and negative (oxidation
of the reduced material, oxygenation) phases. The first EOF

FIGURE 3

Maps showing different processes’ contributions to the O2 (left) and H2S (right) budgets in the water column of the four studying sub-basins.
Processes are aggregated into the same three groups (phy, bio, and sed) as in Figure 2. More information about processes in each group can be
found in Supplementary Tables 1 (oxygen) and 2 (hydrogen sulfide). In bar plots, the y-axis represents a fraction of the total variability explained by a
certain group of processes, and the x-axis represents scenarios. Note that oxygen charts have two y-axes with different scales. The left and right
axes represent the fraction of variability explained by the group phy and the groups bio as well as sed, respectively.
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went into the constant negative phase (no deposition of
reduced material and oxidation of already existing one) in
the 2050s (O2, BSAP), the 2030s (O2, 0.5 BSAP), and the
2030s (H2S, both BSAP and 0.5 BSAP), indicating resilient
transformation to the oxic regime.

5. According to our model study, it is possible for the Baltic
Sea to return to its initial state (the year 1948) within 71
years under the 0.5 BSAP scenario (see Figures 2, 4). Under
the BSAP scenario, the Baltic Sea state comes close to the
initial state but did not reach it within the simulation time.
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FIGURE 4

EOF decomposition of the spatial-temporal matrix of oxygen consumption terms aggregated into specific groups. Group names [x-axis labels in E)]
should be read as follows:<domain>_<name of processes>. There are two domains: bio – water column, and sed – sediments; and six processes:
nitr/nitdenit – nitrification, phot – photosynthesis, resp – respiration of biota, min_sulf – nineralization of sulfur, min_om – mineralization of organic
matter, det – mineralization of detritus only. To get more information about individual processes in the group, see Supplementary Table 1. (A) Shows
the fraction of variability explained by all calculated EOFs. Only the first three EOFs were considered significant and used later in the analysis
[colored red in (A)]. (B–D) Depict the temporal variability of the first three EOFs correspondingly. Here, the black vertical line demarcates the
reference scenario (grey curve) and BSAP, 0.5 BSAP scenarios (vivid and translucent red lines, correspondingly). (E) Demonstrates the loadings of the
first three EOFs. Loadings vary from minus one to one and show the direction and magnitude of the connection between an EOF and a variable.
Black lines highlight the spatial structure of the matrix by separating the sub-basins.
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1 Supplementary Data 

This supplementary material consists of figures and tables that are not included in the paper but still 
contain important information. Supplementary material has the same structure as the main paper. 
Within each section, figures and tables relevant to that section are shown. The following 
abbreviations are used in some figures: BB – the Bornholm Basin, eGB – the eastern Gotland Basin, 
nGB – the northern Gotland Basin, and wGB – the western Gotland Basin. 

2 Materials and methods 

Supplementary Table 1. Clarification for O2 processes’ names used in the paper. The same name 
for different processes means the sum of those processes. 

Process 
Name in Figures 2, 3, 
and Supplementary 

Figure 3 

Name in Figure 4 and 
Supplementary Figure 4 

Nitrification of NH4
+ to NO3

- Bio Bio_nitr 

Mineralization of detritus Bio Bio_min_om 

Mineralization of particulate organic carbon 
(POC) Bio Bio_min_om 

Mineralization of phosphorus in particulate 
organic carbon (POCP) Bio Bio_min_om 

Mineralization of nitrogen in particulate 
organic carbon (POCN) Bio Bio_min_om 

Mineralization of dissolved organic carbon 
(DOC) Bio Bio_min_om 

Mineralization of dissolved organic nitrogen 
(DON) Bio Bio_min_om 

Mineralization of dissolved organic 
phosphorus (DOP) Bio Bio_min_om 

Respiration of living organisms (lpp, spp, 
cya, and zoo) Bio Bio_resp 

Photosynthesis by phytoplankton Bio Bio_phot 
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Oxidation of elemental sulfur Bio Bio_min_sulf 

Oxidation of H2S Bio Bio_min_sulf 

Mineralization of sedimentary detritus Sed Sed_det 

Coupled nitrification/denitrification after 
mineralization of detritus in oxic sediments Sed Sed_nitdenit 

Mineralization of sedimentary particulate 
organic carbon (POC) Sed Sed_min_om 

Mineralization of sedimentary phosphorus in 
particulate organic carbon (POCP) Sed Sed_min_om 

Mineralization of sedimentary nitrogen in 
particulate organic carbon (POCN) Sed Sed_min_om 

Coupled nitrification/denitrification after 
mineralization of POCN in oxic sediments Sed Sed_nitdenit 

Advection Phy Excluded from analysis 

Vertical diffusion Phy Excluded from analysis 

Downslope mixing Phy Excluded from analysis 

Convection Phy Excluded from analysis 

 

Supplementary Table 2. Clarification for H2S processes’ names used in the paper. The same name 
for different processes means the sum of those processes. 

Process 
Name in Figures 2, 3, 
and Supplementary 

Figure 3 

Name in Figure 4 and 
Supplementary Figure 4 

Mineralization of particulate organic carbon 
(POC). Sulfate reduction Bio mineralization_particular_om 

Mineralization of phosphorus in particulate 
organic carbon (POCP). Sulfate reduction Bio mineralization_particular_om 

Mineralization of nitrogen in particulate 
organic carbon (POCN). Sulfate reduction Bio mineralization_particular_om 

Mineralization of detritus. Sulfate reduction Bio detritus_water_column 

Mineralization of dissolved organic carbon 
(DOC). Sulfate reduction Bio mineralization_dissolved_om 

Mineralization of dissolved organic 
phosphorus (DOP). Sulfate reduction Bio mineralization_dissolved_om 
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Mineralization of dissolved organic nitrogen 
(DON). Sulfate reduction Bio mineralization_dissolved_om 

Oxidation of H2S via O2 Bio o2_oxidation 

Oxidation of H2S via NO3
- Bio no3_oxidation 

Mineralization of sedimentary detritus. 
Sulfate reduction Sed detritus_sediments 

Mineralization of sedimentary particulate 
organic carbon (POC). Sulfate reduction Sed mineralization_sediments 

Mineralization of sedimentary phosphorus in 
particulate organic carbon (POCP). Sulfate 

reduction 
Sed mineralization_sediments 

Mineralization of sedimentary nitrogen in 
particulate organic carbon (POCN). Sulfate 

reduction 
Sed mineralization_sediments 

Advection Phy advection_<border name> (up, 
west, south, east, north) 

Vertical diffusion Phy diffusion 
Downslope mixing Phy other 

Convection Phy other 
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2.3 Nutrient input scenarios 

The figures related to Section 2.3 of the main text are presented here. Those include Supplementary 
Figures 1 and 2, depicting total nitrogen and phosphorus loads into the Baltic Sea HELCOM 
subbasins, respectively. They show all three considered scenarios. 

 

Supplementary Figure 1. Total (airborne and waterborne) nitrogen loads to the HELCOM basins of 
the Baltic Sea. Reference data are HELCOM data and BSAP and 0.5 BSAP loads are constants at the 
Maximum Allowable Input (MAI) and half of MAI levels, respectively. The following abbreviations 
are used: BaltPr – Baltic Propper, DanS – Danish straights, Kat – Kattegat, GulfR – Gulf of Riga, 
GulfF – Gulf of Finland, BotSea – Bothnian Sea, and BotBay – Bothnian Bay. 

 

 

Supplementary Figure 2. The same as Supplementary Figure 1, but for phosphorus. 
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3.1 Trends in O2 and H2S sources and sinks 

The figure related to Section 3.1 of the main text is presented here. Supplementary Figure 3 shows a 
trend analysis for the H2S sources and sinks split into three groups: bio (water column processes – the 
sink of H2S), sed (sedimentary processes – the source of H2S), and phy (physical processes, mainly 
advection – mainly the sink of H2S). See Supplementary Table 2 for more information about the 
processes in each group. 

 

Supplementary Figure 3. Trend analysis of H2S sources and sinks. Processes were aggregated into 
three groups: phy, bio, and sed. To learn more about processes within each group, see Supplementary 
Table 2. Each panel represents a specific subbasin indicated above the upper left corner of the plot. 
Only significant trends (p-value < 0.05) are shown in the figure. Mt/a stands for 109 kg per year. 
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3.3 O2 and H2S dynamics induced by the nutrient forcing 

The figure related to Section 3.3 of the main text is presented here. Supplementary Figure 4 shows an 
EOF analysis for the H2S sources and sinks. See Supplementary Table 2 for more information about 
the processes behind each name. 

 

Supplementary Figure 4. EOF decomposition of the spatial-temporal matrix of H2S consumption 
terms aggregated into specific groups (to get more information about individual processes in the 
group, see Supplementary Table 2). Panel A shows the fraction of variability explained by all 
calculated EOFs. Only the first three EOFs were considered significant and used later in the analysis 
(colored red in panel A). Panels B-D depict temporal variability of the first three EOFs 
correspondingly. Here, the black vertical line demarcates the reference scenario (grey curve) and 
BSAP, 0.5 BSAP scenarios (vivid and translucent red lines, correspondingly). Panel E demonstrates 
the loadings of the first three EOFs. Loadings vary from minus one to one and show the direction and 
magnitude of the connection between an EOF and a variable. Black lines highlight the spatial 
structure of the matrix by separating the subbasins. 
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3.4 Discussion 

The figures related to Section 3.4 of the main text are presented here. Supplementary Figure 5 shows 
the mean hypoxic and anoxic areas in the central Baltic Sea and their temporal variability for each 
scenario. Supplementary Figures 6-9 depict the temporal dynamics of the different variables in each 
subbasin for all considered scenarios. 

 

Supplementary Figure 5. Mean hypoxic (red) and anoxic (black) areas locations for the reference 
scenario (A), the BSAP scenario (B), and the 0.5 BSAP scenario (C). The grid cell is considered 
hypoxic or anoxic if more than half of the study period hypoxia or anoxia was observed there. Panel 
D shows the temporal variability of hypoxic (red) and anoxic (black) areas for the BSAP scenario 
(vivid lines) and for the 0.5 BSAP scenario (translucent lines). A grey color marks the reference 
period. 
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Supplementary Figure 6. Temporal variability of the integrated oxygen content (A), hydrogen 
sulfide content (B), ammonium content (C), nitrate content (D), phosphate content (E), and detritus 
content (F) under the BSAP scenario (vivid lines) and 0.5 BSAP scenario (translucent lines) in the 
Bornholm Basin (BB). Integration was limited in the vertical plane by a depth of 70 meters. 
Reference period is marked by the grey color. Only significant (p < 0.05) linear trends are shown. 
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Supplementary Figure 7. Same as Supplementary Figure 6, but in the eastern Gotland Basin (eGB). 
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Supplementary Figure 8. Same as Supplementary Figure 6, but in the northern Gotland Basin 
(nGB). 
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Supplementary Figure 9. Same as Supplementary Figure 6, but in the western Gotland Basin 
(wGB). 
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