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Abstract

Changes in the occurrence of phytoplankton blooms affect the whole Baltic Sea ecosystem

including the nutrient pool, biogeochemical cycles, sinking material and, of course, the food

web. However, only a few phenological studies have been carried out, partly due to the lack

of long-term in situ observations. Nowadays, the limitations to carry out studies of bloom

phenology have been reduced by the advances in technology, the increased amount of in situ

observations available, and advances in coupled physical-biological models, providing a better

understanding of the ecosystem functioning. Cyanobacteria blooms regularly occur in the

Baltic Sea, which has allowed their study through samples collected every year specifically

from the Gotland Basin, eastern Baltic Sea.

Total biomass of the bloom-forming species Nodularia spumigena, Aphanizomenon sp. and

Dolichospermum spp., water column parameters, nutrients and weather conditions were

used to define the phenology and Optimum Environmental Window for the occurrence of

cyanobacteria blooms in the eastern Baltic Sea during the period 1990–2017. It was found

that the timing of the onset of the bloom was driven by several environmental variables

including sea surface temperature, air temperature, outgoing long-wave radiation, mixed

layer depth, water column stability expressed as Brunt-Väisälä frequency, phosphate con-

centration and wind speed. The maximum cyanobacteria biomass was mainly controlled

by the sensible and latent heat flux, suggesting that a minimal effect or balance between

the other driving factors may be occurring leaving the bloom only controlled by these two

components of the net heat flux. The decline of the bloom was driven by net heat flux

components (incoming solar radiation, sensible heat flux, latent heat flux) and phosphate

concentration. The overall effect of these explanatory variables on each stage of the bloom

determines whether the bloom occurs earlier or lasts longer in the eastern Baltic Sea.

In addition, a physical-biological model was developed for a more detailed analysis of the

inter-annual variability and phenology of cyanobacteria blooms and their changes associated

with environmental conditions over the last 30 years. The model results showed a significant

trend in the onset and length of cyanobacteria blooms in the eastern Baltic Sea. Cyanobac-

teria blooms occurred 9 days earlier and lasted 15 days longer over the period 1990-2019.

No significant trend was observed for diatom blooms during the same study period with
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respect to the onset, maximum abundance, decline or length of the bloom. The results

suggested that warm periods affect diatom and cyanobacteria blooms differently. Overall,

cyanobacteria blooms are more sensitive to environmental changes than diatom blooms and

are therefore more vulnerable to changes caused by climate change in the Baltic Sea.

Sinking particles provide the major connection between processes in the upper part of the

water column and the seefloor. Sediment trap samples collected at ca. 180 m depth between

1999 and 2020 were analyzed to determine this connection in the Gotland Basin, eastern

Baltic Sea. The variables studied included total particle flux, particulate organic carbon

and nitrogen, biogenic silica, C:N ratio and the isotopic composition of organic carbon and

nitrogen. Based on the analysis, it was possible to determine the temporal variability of the

particle flux and its components as well as its relationship with phytoplankton blooms and

environmental changes. It was found that the highest particle flux occurred mostly in April,

July and November, during and after the occurrence of phytoplankton blooms in the Gotland

Basin. Furthermore, the highest total particle flux was observed during the summer season

(June-August). The observed changes in the isotopic composition of the sinking particles

indicated a shift in the phytoplankton community from silicon-rich species to nitrogen-fixing

cyanobacteria over the year. Although no significant trend was observed in the data, the

temporal changes in the particle flux and its components reflected the temporal changes in

the phytoplankton community.

Overall, the difficulty of conducting phenological studies is due to the natural variability

of phytoplankton blooms and the temporal and spatial constraints this imposes on phyto-

plankton bloom detection. However, using in situ observations, a coupled physical-biological

model and sediment trap data, it was possible to determine how the phenology of cyanobac-

teria blooms is changing in the eastern Baltic Sea and how these changes are related to

environmental conditions. Thus, the findings of this thesis provide new and valuable in-

sights for our understanding of phytoplankton blooms and underscore the importance of

continued monitoring to understand the potential impacts of environmental changes on this

fragile ecosystem.
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Zusammenfassung

Veränderungen im Auftreten von Phytoplanktonblüten wirken sich auf das gesamte Ökosys-

tem der Ostsee aus, einschließlich des Nährstoffpools, der biogeochemischen Kreisläufe, des

Sinkmaterials und natürlich des Nahrungsnetzes. Es wurden jedoch nur wenige phänologische

Studien durchgeführt, was zum Teil darauf zurückzuführen ist, dass es keine langfristigen

in-situ-Beobachtungen gibt. Heutzutage sind die Einschränkungen bei der Durchführung

von Studien zur Phänologie der Blüte durch die Fortschritte in der Technologie, die größere

Menge an verfügbaren in-situ-Daten und die Fortschritte bei gekoppelten physikalisch-biologi-

schen Modellen geringer geworden, was ein besseres Verständnis der Funktionsweise des

Ökosystems ermöglicht. Cyanobakterienblüten treten in der Ostsee regelmäßig auf, was ihre

Untersuchung anhand von Proben ermöglicht hat, die jedes Jahr speziell im Gotland-Becken

in der östlichen Ostsee gesammelt wurden.

Die Gesamtbiomasse der blütenbildenden Arten Nodularia spumigena, Aphanizomenon sp.

und Dolichospermum spp., Parameter der Wassersäule, Nährstoffe und Wetterbedingungen

wurden verwendet, um die Phänologie und das Optimum Environmental Window für das

Auftreten von Cyanobakterienblüten in der östlichen Ostsee im Zeitraum 1990-2017 zu be-

stimmen. Es zeigte sich, dass der Zeitpunkt des Ausbruchs der Blüte von mehreren Umwelt-

parametern abhängt, darunter die Temperatur der Meeresoberfläche, die Lufttemperatur, die

ausgehende langwellige Strahlung, die Tiefe der durchmischten Schicht, die Stabilität der

Wassersäule, ausgedrückt als Brunt-Väisälä-Frequenz, die Phosphatkonzentration und die

Windgeschwindigkeit. Die maximale Cyanobakterien-Biomasse wurde hauptsächlich durch

den fühlbaren und latenten Wärmefluss gesteuert, was darauf hindeutet, dass eine minimale

Auswirkung oder ein Gleichgewicht zwischen den anderen treibenden Faktoren besteht, so

dass die Blüte nur durch diese beiden Komponenten des Nettowärmeflusses gesteuert wird.

Der Rückgang der Blüte wurde durch die Komponenten des Nettowärmeflusses (eingehende

Sonnenstrahlung, fühlbarer Wärmefluss, latenter Wärmefluss) und die Phosphatkonzentra-

tion gesteuert. Die Gesamtwirkung dieser erklärenden Parameter auf die einzelnen Stadien

der Blüte bestimmt, ob die Blüte in der östlichen Ostsee früher einsetzt oder länger andauert.

Darüber hinaus wurde ein physikalisch-biologisches Modell entwickelt, um die interannuelle

Variabilität und Phänologie der Cyanobakterienblüte und ihre Veränderungen in Verbindung

mit den Umweltbedingungen der letzten 30 Jahre genauer zu analysieren. Die Modellergeb-

nisse zeigten einen signifikanten Trend in Bezug auf das Auftreten und die Dauer von
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Zusammenfassung

Cyanobakterienblüten in der östlichen Ostsee. Cyanobakterienblüten traten im Zeitraum

1990-2019 9 Tage früher auf und dauerten 15 Tage länger. Bei den Kieselalgenblüten wurde

im gleichen Untersuchungszeitraum kein signifikanter Trend hinsichtlich des Beginns, der

maximalen Abundanz, des Rückgangs oder der Dauer der Blüte festgestellt. Die Ergebnisse

deuten darauf hin, dass Warmzeiten sich unterschiedlich auf Kieselalgen- und Cyanobakte-

rienblüten auswirken. Insgesamt reagieren Cyanobakterienblüten empfindlicher auf Umwelt-

veränderungen als Kieselalgenblüten und sind daher anfälliger für durch den Klimawandel

verursachte Veränderungen in der Ostsee.

Absinkende Partikel sind die wichtigste Verbindung zwischen den Prozessen im oberen Teil

der Wassersäule und dem Meeresboden. Sinkstofffallenproben, die zwischen 1999 und 2020

in ca. 180 m Tiefe zwischen 1999 und 2020 gesammelt wurden, wurden analysiert, um

diese Verbindung im Gotland-Becken in der östlichen Ostsee zu bestimmen. Zu den un-

tersuchten Parametern gehörten der Gesamtpartikelfluss, partikulärer organischer Kohlen-

stoff und Stickstoff, biogene Kieselsäure, das C:N-Verhältnis und die Isotopenzusammenset-

zung von organischem Kohlenstoff und Stickstoff. Anhand der Analyse konnte die zeitliche

Variabilität des Partikelflusses und seiner Komponenten sowie seine Beziehung zu Phyto-

planktonblüten und Umweltveränderungen bestimmt werden. Es wurde festgestellt, dass

der höchste Partikelfluss vor allem im April, Juli und November auftrat, also während und

nach dem Auftreten von Phytoplanktonblüten im Gotland-Becken. Außerdem wurde der

höchste Beitrag zum Gesamtpartikelfluss in der Sommersaison (Juni-August) beobachtet.

Die beobachteten Veränderungen in der Isotopenzusammensetzung der sinkenden Partikel

deuten auf eine Verschiebung in der Phytoplanktongemeinschaft von siliziumreichen Arten zu

stickstofffixierenden Cyanobakterien im Laufe des Jahres hin. Obwohl in den Daten kein sig-

nifikanter Trend zu erkennen war, spiegelten die zeitlichen Veränderungen des Partikelflusses

und seiner Komponenten die zeitlichen Veränderungen in der Phytoplanktongemeinschaft.

Die Schwierigkeit bei der Durchführung phänologischer Studien liegt in der natürlichen Varia-

bilität der Phytoplanktonblüte und den damit verbundenen zeitlichen und räumlichen Ein-

schränkungen bei der Erkennung von Phytoplanktonblüten. Mit Hilfe von in-situ-Daten,

einem gekoppelten physikalisch-biologischen Modell und Daten aus Sinkstofffallen konnte je-

doch ermittelt werden, wie sich die Phänologie der Cyanobakterienblüte in der östlichen Ost-

see verändert und wie diese Veränderungen mit Umweltparametern zusammenhängen. Die

Ergebnisse dieser Studie liefern somit neue und wertvolle Erkenntnisse für unser Verständnis

der Phytoplanktonblüte und unterstreichen die Bedeutung einer kontinuierlichen Überwa-

chung, um die möglichen Auswirkungen von Umweltveränderungen auf dieses empfindliche

Ökosystem zu verstehen.
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1 Introduction

1.1 Harmful algal blooms

The term ”harmful algal bloom” (HAB) was originally conceived several decades ago to

describe toxic events that could have an impact on humans, but has evolved over the years

to include events that have an ”adverse” ecological impact (Table 1-1). There are two broad

categories of recognized harmful species (Zingone et al., 2022). The first includes species

that produce toxins. These are chemical substances that can affect human health or marine

animals by poisoning, either directly or through vector organisms that accumulate the toxins.

In some cases, toxic events can lead to human illness and death (Tagmouti-Talha et al., 1996;

Garćıa et al., 2004) along with mortality of fauna at higher trophic levels, such as seabirds

or marine mammals (Gibble et al., 2021). The production of toxins varies within species

because of intraspecific and physiological differences (Pizarro et al., 2009), which may also

be affected by environmental conditions.

The second category of harmful species includes microalgae that do not produce any toxic

substances. Although they are no toxic species, they can have a negative impact on marine

animals, e.g., by mechanical damage to fish-gills (Bell, 1961) or anoxia (Pitcher and Probyn,

2011) or high ammonia concentrations (Okaichi and Nishio, 1976). Other adverse effects may

include a change in the water color turning green–brown (Satta et al., 2010) or red-brown

(Zohdi and Abbaspour, 2019), as well as the formation of mucilage, scums or foams (e.g.,

Peperzak et al., 2000) that negatively impact the use of coastal waters for fishing, recreation

and tourism.

It can be difficult to differentiate between toxic and non-toxic events. Changes in water

color can be due to toxin-producing species without involving the presence of toxins, whereas

mass mortality can be related to toxins from microalgae, but also to mechanical damage or

anoxia. This makes it difficult to distinguish between harmful and non-harmful events, as any

species can have harmful effects when they reach high abundances. A clear example of this is

provided by a large number of ecologically beneficial diatoms, which produce polyunsaturated

fatty acids that can interfere with the reproduction and development of copepods during

intense blooms (Ianora et al., 2004). Red tide is another well-known harmful bloom, usually
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caused by dinoflagellates, that changes the color of the water to red or brown. Depending

on the bloom-forming species, it can be toxic, with serious consequences for the aquatic

ecosystem (Zohdi and Abbaspour, 2019).

Eutrophication, changes in environmental conditions and climate driven by global warming,

human-introduced non-native species, and aquaculture development have all been identified

as possible causes for the expansion and increase in the abundance of HABs (Hallegraeff,

2010; Hallegraeff et al., 2021a). However, evidence for such a global increase is weak (Halle-

graeff et al., 2021b). Capacity and monitoring efforts to detect harmful species and events

have also increased over the past four decades, resulting in more reports and data on harmful

events in the global marine environment (Fig. 1-1).

Fig. 1-1. Harmful algal bloom events since 1985 worldwide. The data was downloaded from
the Harmful Algae Event Database (HAEDAT, http://haedat.iode.org) of the UNESCO
Intergovernmental Oceanographic Commission.

1.2 Phytoplankton blooms

All forms of life begin at a small scale, even in the ocean. Microscopic organisms, phyto-

plankton, are the foundation of ocean ecosystems. They absorb carbon dioxide from the

atmosphere like terrestrial plants, form the basis of the marine food web and influence fish

abundance and global climate. The organic carbon produced in the ocean by phytoplankton
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Table 1-1. Harmful effects of microalgae in coastal and brackish waters. Table adapted
from Zingone and Wyatt (2004).

Adverse effects Genus Species

HUMAN HEALTH

Paralytic shellfish poisoning (PSP) Dinoflagellates
Alexandrium spp., Pyrodinium ba-
hamense, Gymnodinium catenatum

Cyanobacteria
Anabaena circinalis, Aphanizomenon
flos-aquae

Neurotoxic shellfish poisoning (NSP) Dinoflagellates Karenia brevis
Ciguatera fish poisoning (CFP) Dinoflagellates Gambierdiscus toxicus

Cyanobacteria
Nodularia spumigena, Lyngbya majus-
cula

Hepatotoxicity Cyanobacteria
Microcystis aeruginosa, Nodularia
spumigena

NATURAL AND CULTURED MARINE RESOURCES

Haemolytic, hepatotoxic, osmoregula-
tory effects

Dinoflagellates
Gymnodinium spp., Cochlodinium
polykrikoides, Pfiesteria spp.,
Gonyaulax spp., Karenia spp.

Cyanobacteria Microcystis aeruginosa
Mechanical damage Diatoms Chaetoceros spp.

Gill clogging and necrosis Diatoms
Thalassiosira spp., Cerataulina pelag-
ica

TOURISM AND RECREATIONAL ACTIVITIES

Production of foams, mucilages, dis-
colouration, repellent odours

Dinoflagellates
Noctiluca scintillans, Prorocentrum
spp.

Diatoms
Cylindrotheca closterium, Coscinodis-
cus wailesii

Cyanobacteria
Nodularia spumigena, Microcystis
aeruginosa Lyngbya spp., Aphani-
zomenon flos-aquae

MARINE ECOSYSTEM

Hypoxia, anoxia Dinoflagellates
Noctiluca scintillans, Heterocapsa tri-
quetra

Diatoms
Skeletonema costatum, Cerataulina
pelagica

Negative effects on feeding behaviour,
reduction of water clarity

Pelagophytes
Aureococcus anophagefferens, Aure-
oumbra lagunensis

Toxicity to wild marine fauna Dinoflagellates Karenia brevis, Alexandrium spp.
Diatoms Pseudo-nitzschia australis

is either passed through the food web or exported to the ocean floor as total particle flux by

a process known as the biological carbon pump, a key natural process in the global carbon

cycle that regulates atmospheric CO2 levels (Basu and Mackey, 2018). This process transfers

both organic and inorganic carbon fixed by primary producers, mostly phytoplankton, from
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the surface to the sea floor locking away that carbon for centuries. The biological carbon

pump is linked to other natural processes that also influence the climate. Ocean currents

transport both energy (in the form of heat) and mass (dissolved solids and gases) thousands

of meters below the surface. Cold and salty water favors the vertical exchange with lighter

water in the upper layers ensuring ocean mixing and energy distribution through the water

column. Therefore, even small changes in phytoplankton may significantly affect the ocean

and climate.

There is evidence that global warming may substantially impact the patterns, distribution

and intensity of phytoplankton blooms in marine, brackish and fresh water ecosystems, as

the Intergovernmental Panel on Climate Change (IPCC) indicated in its Special Report on

the Ocean and Cryosphere in a Changing Climate (SROCC) (IPCC, 2019). Phytoplankton

species respond to alterations in the environment by physiological changes, shifts in distribu-

tion and phenology, or by genetic changes. Parmesan (2006) suggested that phytoplankton

species are more likely to shift their seasonal cycles and distributions in response to cli-

mate change, rather than change their genetic material. Therefore, species that are better

adapted to environmental conditions, such as cyanobacteria, may out compete other species

changing the composition of the phytoplankton community and therefore the trophic chain.

The increase in storms and cyclones will favor certain species of phytoplankton as suggested

by Paerl et al. (2018), but large uncertainty remains about how these climate drivers might

shape future blooms. Some common responses may be expected, as temperature increases

affect species growth rates and water column stratification. However, the response of species

to changes is not universal and depends on many other factors that influence the development

of phytoplankton blooms at different temporal and spatial scales (Wells et al., 2020).

Phytoplankton species respond differently to changes in temperature as each species has dif-

ferent requirements and optimum temperatures for cell division, photosynthesis and growth

(Wells et al., 2020). Thus, the effect of temperature alone is difficult to identify considering

the influence of other factors (e.g. light, nutrients, mixing) on the development of the bloom

(Behrenfeld et al., 2006; Paerl, 2014). The overwintering stages of phytoplankton cells may

also be altered by seasonal changes in temperature. It is not possible to confirm whether

there will be more frequent and intense blooms in the future due to global warming, but

there are indications that phytoplankton blooms are favored by high temperatures (Paerl

and Huisman, 2009; Neil et al., 2012; Paerl and Paul, 2012; Suikkanen et al., 2013). There

is no doubt that temperature plays a major role in phytoplankton growth and water column

structure.

Water column stratification and mixing influence substantially phytoplankton dynamics. A
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stratified water column is not due purely to increases in temperature, precipitation and

runoff also contribute to formation of strong stratification in the water column. Therefore,

a greater variability in stratification can be expected as a consequence of increased storms,

cyclones and sea level rise due to warming conditions (Wells et al., 2020). Phytoplankton

response to changes in stratification depend on the spatial scale and physiology of the species.

Some species become strong competitor under stratified conditions (e.g. dinoflagellates and

cyanobacteria) as they can move through the water column in search of nutrients or adapt

to stress conditions (Smayda and Reynolds, 2001; Wells et al., 2020). However, other species

are more vulnerable to changes in the water column limiting their source of nutrients and

therefore their occurrence.

Nutrient availability in the water column is affected in different forms by the changes in the

environment. On the one hand, anthropogenic nutrient loading to the marine environment

is increasing due to intensive land use and population density (Paerl et al., 2018; Burford

et al., 2020). On the other hand, warming and increased stratification may inhibit the

flux of nutrients from the sediment to the surface, which is driven by mixing, diffusion and

upwelling (Sarmiento et al., 2004; Wells et al., 2020). The effect of wind, currents and mixing

is more uncertain because they depend on local conditions. The continuous changes in the

amount of nutrients in the water column may affect the magnitude, ratios and availability of

macro- and micro-nutrients, thereby the growth of phytoplankton species (e.g. dinoflagellates

and diatoms) that depend on them. It is still unknown how the nutrient uptake kinetics

contribute to the competitive success and toxicity of phytoplankton species (Wells et al.,

2020). pH reduction may also affect metabolic mechanisms, competitive balance among

species and phytoplankton succession patterns as a result of the increase in the amount of

dissolved carbon dioxide and carbon availability in marine environments (Beardall et al.,

2009).

1.3 Phytoplankton blooms in the Baltic Sea

Regular blooms occur in all sub-basins of the Baltic Sea, frequently during spring and summer

seasons (Groetsch et al., 2016; Kahru et al., 2016). The spring bloom is mainly dominated

by diatoms. It develops from the south to the north of the Baltic Sea, with the first bloom

appearing in mid-March in the Bay of Mecklenburg and the late bloom occurring in mid-

April in the Gulf of Finland (Groetsch et al., 2016). Seasonality of spring blooms is mainly

driven by light and nutrient availability (Sverdrup, 1953; Legendre, 1990). Overall, the spring

bloom starts when water temperature and nutrients availability increase as direct response

of incoming solar radiation and prior mixing in the water column. The end of the bloom is

given by combined effects of nutrient depletion and grazing.
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Diatoms exist globally, their small size and resistance to mixing enable them to be easily

carried by currents throughout the ocean (Margalef, 1978). As part of their overwintering

strategy, they accumulate in the sediment for long periods of time, providing refuge during

adverse conditions (Spilling et al., 2018; Sundqvist et al., 2018). Diatoms have a diverse

community (Fig. 1-2), their genetic variation makes them resistant to environmental changes

(Godhe and Rynearson, 2017). Therefore, diatoms provide a stable base for the whole marine

food web.

In contrast, the summer bloom is dominated by cyanobacteria, also called blue-green algae.

Cyanobacteria may have been the first plankton to produce oxygen on earth, although they

are prokaryotes and not eukaryotes like other plankton species (Lalonde and Konhauser,

2015). Cyanobacteria blooms start in June reaching maximum biomass during July and Au-

gust in the Baltic Sea (Kahru et al., 2020). Cyanobacteria blooms give rise to environmental

concern due to their ability to fix molecular nitrogen from the atmosphere accelerating eu-

trophication and oxygen depletion in deep waters (Larsson et al., 1985; Wasmund, 1997;

Janssen et al., 2004). The most representative species of cyanobacteria encountered during

blooms in the Baltic Sea are N. spumigena, Aphanizomenon sp. and Dolichospermum spp.

(Fig. 1-3). These species may produce toxins including Microcystins, Nodularins, Cylin-

drospermopsins, Anatoxin-a and Lipopolysaccharides that are a major threat to organisms

and humans, fishing and recreational use of coastal waters (Paerl and Huisman, 2009; Neil

et al., 2012; Huisman et al., 2018).

Particularly for cyanobacteria, a common bloom-forming species in freshwater and marine

environments, high temperatures and calm weather conditions often lead to intense blooms

(Wasmund, 1997; Wasmund et al., 2011; Kahru and Elmgren, 2014; Kahru et al., 2016,

2020). Kanoshina et al. (2003) defined as driving factors of the bloom water temperature,

stratification and wind. Wasmund (1997) also suggested water temperature as the main

factor controlling the onset of the bloom. Kahru et al. (2020) indicated that the variability

of cyanobacteria blooms is related to incoming solar radiation and sea surface temperature

rather than biogeochemical variables. Therefore, increasing global temperature may lead

to changes in intensity and distribution of cyanobacteria blooms when other environmental

conditions (e.g. nutrients availability, calm wind conditions) are suitable for their growth. In

the current climate scenarios, high carbon dioxide in the atmosphere have also been found

to stimulate growth rates of cyanobacteria favoring bloom formation (Wells et al., 2020).

Although the role of nutrient loading, temperature and other factors is recognized in bloom

formation, a better understanding of the underlying causes of phytoplankton blooms and

their phenology across the region is needed to evaluate how climate change might impact

their dynamics, the marine food web and carbon cycle in a rapidly warming environment.
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(a) Actinocyclus normanii (b) Chaetoceros ceratosporus

(c) Chaetoceros constrictus (d) Nitzschia frigida

Fig. 1-2. Bacillariophyceae (diatoms) species frequently found in the Gotland Sea, Baltic
Sea. The pictures were taken by R. Bahlo, S. Busch and R. Hansen, IOW-Image Gallery of
Microalgae.

(a) Aphanizomenon sp. (b) Dolichospermum sp. (c) Nodularia spumigena

Fig. 1-3. Cyanophyceae (cyanobacteria) species frequently found in the Gotland Sea, Baltic
Sea. The pictures were taken by R. Bahlo, S. Busch and R. Hansen, IOW-Image Gallery of
Microalgae.
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1.4 Phenology

Many species have developed strategies to exploit favorable periods of the year for growth and

reproduction and to minimize exposure to stressful periods, i.e. an optimum environmental

window (OEW) (Cury and Roy, 1989; Beltran-Perez and Waniek, 2021). However, there

is usually a mismatch in timing, as the inter-annual variability of environmental conditions

and individual species differs. Many phenological events are seasonal and therefore they can

provide insight about the sensitivity of an ecosystem to environmental change in terms for

example of population abundance, reproductive success, development status and timing of

occurrence. Climate change is significantly altering the seasonal timing of a wide variety

of organisms (Parmesan, 2006). In some places, like the North Atlantic, warmer water

is causing a shift in the phytoplankton community moving warm water plankton species

northward while colder water species are advected towards the pole (Gobler et al., 2017).

North Atlantic diatom and dinoflagellate comunities have shifted northwards and eastward

by over 12.9 and 42.7 km per decade, respectively (Barton et al., 2016). The continuous

changes in phytoplankton distribution have increased the attention to phenological variability

of individual species and its ecosystem impacts over time.

The complexity of marine ecosystems is driven by nonlinear interaction of multiple forcing

(Ji et al., 2010). Ji et al. (2007) showed that spatial pattern in the onset of the spring

bloom are driven by water column stratification on the Northwest Atlantic shelf. In regions

influenced by the California Current, the spring bloom was delayed by over a month in 2005

as a result of the late onset of upwelling-favorable winds (Kudela et al., 2006; Thomas and

Brickley, 2006). Satellite imagery has shown significant changes in the distribution and inter-

annual variability of phytoplankton blooms in different marine regions (Henson et al., 2009;

Kahru et al., 2016). Broad ecosystem impacts are expected in the trophic chain as phenology

changes may also involve changes in the succession and food quality of the bloom-forming

species (Ji et al., 2010; SØreide et al., 2010).

Phytoplankton growing season plays an integral role in the marine food web and ecosystem

functioning (Smith and Hollibaugh, 1993). Changes in phytoplankton phenology may affect

the survival of higher trophic levels due to variations in the timing of food availability (match-

mismatch hypothesis) (Smith and Hollibaugh, 1993; Winder and Schindler, 2004). It was

observed for example a reduction of food availability for cod larvae and recruitment success in

the North Sea as a consequence of changes in planktonic assemblage and copepod phenology

(Beaugrand, 2009). The link between plankton phenology and higher trophic levels has been

observed in other studies as well, including e.g. shrimps in the North Atlantic (Koeller et al.,

2009) and zooplankton abundance and energy propagation up to fish and seabird predators
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level in the Northeast Pacific (Mackas et al., 2007). Zooplankton species even depend on

the match between their reproductive cycle and phytoplankton blooms for their survival

(SØreide et al., 2010).

There are several metrics to define the phenology of phytoplankton blooms i.e., the time at

which the bloom starts, reaches maximum abundance and declines, its length and magnitude

(Ji et al., 2010). The metric used depends on the phenological questions to be addressed, e.g.

the timing of winter blooms instead of spring blooms to estimate zooplankton productivity

and abundance (Durbin et al., 2003) or the occurrence of phytoplankton blooms in response

to nutrient renewal by mixing (Sharples et al., 2006; Chen et al., 2021). Several metrics

have been used to identify phytoplankton responses to environmental changes. A metric

commonly used is based on the definition of thresholds at which the bloom exceeds a certain

value (Ji et al., 2010). This metric has provided insight into environmental factors linked to

bloom occurrence (Sharples et al., 2006; Henson et al., 2009). However, there is no criterion

to define a threshold for a phytoplankton community or a single species, which limits the

comparison of results between different studies.
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The ocean is a large sink for atmospheric CO2 taking up nearly one third of anthropogenic

CO2 emissions from the atmosphere (Häder et al., 2014). Primary producers, mostly phy-

toplankton, are involved in carbon sequestration through a process known as the biological

carbon pump. Phytoplankton is the base of the marine food web and account for 90% of

oceanic productivity and half of all photosynthesis on Earth (Smith and Hollibaugh, 1993;

Baumert and Petzodt, 2008; Simon et al., 2009). Therefore, changes in phytoplankton may

affect biogeochemical cycles in the ocean and the climate. Despite the major role that

phytoplankton plays in the ecosystem, many questions remain open regarding its driving

factors, temporal variability, contribution to the sinking material and response to future

environmental changes.

The Intergovernmental Panel for Climate Change concluded that the occurrence of algal

blooms, their toxicity and risk for natural and human systems are projected to increase with

warming and rising CO2 in the 21st century (IPCC, 2019). Marginal seas have warmed

faster than the ocean (Belkin, 2009). The Baltic Sea is warming more than the average

of all marginal seas and the global ocean, with areas increasing at a rate of 0.59°C per

decade (HELCOM/Baltic Earth, 2021, and references therein). Water temperature is pro-

jected to increase by 1.1 to 3.2 ℃ along with rising precipitation and land runoff of organic

matter and pollutants, a reduction in salinity is also expected (Andersson et al., 2015; HEL-

COM/Baltic Earth, 2021). These environmental changes are expected to have extensive

effects on the ecosystem including shifts in composition, distribution, succession and timing

of phytoplankton growth. As a result, phytoplankton may bloom too early or too late to

feed the zooplankton and other species higher up the marine food chain that depend on

them, altering the entire food web (the so called match-mismatch hypothesis) (Smith and

Hollibaugh, 1993; Winder and Schindler, 2004). However, the response of phytoplankton to

change is by no means universal (Hallegraeff et al., 2021b), as it depends on the species,

the hydrographic and chemical properties of the water column, the interaction between the

atmosphere and the upper ocean, as well as interactions between species and across the food

web levels.

Environmental management programs have been in place in the Baltic Sea since 1974 to
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monitor and control its environmental state (e.g. Helsinki Convention, EU Marine Strategy

Framework Directive, Baltic Sea Action Plan), however massive blooms continue to occur

in the Baltic Sea. The main bloom-forming species are diatoms in spring and cyanobacteria

in summer. Although these blooms occur every year, the underlying conditions leading to

their development, how they have changed over time and whether these changes are due

purely to global warming or whether other factors are involved are unknown. A thorough

understanding of the mechanisms driving diatom and cyanobacteria blooms must examine

influences of a wide range of interacting biotic and abiotic factors in the context of a changing

world (Downing et al., 2001; Paerl and Huisman, 2009; Paerl et al., 2011). Several approaches

were used in this thesis with the aim of answering the following questions:

1) are there specific conditions that trigger the development of cyanobacteria blooms in the

eastern Baltic Sea? An optimum environmental window for the occurrence of cyanobacteria

blooms was defined based on in situ observations at different stages of the bloom and forcing

associated with them (Publication I, Beltran-Perez and Waniek, 2021).

2) how do phytoplankton blooms vary over time and respond to changes in environmental

conditions? A coupled physical-biological model was developed to investigate the temporal

variability of spring and summer blooms and their interaction with the atmospheric forcing

(Publication II, Beltran-Perez and Waniek, 2022).

3) how has the total particle flux changed over time in the Gotland Basin and how is it

related to phytoplankton blooms? Sediment trap data were used to determine the long-

term, inter-annual, seasonal and annual cycle of the total particle flux and its components,

as well as the contribution of phytoplankton blooms to the sinking material (Publication

III, Beltran-Perez et al., 2023).
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3.1 Study site

The Baltic Sea is a shallow, brackish sea in central Northern Europe with a narrow connection

to the North Sea. The limited water exchange results in a long residence time and large

seasonal and spatial variation in biological, physical and chemical properties of the water

column (Schneider and Müller, 2018). In addition, the drainage basin of the Baltic Sea is

shared by 14 countries (around 84 million people, Munkes et al., 2020), which exerts pressure

on the entire ecosystem by increasing nutrient deposition, pollution and pressure on fish

stocks. Climate change may exacerbate impacts on the ecosystem, but large uncertainty

remains about how climate drivers might shape e.g. future phytoplankton blooms. Studies

in the Baltic Sea have indicated that cyanobacteria blooms are as ancient as the present

brackish water phase of the Baltic Sea (Bianchi et al., 2000). An increase in the intensity

of the blooms has been observed since the 1980s (Kahru et al., 1994; Bianchi et al., 2000;

Kaiser et al., 2020).

The Baltic Sea is divided into 17 basins, each basin with its own complexity and particular

characteristics (HELCOM, 2013; Öberg, 2015; Kownacka et al., 2018). The Gotland Basin

is the deepest basin in the Baltic Sea with a maximum depth of 249 m and characterized by

mostly anoxic bottom conditions. A permanent halocline at 60–80 m depth functions as a

barrier between anoxic bottom waters and the surface near layer (Schneider et al., 2000; Klais

et al., 2011). Low oxygen levels lead to the production of hydrogen sulphide (H2S) and release

of phosphate and silicate from the sediments to the water column (HELCOM/Baltic Earth,

2021). The surplus of nutrients reaching the surface may contribute to the phytoplankton

growth observed in this basin. Phytoplankton blooms occur regularly during spring, summer

and autumn connecting the surface with the seafloor, as phytoplankton dominates primary

production and comprises the major source of organic matter exported to the bottom (Leipe

et al., 2008).

This thesis focuses on the Gotland Basin, specifically on the TF271 station located in the

eastern part of the Baltic Sea at 57°19’12” N, 20°3’0” E (Fig. 3-1). This station has been

monitored since 1979 in the frame of the HELCOM monitoring program (HELCOM, 2012).

12



Methodological approach

However, a regular monitoring of phytoplankton blooms started just in 1990 (Wasmund,

1997).
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Fig. 3-1. Location of monitoring station TF271 in the Gotland Basin. Figure adapted from
Publication III (Beltran-Perez et al., 2023).

3.2 Data sets

In this thesis, in situ observations, reanalysis data, model results and sediment trap data

from different databases and sources were collected, the main data used are described below:

3.2.1 In situ observations

Cyanobacteria biomass and composition were determined by collecting and integrating water

samples over 10 m depth at the sampling station TF271 (Fig. 3-1) and nearby stations

between 1990 and 2017 as part of the monitoring program in the Baltic Sea. Preservation and

counting of phytoplankton cells were carried out according to the method of Utermöhl (1958).

Cyanobacteria biomass (wet weight) was calculated using conversion factors recommended

by Olenina et al. (2006). The total cyanobacteria biomass was defined as the sum of biomass

of the bloom-forming species N. spumigena, Aphanizomenon sp. and Dolichospermum spp.,
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the most representative species of cyanobacteria encountered during summer blooms in the

Baltic Sea. The biomass of the three cyanobacteria species was combined due to the sparse

number of counts and irregular frequency of the observations. The analysis was focused

on the time period between June and August as this is the period in which cyanobacteria

blooms usually occur in the eastern Baltic Sea (Kahru et al., 2020). All data were accessed

and downloaded from the Leibniz Institute for Baltic Sea Research Warnemünde (IOW) and

the Swedish Meteorological and Hydrological Institute (SMHI). A complete description of

the data used and the sources of information can be found in Publication I (Beltran-Perez

and Waniek, 2021).

Forcing data were collected from stations located on the island of Gotland (Sweden) and

Warnemünde (Germany). The forcing included incoming solar radiation, sea surface tem-

perature, air temperature, wind speed, relative humidity, rainfall and cloud cover. Missing

data in time series were filled by linear interpolation. The heat flux and its components

(outgoing long-wave radiation, sensible and latent heat flux) were calculated following the

empirical equations of Rahmstorf (1990). These data were downloaded from the SMHI and

the German Weather Service (DWD). For more details about data sources, equations and

calculations see Publication I (Beltran-Perez and Waniek, 2021).

3.2.2 Initial conditions and forcing for the physical-biological model

Vertical profiles of water column temperature, salinity and nutrients were taken from the

monitoring station TF271 during December 2002 as initial conditions for the model ap-

proach. The initial concentration of diatom, cyanobacteria, zooplankton and detritus were

defined according to observations made in the Baltic Sea and a previous literature review

(see Publication II for more details, Beltran-Perez and Waniek, 2022). The model was

forced with realistic daily atmospheric reanalysis data from the National Centers for Envi-

ronmental Prediction (NCEP) for a period of 30 years (1990-2019) (Kalnay et al., 1996).

The forcing used included cloud cover, relative humidity, wind speed, air temperature and

incoming solar radiation.

3.2.3 Sediment trap data

The total particle flux and its components (particulate organic carbon (POC), particulate

organic nitrogen (PON) and particulate biogenic silica (PSi)) were collected at 180 m depth

using a funnel-shaped automated Kiel sediment trap (type S/MT 234, KUM, Germany)

with 0.5 m2 aperture and a revolver holding twenty-one collecting cups of 400 mm (Krem-

ling et al., 1996). In addition, the C:N ratio and the isotopic composition of organic carbon

and nitrogen were measured. A total of 740 sediment trap samples were collected at in-
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tervals of 7 to 10 days between 15 May 1999 and 14 November 2020 at mooring station

TF271 (57°18.3N, 20°0.46E) in the Gotland Basin. After recovery, the samples were sieved

through a 400-µm gauze to remove large zooplankton organisms. The total particle flux

was measured by filtering the sample onto a pre-weighed 0.45 µm pore size membrane filter,

drying in an oven and weighing. POC, PON and stable carbon and nitrogen isotopes were

determined using an elemental analyzer connected to an isotope ratio mass spectrometer

(Thermo Fisher Scientific, US). The samples were previously filtered on precombusted glass

fiber filters (GF/F, 500℃, 2 h) and dried at 60℃, according to the procedure described by

Nieuwenhuize et al. (1994). Isotope values were given in δ-notation and parts per thousand

(‰) relative to Vienna Pee Dee Belemnite (VPDB) and atmospheric nitrogen for carbon

(δ13C) and nitrogen (δ15N), respectively. The precision of the method was <0.2‰ for both

stable isotope ratios δ13C and δ15N . PSi was analyzed using a photometric method, follow-

ing the procedures described by Bodungen et al. (1991). Moreover, discrete measurements of

surface chlorophyll a concentration (Chla) were downloaded from the SHARKweb database

provided by the SMHI. Chlorophyll a data were used to relate the export production to the

development of phytoplankton blooms. The partial pressure of carbon dioxide (pCO2) was

estimated from in situ observations and provided by the Copernicus Marine Service through

the Global Ocean Surface Carbon product. Monthly pCO2 were used between January 1999

and December 2020 with a spatial resolution of 1° × 1°. A more detailed description of the

data used is given in Publication III (Beltran-Perez et al., 2023).

3.3 Methods applied

In this thesis, different methods were used to analyze the collected data given their charac-

teristics and spatial and temporal constraints.

3.3.1 Environmental window

Phenology describes key stages in the life cycle of species, e.g., seeds germinating, birds mi-

grating or phytoplankton growing. Environmental conditions greatly influence these stages.

Therefore, many species have developed strategies to exploit favorable periods of the year

to grow and reproduce in what is called an optimum environmental window (Cury and Roy,

1989). Some environmental conditions (e.g. low temperature, absence of light and strong

mixing) restrict bloom formation while others (e.g. high temperature, calm weather condi-

tions and light availability) favor it and support the accumulation of cells in the upper layers

of the water column (t1), as it is illustrated in the Fig. 3-2. Cells grow and reproduce as

long as favorable conditions are maintained (from t1 to t2). The bloom reaches its maximum

biomass when the limiting conditions are at their minimum (t2) and declines under unfa-
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vorable environmental conditions such as strong mixing and nutrient depletion, returning to

background levels (t3). Based on these stages of the bloom, its phenology was determined.

A partial least squares regression (PLS) was performed between the phenological dates and

monthly averages of the environmental conditions in the water column and atmosphere to

find out which conditions are related to each stage, i.e., the start of the bloom, its max-

imum abundance and its decline. The environmental conditions were interpolated at the

corresponding phenological dates and normalized to make them comparable. This method

provides explanatory variables and coefficients for the direction in which the dependent vari-

able is affected. The variable importance in projection (VIP) scores was calculated as the

weighted sum of the squared correlations between the PLS components and the dependent

variable, where the variation explained by the PLS components was used as weight (Chong

and Jun, 2005). The VIP was used to select explanatory variables (VIP > 1) avoiding

multi-collinearity. The selected variables were averaged and compared to observations at the

corresponding phenological dates. For more details see Publication I (Beltran-Perez and

Waniek, 2021).

t1 t2 t3

Time

B
io

m
a

s
s

E
n

v
ir
o

n
m

e
n

ta
l 
c
o

n
d

it
io

n
s
 e

ff
e

c
t

Threshold

S
u

p
p

o
rt

in
g

S
u

p
p

re
s
s
in

g

Onset Peak Decline

Fig. 3-2. Theoretical definition of an optimum environmental window based on the re-
lationship between biomass and environmental conditions acting during each stage of the
bloom. Figure adapted from Publication I (Beltran-Perez and Waniek, 2021).
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3.3.2 Model-based approach

A physical-biological model was developed for cyanobacteria, the dominant bloom-forming

species in the Baltic Sea during summer. The model is based on an initial model developed

for diatom blooms in the northeast Atlantic by Waniek (2003). Modifications to the initial

model included the addition of cyanobacteria species, the implementation of new initial

conditions and forcing according to the Baltic Sea, simulation parameters (e.g., time step and

vertical discretization), and physical parameters of the water column (e.g., maximum depth

and attenuation coefficients). Specific biological parameters for diatoms and cyanobacteria

were adjusted according to the values found in the literature for these species. The model

was used to understand the interaction between physical and biological factors affecting

phytoplankton blooms and their development over time, given the limitations of estimating

the temporal variability of phytoplankton from observations alone. On the one hand, the

physical model included a mixed-layer model for the surface layer and a advective-diffusion

model for the thermocline (Waniek, 2003). Therefore, the physical component of the model

is able to estimate the changes in temperature related to mixing, convection, upwelling

and turbulent diffusion in the water column, redistributing the heat vertically in the water

column. Moreover, the model uses realistic forcing and is coupled to the atmosphere through

the heat flux terms. On the other hand, the biological model describes the dynamic of six

state variables: nutrients expressed in terms of nitrogen concentration, two phytoplankton

functional groups (diatoms and cyanobacteria), zooplankton fueled by grazing primarily on

diatoms and detritus divided into two groups based on the sinking speed (Fig. 3-3). Thereby,

the elements and processes included in this coupled physical-biological model provide a

reliable approach to the conditions that influence the formation and development of blooms

in the eastern Baltic Sea. A vertical discretization of 1 m to the bottom and a time step of

1 day were used in the final model configuration, which ran for a period of 30 years (1990-

2019). A detailed description of the physical-biological model, equations and parameters can

be found in Waniek (2003) and Publication II (Beltran-Perez and Waniek, 2022).

3.3.3 Particle flux

The long-term, inter-annual and seasonal variability of the total particle flux and its com-

ponents (POC, PON and PSi), C:N ratio, the isotopic composition of carbon and nitrogen

were estimated as the arithmetic average of values in the same month, year and season,

respectively, over the 22-year study period. The seasonal variability was determined by

clustering the total particle flux and its components according to the pelagic seasons in the

eastern Baltic Sea: spring (1 March to 31 May), summer (1 June to 31 August), autumn

(1 September to 30 November) and winter (1 December to 28 February). In addition, the
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Fig. 3-3. Scheme of the coupled physical-biological model. Figure adapted from Publica-
tion II (Beltran-Perez and Waniek, 2022).

annual cycle of all variables was estimated by monthly means between 1999 and 2020. For

a more detailed description of the sediment trap data and their processing see Publication

III (Beltran-Perez et al., 2023).

3.3.4 Phenology metrics

There are several metrics to define phytoplankton phenology i.e., the time at which the

bloom starts, reaches maximum abundance and declines as well as its length and magnitude

(Ji et al., 2010). The number of in situ observations to estimate the bloom phenology was

limited. Therefore, a Weibull function was used (Publication I, Beltran-Perez and Waniek,

2021). Based on in situ observations and sediment trap data, the onset and decline dates of

the bloom were defined at the 10% quantile and 90% quantile of the time-integrated curve

before and after the maximum abundance, respectively. However, the same criteria were

not used for the model results because the phenology exceeded the period when diatom and

cyanobacteria blooms occur in the Baltic Sea. Instead, the threshold method was used for

the model results (see section 3.3.2). The threshold for cyanobacteria blooms was defined

as an increase in biomass above 22 µg L−1, following the threshold proposed by Wasmund
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(1997). This threshold was also used for diatom blooms, as it coincides with the biomass at

which spring blooms are observed in the Baltic Sea. Thus, the onset of the bloom was defined

as the time when the bloom biomass exceeded the threshold for the first time. The decline

of the bloom was defined as the time when the bloom biomass dropped below the threshold

after reaching its maximum abundance. The phenology of the bloom was calculated year

by year by analyzing changes in phytoplankton biomass between February and May for the

diatom bloom and between June and August for the cyanobacteria bloom. Overall, the

length of the bloom was estimated as the difference between the onset and decline dates of

the bloom.

Furthermore, the non-parametric Mann-Kendall test for monotonic downward or upward

trends (Kendall, 1975) and the non-parametric Sen method for the slope estimate (Sen, 1968)

were applied on the phenological dates identified for diatoms and cyanobacteria to define

the changes over time in the occurrence of both blooms. Statistical tests were considered

significant at p-value less than or equal to 0.05. All calculations and analyses were performed

in MATLAB (version R2018b). For more details on the phenology metrics used and the

analyses performed, see Publication I (Beltran-Perez and Waniek, 2021) and Publication

II (Beltran-Perez and Waniek, 2022).
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4 Results and Discussion

4.1 Environmental window of cyanobacteria blooms

The formation of cyanobacteria blooms in the Baltic Sea is influenced by various factors,

such as water temperature, nutrient availability and incoming solar radiation. All of them

directly or indirectly affect the bloom, but so far it remains unclear which of these factors

affect the development of the bloom to a greater extent. Phytoplankton species have different

needs as the bloom progresses, with an optimum environmental window in which favorable

conditions promote growth and contribute to maintain the bloom until it eventually declines.

Beltran-Perez and Waniek (2021) (Publication I) observed that the conditions that favor

cyanobacteria blooms change depending on the stage of the bloom (Table 4-1). It was found

that the formation of the bloom is influenced by sea surface temperature (14 ℃), air temper-

ature (14 ℃), outgoing long-wave radiation (-68 W m−2), mixed layer depth (26 m), water

column stability expressed as Brunt-Väisälä frequency (-0.02 s−2), phosphate concentration

(0.1 mmol m−3) and wind speed (5 m s−1). The maximum biomass of cyanobacteria is gov-

erned by sensible (-0.3 W m−2) and latent (-0.04 W m−2) heat fluxes, while the decline of

the bloom is driven by incoming solar radiation (211 W m−2), sensible heat flux (-1 W m−2),

latent heat flux (-0.1 W m−2) and phosphate concentration (0.1 mmol m−3). Thus, the early

occurrence or extension of the cyanobacteria bloom depends on the combined effect of these

explanatory variables from the water column and the atmosphere at each stage of the bloom.

The interactions among these explanatory variables define the phenology of cyanobacteria

blooms, accounting in part for their variability over time and space. The results indicated

that the bloom cannot be attributed to one parameter alone, but instead results from the

combined effect of several parameters forming the OEW and their interaction with each

other (Publication I, Beltran-Perez and Waniek, 2021).

Numerous studies have shown that weather conditions play a role in bloom development

(Suikkanen et al., 2010; Wasmund et al., 2011; Kahru et al., 2020). However, most of

these studies only consider incoming solar radiation as forcing, since it provides energy for

photosynthesis and growth of phytoplankton species. Recent findings demonstrated that the

occurrence of phytoplankton blooms is not only influenced by incoming solar radiation, but
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Table 4-1. Environmental conditions driving the development of cyanobacteria blooms
in the eastern Baltic Sea. Table adapted from Publication I (Beltran-Perez and Waniek,
2021).

Variable Stage Mean ± SD∗

Sea surface temperature (°C) Onset 14 ± 1
Air temperature (°C) Onset 14 ± 1
Outgoing long-wave radiation (W m−2) Onset -68 ± 7
Mixed layer depth (m) Onset 26 ± 15
Brunt-Väisälä frequency (s−2) Onset -0.02 ± 0.003
Phosphate (mmol m−3) Onset 0.1 ± 0.05
Wind speed (m s−1) Onset 5 ± 1
Sensible heat flux (W m−2) Peak 41 ± 6
Latent heat flux (W m−2) Peak -3 ± 9
Incoming solar radiation (W m−2) Decline 218 ± 11
Net heat flux (W m−2) Decline 178 ± 22
Sensible heat flux (W m−2) Decline 35 ± 7
Latent heat flux (W m−2) Decline -12 ± 10
Phosphate (mmol m−3) Decline 0.1 ± 0.02
∗ Standard deviation.

also by the net heat flux or some of its components (Gittings et al., 2018; Beltran-Perez

and Waniek, 2021), which can lead to early or late bloom development and to stratification

of the water column. Furthermore, air temperature is often disregarded in studies of this

type, attributing the formation of the bloom solely to changes in sea surface temperature,

but air temperature also plays a role in bloom formation (Publication I, Beltran-Perez

and Waniek, 2021). Therefore, to properly analyze cyanobacteria blooms, it is necessary

to consider several factors, including the heat exchange between the water surface and the

atmosphere and the properties of the water column, as well as the interplay between them.

The timing, duration and intensity of blooms are strongly influenced by the life cycle and

environmental preferences of phytoplankton species, leading to significant variation in results

between phenological studies among species and regions, as demonstrated by Groetsch et al.

(2016) and Scharfe and Wiltshire (2019) analyzing spring blooms in the Baltic Sea and the

North Sea. When different species are combined into a pooled variable, trends and shifts in

the timing of the bloom may be masked, affecting the results. Despite international efforts

over many years, the study of individual species is still challenging due to technical, financial,

and practical constraints, which limit the number of samples that can be collected over time.

Moreover, the time at which the bloom starts, reaches maximum abundance and declines

is unpredictable, as there is no guarantee that the samples collected will contain sufficient
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information to track the evolution of the bloom. Model-based approaches are being used

more often to increase our understanding derived from observations alone, providing a more

detailed view of the development of phytoplankton blooms over time and the mechanisms

that influence their formation.

4.2 Cyanobacteria blooms and their response to

environmental changes

Over the last decades, the spring and summer blooms in the eastern Baltic Sea have shown

a strong temporal variability. Although their variability has been studied previously (Was-

mund and Uhlig, 2003; Janssen et al., 2004; Wasmund et al., 2011), the phenology and

response of these phytoplankton blooms to changing environmental conditions are still un-

clear, as pointed out by Kahru and Elmgren (2014); Groetsch et al. (2016); Kahru et al.

(2016); Beltran-Perez and Waniek (2021). In particular, changes in sea surface tempera-

ture, wind, and net heat flux affect the occurrence of spring and summer blooms differently.

Anomalies of SST, wind and net heat flux during each bloom period were calculated to better

understand changes in the occurrence of summer blooms and their relationship to stratifi-

cation and mixing in the water column (Publication II, Beltran-Perez and Waniek, 2022),

as the mixing in the water column is associated with changes in density (through buoyancy

forcing by the net heat flux) and therefore in the mixed layer depth. The years with the

most positive and negative anomalies (see Fig. S3 in Publication II, Beltran-Perez and

Waniek, 2022) during the development of the bloom were selected for the analysis and are

shown in the Fig. 4-1.

Surface water temperature has risen steadily over the past 100 years. The temperature

of the Baltic Sea is rising faster than that of other marginal seas and the global ocean,

with areas increasing at a rate of 0.59°C per decade (HELCOM/Baltic Earth, 2021, and

references therein). Therefore, an increase in water stratification is expected, resulting in

favorable conditions for the summer bloom to occur (Kanoshina et al., 2003; Paerl and

Huisman, 2009). Based on the results of the calibrated and validated model, Beltran-Perez

and Waniek (2022) found significant differences in cyanobacteria biomass induced by positive

and negative sea surface temperature (SST) anomalies. Cyanobacteria blooms developed

higher biomass during warmer periods than during colder periods. However, it was observed

that the length of the cyanobacteria bloom was associated with a positive net heat flux (i.e.

with a higher heat gain) rather than higher temperature (Fig. 4-1). Strong heat gain during

summertime, such as in 1997, 2002, and 2006, resulted in an extended bloom, whereas lower

heat gain, such as in 1993, 1998, and 2000, resulted in a shorter bloom. A positive net heat

22



Results and Discussion

Jan Apr Jul Oct Jan
0

10

20

S
S

T
 [

°C
]

0

200

400

600

800

B
io

m
a

s
s
 [

µ
g

/L
]

2002

Jan Apr Jul Oct Jan
0

10

20

S
S

T
 [

°C
]

0

200

400

600

800

B
io

m
a

s
s
 [

µ
g

/L
]

1996

Jan Apr Jul Oct Jan
4

6

8

10

12

14

W
in

d
 [

m
s

-1
]

0

200

400

600

800

B
io

m
a

s
s
 [

µ
g

/L
]

1998

Jan Apr Jul Oct Jan
4

6

8

10

12

14

W
in

d
 [

m
s

-1
]

0

200

400

600

800

B
io

m
a

s
s
 [

µ
g

/L
]

2018

Jan Apr Jul Oct Jan
-400

-200

0

200

400

Q
n

e
t 

[W
m

-2
]

0

200

400

600

800

B
io

m
a

s
s
 [

µ
g

/L
]

1997

Jan Apr Jul Oct Jan
-400

-200

0

200

400
Q

n
e

t 
[W

m
-2

]

0

200

400

600

800

B
io

m
a

s
s
 [

µ
g

/L
]

1998

A B

C D

E F

Fig. 4-1. Influence of SST (A-B), wind (C-D) and net heat flux (E-F) on cyanobacteria
biomass (between June and August) in the Gotland Basin. At the top of each plot is shown
the year with the highest positive anomalies (left panel) and negative anomalies (right panel)
for each variable. The blue line corresponds to the variable (left axes) and the red line to
biomass (right axes) of diatoms (dashed line) and cyanobacteria (solid line). The diatom
bloom is included only to illustrate its inter-annual cycle. Figure adapted from Publication
II (Beltran-Perez and Waniek, 2022).

flux also led to a bloom with higher abundance and maximum. The energy gain by the

water column intensifies stratification and contributes significantly to the increase in bloom

abundance, as a shallow mixed layer receives sufficient light for cell division and growth

(critical depth hypothesis) (Sverdrup, 1953). Calm wind conditions are also favorable for

the development of cyanobacteria blooms (Margalef, 1978), resulting in longer blooms. The

highest cyanobacteria abundance coincides with calm wind conditions (Fig. 4-1), but there

was no statistically significant difference found between the occurrence of the bloom and

calm wind conditions (p-value > 0.05). These results are supported by Beltran-Perez and

Waniek (2021), who showed that the phenology of cyanobacteria blooms is explained by the

energy exchange between the atmosphere and the ocean. The role of energy exchange at
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the ocean-atmosphere interface in the context of phenology studies has been highlighted in

only few studies (Gittings et al., 2018; Beltran-Perez and Waniek, 2021). Thus, these results

provide a first approach to the temporal variability and phenology of cyanobacteria blooms

considering the interaction between the atmosphere and the water column in the eastern

Baltic Sea, giving substantial information on the changes to which the bloom is exposed in

a continuously changing environment.

4.3 Export production linked to cyanobacteria blooms

Based on sediment trap data from the Gotland Basin, the total particle flux and its compo-

nents have shown large variability on the long-term and inter-annual time scales, with periods

of exceptionally high particle flux in 2003, 2012 and 2015 (Publication III, Beltran-Perez

et al., 2023). There are some indications that Major Baltic Inflows (MBIs) may have in-

fluenced the increase in total particle flux during these periods, but a detailed analysis of

the effects of MBIs in the entire water column after their occurrence is beyond the scope of

this thesis. The seasonal and annual cycle of particle flux in the Gotland Basin is strongly

influenced by primary production in the surface layer, as reflected in studies by Leipe et al.

(2008) and Schneider et al. (2017). The POC component of the flux has been found to

consist mainly of recently produced biogenic material, according to Wasmund et al. (1998)

and Cisternas-Novoa et al. (2019). As a result, the high POC component of the total par-

ticle flux observed in spring, summer, and autumn is related to near surface production,

with diatoms dominating the export production in spring and autumn, and cyanobacteria

in summer (Schneider et al., 2017; Beltran-Perez et al., 2023).

Monthly means over the period 1999 to 2020 were calculated and grouped by season to

identify the seasonal variation in the total particle flux and its components (see Table 4-2).

Seasons were divided into spring (March–May), summer (June–August), autumn (Septem-

ber–November) and winter (December–February), according to the pelagic seasons observed

in the eastern Baltic Sea. The contribution of each parameter by season was determined as

a percentage of its total signal over all seasons. Beltran-Perez et al. (2023) showed that the

highest contribution to the total particle flux occurred in summer with about one third (31%)

of the sinking material, followed by winter (27%), spring (24%), and autumn (19%) (Table

4-2). The total particle flux by season ranged from 118 to 193 mg m−2 day−1. The seasonal

patterns of POC and PON mirrored each other, with higher values in summer and autumn

than in winter and spring. The seasonal POC and PON components of the total particle

flux were highest during summer. This indicates the contribution of cyanobacteria blooms

to the sinking material. In contrast, the maximum and minimum seasonal PSi component

of the particle flux and C:N ratio occurred in winter (December, January, and February)
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and summer (June, July, and August), respectively. The seasonal contributions of POC and

PON to the total particle flux showed the opposite pattern to the seasonal PSi component

of the flux and the C:N ratio, indicating the species succession from silica-rich species such

as diatoms to species able to fix nitrogen from the atmosphere such as cyanobacteria in

the Gotland Basin. The seasonal mean of δ13C varied slightly between seasons (-26‰ to

-25‰), whereas the seasonal mean of δ15N reached higher values in spring (4.5‰) and lower

in autumn (3.2‰).

Table 4-2. Seasonal means of total particle flux, POC, PON, PSi, C:N, δ13C and δ15N from
sediment traps moored at 180 m depth in the Gotland Basin between 1999 and 2020. The
seasons were divided into spring (March-May), summer (June-August), autumn (September-
November) and winter (December-February). Values in parentheses correspond to the per-
centage of the variable with respect to its total value over all seasons. Table adapted from
Publication III (Beltran-Perez et al., 2023).

Variable Winter Spring Summer Autumn Total
Total particle flux
[mg m−2 day−1]

169.2 (26.8) 150.4 (23.8) 193.1 (30.6) 118.1 (18.7) 630.8

POC [mg m−2 day−1] 15.9 (17.7) 19.8 (22.1) 29.6 (33.0) 24.4 (27.2) 89.7
PON [mg m−2 day−1] 2.2 (19.5) 2.2 (19.5) 3.5 (31.0) 3.4 (30.1) 11.3
PSi [mg m−2 day−1] 11.0 (33.7) 8.8 (27.0) 6.1 (18.7) 6.7 (20.6) 32.6
C:N 9.5 (27.1) 8.9 (25.4) 8.0 (22.9) 8.6 (24.6) 35.0
δ13C [‰] -26.1 (25.6) -26.0 (25.5) -25.1 (24.6) -24.9 (24.4) -102.1
δ15N [‰] 4.2 (27.6) 4.5 (29.6) 3.3 (21.7) 3.2 (21.1) 15.2

The annual cycle of the total particle flux showed high values in April, July and November,

reaching up to 97 mg m−2 day−1 in the Gotland Basin (Fig. 4-2A). There was a low particle

flux with high variability from December to March. The annual cycle of the POC component

of the flux reached maximum values in November (25 mg m−2 day−1), followed by April and

July with values of 16 and 9 mg m−2 day−1, respectively (Fig. 4-2B). The minimum POC

in the flux was mostly observed between January and March (around 3 mg m−2 day−1).

Maximum PON values occurred in April, July and November with large variability observed

throughout the year (Fig. 4-2C). Thus, the POC and PON components of the flux reached

maximum values during the same months than the total particle flux. The PSi in the flux

had maximum values in April (4 mg m−2 day−1) and November (6 mg m−2 day−1) (Fig. 4-

2D) with low values and variability in the remaining months, especially between June and

September and minimum PSi values in July. The C:N ratio fluctuated between 7 and 9

with the highest C:N ratios between November and February and the lowest in July, August

and September (Fig. 4-2E). The changes in the annual cycle of the total particle flux and

POC indicated the contribution of phytoplankton blooms to the sinking material in the
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Gotland Basin, while PON, PSi and C:N ratio reflected the species succession from diatoms

to cyanobacteria and vice versa (as in autumn), with the corresponding effects on the nutrient

pool (Publication III, Beltran-Perez et al., 2023).
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Fig. 4-2. Annual cycle based on monthly means between 1999 and 2020 of A) total parti-
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Figure adapted from Publication III (Beltran-Perez et al., 2023).
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The annual cycle of chlorophyll a, as a proxy for primary production, exhibited a consistent

pattern with that of the particle flux and its components (Fig. 4-2F). Maximum chlorophyll

a concentrations were observed in April (6 µg L−1) and July (4 µg L−1), which corresponded

to the occurrence of spring and summer blooms and high particle flux in the Gotland Basin

(Wasmund, 1997; Walve and Larsson, 2010; Kahru et al., 2016). The slow decrease in

chlorophyll a concentration after the summer bloom may be linked to the autumn bloom

(Wasmund and Uhlig, 2003), as indicated by the increase in total particle flux, POC, PON,

and PSi in November. The chlorophyll a concentrations were low and had little variability

between December and February, likely due to light limitations and deep mixing during these

months. The total particle flux during the spring and autumn blooms was enriched in PSi,

indicating the presence of diatoms in the sinking material (Publication III, Beltran-Perez

et al., 2023). This observation was supported by moderate chlorophyll a concentrations and

high POC and PSi in April and November (Fig. 4-2), as well as by microscopic analyses

(Schneider et al., 2017).

4.4 The future of cyanobacteria blooms in the eastern

Baltic Sea

The phenology of the cyanobacteria bloom is summarized in the Fig. 4-3. The phenology

was derived from observations (Publication I, Beltran-Perez and Waniek, 2021), model re-

sults (Publication II, Beltran-Perez and Waniek, 2022) and the particulate organic carbon

(POC) component of the total particle flux from sediment trap samples (Publication III,

Beltran-Perez et al., 2023). Overall, the onset and maximum abundance of the cyanobacteria

bloom occurred at similar times across all three data sets, with an average onset between

days 157 and 172 and maximum concentrations between days 189 and 193. The decline of

the bloom considering observations, model results and sediment trap data was on day 209,

236 and 226, respectively. The bloom length derived from the in situ observations and the

sediment trap data was similar, resulting in a duration of 39 and 44 days, respectively, but

it extended up to 80 days using model results. Notably, there were larger differences in

the phenology determined with the three data sets, mostly at the end of the bloom, which

affected its length as seen with the model results (Fig. 4-3).

The differences observed in the approaches for estimating phenology may be due to several

reasons. For instance, in the case of observations, the grouping of three different species of

cyanobacteria (Nodularia spumigena, Aphanizomenon sp. and Dolichospermum spp.) into

a single one due to the lack of information to analyze each species separately may have

caused discrepancies. Similarly, the implemented model account for the exchange of matter
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Fig. 4-3. Phenology of cyanobacteria blooms in the eastern Baltic Sea using a) observations
(1990-2017) Publication I (Beltran-Perez and Waniek, 2021), b) model results (1990-2019)
Publication II (Beltran-Perez and Waniek, 2022) and c) the particulate organic carbon
component of the total particle flux (1999-2020) Publication III (Beltran-Perez et al.,
2023). In each box, the central red line indicates the median. The bottom and top edges in
each box indicate the 25th and 75th percentiles, respectively. The whiskers extend to the
most extreme data points; outlier observations are marked individually using the ’+’.

and energy through the water column, but not with the surroundings. In addition, the

coupled model does not include other plankton species besides diatoms and cyanobacteria

that may also appear throughout the year (e.g. dinoflagellates) in the Gotland Basin. These

simplifications may have led to over- or underestimation of the simulated variables and

contributed to the model error, which could also explain the differences to the observations

and the sediment trap data. Overall, the temporal resolution and length of the data, as well

as the definition of the threshold used to identify the onset and decline of the bloom strongly

influence the results. There are different methods to define the bloom based on a threshold

or the bloom distribution (Ji et al., 2010). However, no consensus on which method is more

appropriate or a universal threshold applicable for each bloom-forming species exist, making

comparisons between phenological studies challenging. A trend analysis may be an option for

comparison with other studies, as the data are expected to reflect the same trend regardless

of the threshold used, making it a more robust method.
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The timing and duration of the cyanobacteria bloom exhibit significant temporal changes

(p-value < 0.05) with both modeling results and sediment trap data (Fig. 4-4). According

to the modeling results, summer blooms started 9 days earlier moving from day 161 in 1990

(10 June) to day 152 in 2019 (1 June) in the Gotland Basin. The length of the bloom also

increased from 72 to 87 days, lasting 15 days longer in 2019 than in 1990. Similarly, the

onset of cyanobacteria blooms was found to occur 30 days earlier, starting on day 166 in

2020 (14 June) instead of day 196 in 1999 (15 July) analyzing the particulate organic carbon

component of the total particle flux over a 22-year period. The bloom length increased from

18 days in 1999 to 60 days in 2020. The modeling results indicate that summer blooms

occur on average 0.3 days earlier and last 0.5 days longer per year. Sediment trap data

shows a more pronounced trend, with blooms starting 1.4 days earlier and lasting 1.9 days

longer per year. The days on which the cyanobacteria bloom reaches maximum abundance

or declines did not show any significant temporal change based on modeling results and

sediment trap data. In contrast to the temporal changes in the occurrence of the bloom

previously indicated, in situ observations of the cyanobacteria bloom between 1990 and 2017

showed no significant changes. The limited frequency of observations in time and space

may mask the presence of a trend or shifts in the timing of the bloom. In addition, in

situ observations of phytoplankton biomass are usually integrated over the water column,

which may lead to differences in the estimated biomass and phenology when compared to

other studies even during similar periods of time and locations. These findings underscore

the importance of using multiple data sources and robust analysis to accurately assess the

inter-annual variability of cyanobacteria blooms and their phenology.

The results of this thesis are consistent with previous studies indicating that cyanobacteria

blooms are starting earlier and lasting longer, regardless of how bloom phenology is defined.

Kahru and Elmgren (2014) reported a progressive earlier accumulation of cyanobacteria in

summer by about 0.6 days per year over a 35-year period in the Baltic Sea. Kahru et al.

(2016) also found trends towards an earlier start of spring and summer blooms in the central

Baltic Sea. However, Wasmund and Uhlig (2003) found no evidence that cyanobacteria

blooms increased during the period 1979-1999, even a decreasing trend was observed in some

basins of the Baltic Sea. Therefore, the future of cyanobacteria blooms remains uncertain in

the Baltic Sea, as no consensus has been reached on whether they will increase or decrease

(Wasmund and Uhlig, 2003; Kahru and Elmgren, 2014; Kahru et al., 2016; Meier et al.,

2019). This uncertainty stems from the complex factors involved in the development of

cyanobacteria blooms, the natural variability of the species itself, its interaction with grazers,

and the physical, chemical and biological processes occurring at small scales and across scales.

Changes in the phenology of summer blooms and their relationship to global warming suggest
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Fig. 4-4. Temporal change in the phenology of cyanobacteria blooms based on A) modeling
results between 1990 and 2019 and B) sediment trap samples collected at 180 m depth in
the Gotland Basin between 1999 and 2020. The circles connected with a black solid line
represent the onset dates or the length of the bloom, see legend on the figure. The slope of
the curves was estimated using the Mann-Kendall test with the non-parametric Sen method
using 95% significance level.

that cyanobacteria blooms will continue to be a major concern for the Baltic Sea. Cyanobac-

teria blooms can accelerate eutrophication and oxygen depletion in the water (Larsson et al.,

1985; Wasmund, 1997; Janssen et al., 2004). They can have significant impacts on fisheries

and recreational use of coastal waters due to the production of toxins (Paerl and Huisman,

2009; Neil et al., 2012). Changes in the food web are also expected as the efficiency of

energy transfer to higher trophic levels may be reduced due to the timing of food avail-

ability (match-mismatch hypothesis) (Smith and Hollibaugh, 1993; Winder and Schindler,

2004) and the poor quality of cyanobacteria as a food source for grazers (depending on the

availability of other sources of food and the type of zooplankton and cyanobacteria species)
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(Meyer-Harms et al., 1999; Ger et al., 2016; Munkes et al., 2020). A shift in the phyto-

plankton community may also affect the survival of zooplankton and fish, as larval spawning

continues to match the original timing of the bloom prior to changes (Cole, 2014; Gittings

et al., 2018). Therefore, changes in the phenology of phytoplankton blooms combined with

current environmental changes may lead to potential negative impacts on the whole Baltic

Sea ecosystem.

4.5 Global trends

Trends for phytoplankton blooms are difficult to resolve for the entire Baltic Sea or globally,

owing to inconsistent sampling efforts and the diversity of the eco-environmental or socio-

economic effects. Satellites have become an alternative to continuously monitor the ocean

surface, enabling the detection of blooms in many regions (Dai et al., 2023). By analyz-

ing chlorophyll a concentration from multiple satellites (MERIS, MODIS-AQUA, SeaWiFS,

NPP-VIIRS and OLCI-A) merged at 1 km resolution, the chlorophyll a concentration in the

Baltic Sea showed a positive trend with a slope of 0.67±0.46% per year between 1997 and

2021 (Fig. 4-5).
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Fig. 4-5. Chlorophyll a concentration derived from satellite data. Monthly regional mean
values are calculated by performing the average of 2D monthly mean (weighted by pixel area)
over the Baltic Sea. The seasonal cycle is obtained by applying the X-11 seasonal adjustment
methodology on the original time series, as described by Colella et al. (2016). The trend line
was estimated using the Mann-Kendall test with the non-parametric Sen method. The data
used were downloaded from the Baltic Sea Biogeochemistry Reanalysis data set provided by
the Copernicus Marine Service.
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Coastal waters are undergoing continuous changes through warming, acidification, and de-

oxygenation that are likely to intensify in the future. Phytoplankton blooms have also shown

changes in coastal waters. Dai et al. (2023) studied global marine coastal algal blooms

between 2003 and 2020 using global satellite observations from the Moderate Resolution

Imaging Spectroradiometer (MODIS) onboard NASA’s Aqua satellite. The data set was

derived using global, 1 km spatial resolution daily observations. Indeed, similar to the trend

observed in the Baltic Sea, Dai et al. (2023) found a positive trend in coastal bloom events

worldwide, increasing at a rate of 2.2% per year (Fig. 4-6).
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Fig. 4-6. Development of global coastal phytoplankton blooms between 2003 and 2020
using satellite observations from MODIS. The number of bloom counts within a year for
each location was enumerated, and the long-term annual mean values were then estimated.
Figure adapted from Dai et al. (2023).

Satellite data provide finer spatial and temporal resolution than in situ observations, but

they are subject to other limitations. On one side, satellite data are affected by clouds,

which interfere with the measurements as well as there are also restrictions when merging

and processing data from different sensors/satellites. On the other side, satellites can only

detect phytoplankton blooms when strong surface aggregations are formed. These usually

occur at an advanced stage of the bloom and are directly related to cyanobacteria species

such as Nodularia spumigena, the only bloom-forming species that forms dense surface accu-

mulations in summer in the Baltic Sea (Kahru et al., 2020), Fig. 4-7. Nodularia spumigena

is a co-dominant cyanobacteria species in the Baltic Sea, the other co-dominant species,

Aphanizomenon sp. and Dolichospermum spp., although both are present during the bloom,

these species are typically found at the subsurface and are therefore not specifically detected

by satellites (Kahru and Elmgren, 2014; Eigemann et al., 2018; Kahru et al., 2020).
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Fig. 4-7. Cyanobacteria bloom in August 2018 during the monitoring cruise EMB190 in
the Gotland Basin, Baltic Sea. The pictures were taken by J. Waniek (IOW), personal
communication.

Harmful algal bloom (HAB) events have been recorded globally since 1985 in the Harmful

Algae Event Database (HAEDAT, http://haedat.iode.org) of the UNESCO Intergovern-

mental Oceanographic Commission. The HAEDAT records for each HAB event the pe-

riod (ranging from days to months) and geolocation. Hallegraeff et al. (2021b) through a

meta-analysis showed increases in algal blooms events in different global regions (Fig. 4-8).

Specifically, eight of the nine regions showed increasing trends (East Coast America (ECA),

Central America/Caribbean (CCA), South America (SAM), West Coast America (WCA),

Australia/New Zealand (ANZ), South East Asia (SEA), Mediterranean (MED) and Europe

(EUR)), except for North East Asia (NAS) with a decreasing trend. Six of these trends

showed statistically significant changes (ECA, CCA, WCA, SEA, MED, EUR). However,

on a global scale no trend was found. The contrasting trends in individual regions were

driven likely by differences in bloom species, type of HAB and impacts (seafood toxins, mass

mortalities, high phytoplankton count, mucus). Effects of environmental changes will vary

from species to species, as climate change alters different ocean regions at different rates

and time scales. Therefore, differences in phytoplankton blooms among apparently similar

sites remain in most cases unexplained, which calls for ecological studies addressed on a

species-by-species and site-by-site basis (Hallegraeff et al., 2021b).

Overall, it appears that the combination of both in situ observations and satellite data

provides a more comprehensive understanding of phytoplankton blooms. Thus, efforts to

monitor phytoplankton blooms regardless of the technique should continue to increase our

understanding of these events, their changes over time and potential impacts on marine

ecosystems.
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Fig. 4-8. Change in the number of algal blooms events between 1985 and 2018 in 9 global
regions: East Coast America (ECA), Central America/Caribbean (CCA), South America
(SAM), West Coast America (WCA), Australia/New Zealand (ANZ), South East Asia (SEA)
and North East Asia (NAS), Mediterranean (MED) and Europe (EUR). The number of
events is indicated by the blue line and the trend by the red line in each panel. Figure
adapted from Hallegraeff et al. (2021b).

4.6 Phytoplankton blooms: Insights and challenges in a

changing climate

Over the last decades, there has been growing concern about the impact of climate change

on the entire ecosystem (Gruber, 2011). Temperatures are expected to rise to harmful levels

causing physiological stress to marine organisms (Pörtner and Farrell, 2008). The dissolved

oxygen in the ocean and coastal areas has decreased since the mid-twentieth century, as

warmer waters contain less dissolved oxygen (Breitburg et al., 2018). Ocean acidification al-

ters the pH and saturation state of calcium carbonate in the ocean, affecting the growth and
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survival of both calcifying and non-calcifying organisms (Gobler and Baumann, 2016). In

addition, external factors such as precipitation affect runoff intensity and the residence time

of water, nutrient loading, salinity and the content of dissolved organic matter (DOM) and

trace metals (Gledhiir and Buck, 2012; Creed et al., 2018). Internal loading of phosphorus

along with decreasing N:P ratios may favor diazotrophic species such as cyanobacteria over

other phytoplankton species e.g. in the Baltic Sea (Vahtera et al., 2007), shifting the phy-

toplankton community from eukaryotic (especially diatom) to cyanobacteria species (Paerl

and Otten, 2013). Harmful species appear to benefit more than other species from increas-

ing CO2 levels, with growth rates steadily increasing as CO2 increases (Brandenburg et al.,

2019). Despite extensive research on these topics, it is still unclear to what extent climate

change is exacerbating HABs.

There is a scientific consensus that harmful algal bloom impacts on public health, recre-

ation, tourism, fishery and aquaculture have intensified in recent decades (Gobler, 2020).

The observed trends in harmful algal blooms are driven partly by ocean warming, marine

heatwaves, oxygen loss, eutrophication and pollution (IPCC, 2019). However, individual

events are influenced by local, regional, and global forcing. The expansion of HABs induced

by warming is the strongest signal to date of climate-related effects on phytoplankton blooms

(IPCC, 2019). Several studies have shown that the maximum growth temperatures for many

cyanobacteria species are higher than those for non-harmful eukaryotic species (Paerl and

Huisman, 2009; Paerl and Otten, 2013). Warming has been linked to the intensification

of HABs in several mid- and high-latitude regions, where a poleward migration of HABs

has also been observed (Hallegraeff, 2010; Gobler et al., 2017; Griffith et al., 2019). The

emergence of harmful species in new ecosystems may pose a risk to local species and nearby

populations (Colin and Dam, 2002), as HABs may release toxins with negative effects in

several sectors including food security, tourism, economy and human health (Gobler, 2020).
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This thesis contributes to the better understanding of phytoplankton blooms and their phe-

nology in the Baltic Sea, highlighting the importance of considering different data sources

and approaches when studying this complex events. While there are still many unresolved

questions about phytoplankton blooms, the results provide insights that can guide future

research. The first part of this thesis aimed to define the factors that trigger the develop-

ment of cyanobacteria blooms in the eastern Baltic Sea (Publication I, Beltran-Perez and

Waniek, 2021). Based on in situ observations, Beltran-Perez and Waniek (2021) defined

the environmental window for the occurrence of cyanobacteria blooms. They respond to the

combined effect of both oceanic and atmospheric variables at each development stage (onset,

maximum abundance and decline), leading to a high degree of variability, both in time and

space between the cyanobacteria blooms.

The frequency of in situ observations is not sufficient for a detailed analysis of the inter-annual

variability of phytoplankton blooms, therefore in the second part of this thesis a model was

developed and used to identify trends in the occurrence of spring and summer blooms in

the eastern Baltic Sea (Publication II, Beltran-Perez and Waniek, 2022). Beltran-Perez

and Waniek (2022) developed a one-dimensional, coupled physical-biological model based on

equations governing the formation of the bloom and the interaction ocean-atmosphere driven

by realistic forcing. The model reproduced the development and response of the bloom to

changing environmental conditions with reliable results, providing a solid basis for testing

phytoplankton bloom hypothesis. Overall, cyanobacteria are more sensitive to environmental

changes than diatoms. Therefore, cyanobacteria blooms are expected to respond faster to

changing environmental conditions in the Baltic Sea. It is not clear whether warming will

lead to more frequent, intense and long cyanobacteria blooms in the future, but the results

so far indicate that this is the most likely outcome.

Sinking particles provide the major connection between the surface and the deep water

column. Therefore, the contribution of phytoplankton blooms to the total particle flux

provides insight into the processes occurring in the water column (Publication III, Beltran-

Perez et al., 2023). Despite the high temporal variability of the total particle flux and its

components, three distinct periods over the year were identified and associated with surface
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primary production in the Gotland Basin, eastern Baltic Sea. Diatoms blooms were the

source of sinking material in spring and autumn. The large particle flux in summer was

driven by the growth of nitrogen fixing cyanobacteria, mainly of the species Aphanizomenon

and Nodularia. The winter season was characterized by low primary production due to light

limitations and deep mixing.

The Baltic Sea is one of the most intensively monitored seas in the world. However, its

observations are not sufficient to determine in detail phytoplankton phenology. Coupling

of several sources of data on species-specific life cycles and succession to environment con-

ditions (e.g. nutrient ratios, light, temperature), other organisms (e.g. prey, predators,

competitors), and process-based models is necessary to explain the timing and intensity of

phytoplankton blooms in the Baltic Sea, and most likely in other environments as well. It

is worth considering not only how climate leads to local stresses that favor phytoplankton

blooms, but also how to distinguish local human influences from those driven by the climate.

Significant progress has been made in understanding phytoplankton blooms, however, there

are still several unanswered questions regarding their development and their impacts on

human health, fisheries, and aquaculture that warrant exploration. While certain factors

such as nutrient availability and light play a role in the formation of the bloom, the precise

mechanisms in different regions and under varying environmental conditions are not fully

understood. Understanding the competitive dynamics, interactions, and symbiotic relation-

ships among various phytoplankton species within a bloom can provide insights into the

overall bloom structure, species succession, and potential impacts on ecosystem functioning.

Considerable attention has been given to the formation and maximum abundance stages of

the bloom, but the ecological consequences and the fate of bloom-forming species after the

decline of the bloom are still unclear. Therefore, exploring the impacts on nutrient cycling,

carbon export, and microbial dynamics during the post-bloom phase can provide valuable

insights into ecosystem responses and the entire carbon cycle.

Certain species within phytoplankton blooms can produce harmful toxins that accumulate

in seafood and pose risks to human health. However, the specific factors influencing toxin

production and the mechanisms by which they affect human health are still areas of active

research. Furthermore, determining how phytoplankton blooms influence the abundance,

distribution, and composition of fish populations and the potential impacts on aquaculture

operations (e.g., fish health, feed availability), is crucial for sustainable fisheries management

and aquaculture practices.

Future HABs will become more common in an anthropogenically-altered ocean and, there-

fore, their occurrence and impacts may differ from what we observe today. Although the
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relationship between nutrients and phytoplankton is known, better quantification and link-

age to their expansion are needed. In addition to nutrients, micronutrients (e.g. iron, zinc),

trace metal, temperature, light regimes and heat exchange with the atmosphere have to be

coupled to explain the dynamics of phytoplankton blooms. The spatio-temporal scales of

interaction between forcing and phytoplankton blooms are also not well understood, most

likely because of their natural variability. In the coming years, efforts may be directed to-

wards more long-term monitoring programs including traditional sampling coupled to mod-

ern instruments (e.g. buoys, floats, gliders) and remote sensing, laboratory and field assays,

molecular techniques (genomics, transcriptomics, proteomics, metabolomics) and modeling

approaches to gain a better understanding of phytoplankton and HABs and their anthro-

pogenic and natural forcing. Studies of the life cycle of bloom-forming species, predators

(e.g. large zooplankton species, zebra mussels), viral and fungi interactions are needed as

well. By gaining a more comprehensive understanding of phytoplankton blooms and their

implications for human health, fisheries, aquaculture, and in general for the whole ecosystem,

it may be possible the implementation of effective management strategies to mitigate risks

and promote the sustainable use of the ocean.
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A B S T R A C T
Summer cyanobacteria blooms regularly occur in the Baltic Sea. The phenology of the bloom, however, ismostly unknown. Data of total biomass of the bloom-forming species Nodularia spumigena, Aphanizomenon sp.and Dolichospermum spp., water column variables, nutrients and weather conditions were used to study anddefine the phenology and optimum environmental window for the occurrence of cyanobacteria blooms inthe Gotland Basin during the period 1990–2017. The intra-annual variability of cyanobacteria biomass wasmodeled using a Weibull function and a partial least squares regression was used to define the variables thatexplain the timing of the onset, peak and decline stages of the bloom. On average blooms lasted 41± 16 days,starting in mid-June, reaching the maximum of observed biomass by mid-July and ending by the end of Julywith a total biomass in the three stages of 79, 353 and 161 μgL−1, respectively. The timing of the onset of thebloom was driven by sea surface temperature (14 ◦C), air temperature (14 ◦C), outgoing long-wave radiation(−68 Wm−2), mixed layer depth (26 m), water column stability expressed as Brunt–Väisälä frequency (−0.02
s−2), phosphate concentration (0.1 mmolm−3) and wind speed (5 ms−1). The time of maximum cyanobacteriabiomass occurrence was controlled by sensible (41 Wm−2) and latent (−3 Wm−2) heat flux. The timing of thedecline of the bloom was driven by incoming solar radiation (218 Wm−2), net heat flux (178 Wm−2), sensibleheat flux (35 Wm−2), latent heat flux (−12 Wm−2) and phosphate concentration (0.1 mmolm−3). If the bloomoccurs early or lasts longer depends on the overall effect that these explanatory variables have on each stageof the bloom. The results show that the phenology of the bloom depends in part on the heat exchange thattakes place between the water surface and the overlying atmosphere, however, heat flux components arerarely included in bloom-related studies. The results also show that the Weibull function and the optimumenvironmental window can be used as an approach to define the phenology of a bloom and the environmentalconditions that favor it.

1. Introduction
Cyanobacteria are naturally present and not inherently problematicin aquatic systems (Bianchi et al., 2000; Whitton and Potts, 2000).They provide ecosystem services, particularly as biogeochemical me-diators of nitrogen and phosphorus (Codd et al., 2005). In general,the rapid increase of phytoplankton biomass and accumulation in thewater column is known as a bloom. Cyanobacteria are special in thatthey form dense, visible blooms at the surface (Wasmund, 1997).Studies of pigments in Baltic Sea sediments indicate that blooms offilamentous cyanobacteria are as ancient as the present brackish waterphase of the Baltic Sea (Bianchi et al., 2000). These studies havealso shown an increase in intensity of cyanobacteria blooms in theBaltic Sea since the 1960s (Poutanen and Nikkilä, 2001), coincidingwith increasing eutrophication (Finni et al., 2001) and warmer climateconditions (Kahru et al., 1994; Kanoshina et al., 2003; Stal et al., 2003;Lips and Lips, 2008). The most abundant cyanobacteria species are the

∗ Corresponding author.E-mail address: oscar.beltran@io-warnemuende.de (O.D. Beltran-Perez).

heterocystous species Nodularia spumigena, Aphanizomenon sp. and thespecies Dolichospermum spp. formerly known as Anabaena (Wasmund,1997; Lips and Lips, 2008).Cyanobacteria blooms give rise to environmental concern due totheir ability to fix molecular nitrogen from the atmosphere acceleratingeutrophication and oxygen depletion in deep waters (Larsson et al.,1985; Wasmund, 1997; Janssen et al., 2004). Dense cyanobacteriablooms also increase the turbidity of water suppressing the estab-lishment and growth of aquatic macrophytes and seagrass beds (Hallet al., 1999) and thereby disrupting food web and ecosystem dynamicsfor many invertebrates and fish species (Havens, 2008; Moore et al.,2008). As many cyanobacteria species may produce toxins (includinghepatotoxins, neurotoxins, cytotoxins and dermatoxins), cyanobacteriablooms are a major threat to fishing and recreational use of coastalwaters (Paerl and Huisman, 2009; Neil et al., 2012).
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Fig. 1. Location of the phytoplankton monitoring stations in the study region.
An increase in the extent and intensity of cyanobacteria blooms dur-ing the last few decades was generally linked to eutrophication (Paerl,1988; Chorus and Bartram, 1999; Janssen et al., 2004; Rönnbergand Bonsdorff, 2004; Hudnell and Dortch, 2008). However, nowadaysblooms of filamentous cyanobacteria are expected to be influencedby climate change, reaching higher intensities and lengths as a resultof increased sea surface temperature (BACC, 2008; HELCOM, 2013).Projections for the Baltic Sea future show an accelerated warming,rising precipitation and land runoff of organic matter and pollutants aswell as a reduction in salinity (Andersson et al., 2015). Another studyprojects the extension of periods with temperature above 18 ◦C by 10 to30 days as well as the disappearance of record breaking cyanobacteriablooms because of the lower nutrient loads to the Baltic Sea (Meieret al., 2019). Under this scenario it is likely that cyanobacteria bloomswill disappear in the future, however, how and when this will actuallyhappen depends on the sensitivity of cyanobacteria blooms to changesin the environmental conditions.Changes in the phenology of cyanobacteria blooms as a conse-quence of changing climate in the Baltic Sea have been already re-ported (Neumann et al., 2012; Kahru and Elmgren, 2014; Kahru et al.,2016). Kanoshina et al. (2003) defined water temperature as the mainfactor controlling the initiation of the bloom in the Baltic Sea, whilevertical stratification seemed to influence the intensity of the bloom atspecies level and wind their spatial distribution. Kanoshina et al. (2003)also indicated that blooms at the surface are dispersed by wind speedsover 6 ms−1. Wasmund (1997) suggested water temperature as themain trigger for the onset of a cyanobacteria bloom, whereas incomingsolar radiation and wind speed determined the end of the bloom inthe Baltic Sea. In addition, Kahru et al. (2020) found that inter-annualvariations in the frequency of cyanobacteria surface accumulations arerelated to incoming solar radiation and sea surface temperature ratherthan biogeochemical variables using satellite data from the centralBaltic Sea Proper.While it is clear that summer cyanobacteria blooms regularly occurin the Baltic Sea and environmental conditions such as high water tem-perature, intense solar radiation and periods of weak wind speed mayfavor such blooms, the underlying causes and phenology of cyanobac-teria blooms are still not well understood. Moreover, climate change is

expected to increase water temperature by 2 to 4 ◦C (HELCOM, 2013;Andersson et al., 2015) in the Baltic Sea favoring cyanobacteria dom-inance due to their competitive traits relative to other phytoplanktonspecies (Carey et al., 2012). Therefore, a thorough understanding of themechanisms driving cyanobacteria blooms must examine influences ofa wide range of interacting biotic and abiotic factors in the context of achanging world (Downing et al., 2001; Paerl and Huisman, 2009; Paerlet al., 2011). In this sense, this study examines the role of environmen-tal variables from both the water and the atmosphere on the occurrenceof cyanobacteria blooms in the Gotland Basin. The variables studied aresea surface temperature (𝑆𝑆𝑇 ), air temperature (𝑇𝑎), mixed layer depth(MLD), Brunt–Väisälä frequency (𝑁2), wind speed, weak wind period(WWP), incoming solar radiation (𝑄𝑠𝑤), outgoing long-wave radiation(𝑄𝑙𝑤), sensible heat flux (𝑄ℎ), latent heat flux (𝑄𝑙), net heat flux (𝑄𝑛𝑒𝑡),dissolved inorganic nitrogen (DIN) and phosphate (𝑃𝑂4). Data collectedon regular monitoring cruises in the Gotland Basin were used for thisstudy. We hypothesize that sea surface temperature, net heat flux andwind speed define the phenology of the bloom and there is an optimumenvironmental window where a specific range of these variables triggerthe development of cyanobacteria blooms in the Gotland Basin.
2. Methods
2.1. Study site

The Baltic Sea is a brackish, shallow (mean depth of 55 m), semi-enclosed sea with narrow connections to the North Sea, which resultsin a large seasonal temperature variation and salinity gradient in bothnorth-south and east–west direction (Schneider and Müller, 2018).Spatial differences are also observed in seasonal cycles of biological andchemical variables of the water column, the weather and even in thedistribution of phytoplankton blooms. This spatial heterogeneity leadsto the need of studying the Baltic Sea basin by basin, each with itsown complexity and particular characteristics (HELCOM, 2013; Öberg,2015; Kownacka et al., 2018). Cyanobacteria blooms are frequent inthe Baltic Sea, especially in the Gotland Basin, a sub-basin with amaximum depth of 249 m in the eastern Baltic Sea. We restrict ouranalyses to this basin, specifically to the station TF271 (Fig. 1) located
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Table 1Mean cyanobacteria biomass in June, July and August.The number of samples is given in parentheses.Year Monthly mean [μgL−1]

June July August
1990 – 252(2) 5(1)1991 36(1) 627(4) 186(4)1992 8(1) 781(3) 4(2)1993 22(2) – 186(9)1994 – – 626(8)1995 127(4) – 320(7)1996 – – 234(6)1997 76(2) – 636(11)1998 57(2) 395(1) 84(8)1999 199(2) 598(5) 281(6)2000 34(2) 364(5) 143(5)2001 64(2) 354(4) 58(7)2002 51(3) 647(4) 169(5)2003 27(2) 192(6) 53(5)2004 37(3) 195(6) 558(5)2005 60(3) 531(10) 247(4)2006 213(6) 213(7) 181(14)2007 33(1) 114(4) 91(10)2008 318(3) 342(4) 54(9)2009 66(3) 264(7) 74(10)2010 12(2) 131(5) 69(6)2011 8(2) 567(2) 88(12)2012 38(2) 220(4) 66(4)2013 23(3) 692(2) 38(8)2014 105(5) 323(4) 89(7)2015 56(4) 191(4) 118(1)2016 351(3) 54(1) 141(5)2017 123(3) 285(3) 72(2)

east of the Gotland Island at 57◦19’12’’ N, 20◦3’0’’ E. This station hasbeen monitored since 1979 in the frame of the HELCOM phytoplanktonmonitoring program by the Leibniz Institute for Baltic Sea Research,Warnemünde (Germany), the Department of Marine Research of theEnvironmental Protection Agency (Lithuania), the Department of Ecol-ogy, Environment and Plant Sciences, Stockholm University (Sweden),the Institute of Meteorology and Water Management, Maritime Branch(Poland), the National Marine Fisheries Research Institute (Poland), theFinnish Environment Institute, Marine Research Centre (Finland) andthe Swedish Meteorological and Hydrological Institute (Sweden).
2.2. Data sets

Cyanobacteria biomass and composition were determined by col-lecting and integrating water samples over 10 m depth at samplingstation TF271 and complemented by nearby stations (Fig. 1), station-specific information is given in the HELCOM program documenta-tion (HELCOM, 2012). Each water sample (250 mL) was preserved us-ing 1 mL of acetic Lugol solution. The sedimentation of subsamples (25
mL) and the counting under an inverted microscope were carried outaccording to the method of Utermöhl (1958). Cyanobacteria biomass(wet weight) was calculated using conversion factors recommendedby Olenina et al. (2006). A detailed description of the instruments,sampling procedures, methods and biomass conversion can be found inthe guidelines of the HELCOM monitoring program (HELCOM, 2012).While research efforts have been undertaken since the seventies ofthe last century, a regular monitoring of blooms started in 1990 (Was-mund, 1997). Thus, the period analyzed in this study covers the yearsfrom 1990 to 2017. The total cyanobacteria biomass was defined asthe sum of biomass of the cyanobacteria species N. spumigena, Apha-nizomenon sp. and Dolichospermum spp. (Table 1). The biomass of thethree cyanobacteria species was combined due to the sparse number ofcounts for the individual species. It shall be noted that this approachleads to a simplification of the results.The water temperature (𝑇𝑤) was measured using a CTD (conduct-ivity–temperature–depth) probe coupled with a rosette water sampler

(Table 2). Water temperature and salinity were used to calculate den-sity and water column stability expressed as Brunt–Väisälä frequency(𝑁2), defined as 𝑁2 = −𝑔
𝜌 ∗ 𝑑𝜌

𝑑𝑧 where 𝜌, 𝑧 and 𝑔 correspond todensity, depth and gravitational acceleration, respectively. The mixedlayer depth (MLD) was calculated as the depth at which the densitydifference between the surface and the water column below 𝛥𝜌(𝑧) =
𝜌(𝑧)−𝜌(𝑧0) exceeds the threshold of 0.125 kgm−3; here 𝜌(𝑧0) is the sur-face density used as reference calculated as the mean density between 0and 10 m depth. Samples for ammonium, nitrate, nitrite and phosphatewere taken every 5 m and analyzed by colorimetric methods accord-ing to the guidelines of the HELCOM monitoring program (HELCOM,2012). Dissolved inorganic nitrogen (DIN) contains nitrate, nitrite andammonium concentrations in the water. Average values in the watercolumn were determined as the arithmetical average over the upper10 m depth. Monthly averages were calculated over the period 1990–2017 only for variables that contain at least 2 observations per month(see Table S1 in the supplementary material). The analysis was focusedon the time period between June and August as this is the time framein which cyanobacteria blooms usually occur in the Gotland Basin.Air temperature, wind speed and relative humidity were obtainedfrom Östergarnsholm A station. Sea surface temperature, rainfall andcloud cover were collected respectively from Hoburg, Fårösund ArA and Visby Flygplats stations. All stations are located on GotlandIsland and were chosen based on the availability of continuous dataover the period 1990–2017 (Table 2). Meteorological data were alsocomplemented by incoming solar radiation data from the Warnemündestation of the German Weather Service (DWD), closest station withavailable and continuous solar radiation data since 1998. Missing datain daily time series were filled by linear interpolation. Monthly aver-ages of all atmospheric variables were calculated over the study period.The outgoing long-wave radiation, sensible, latent and net heat fluxwere calculated and averaged by month from 1998 onwards followingempirical equations (Table S2). In this study we use the notation whereheat gain by the ocean is expressed using positive values and heatloss by the ocean is given by negative values of net heat flux and itscomponents (incoming solar radiation, outgoing long-wave radiation,sensible and latent heat flux). The number of days with wind speedbelow 6 ms−1 was defined as the weak wind period (WWP), basedon Kanoshina et al. (2003) who indicated that blooms at the surfaceare dispersed by wind speeds over 6–8 ms−1.Independent data sources were used to validate the ranges of ex-planatory variables at the stages of the bloom. These data sourcesinclude ERA-Interim daily reanalysis data (VAL1) and NCEP reanalysisdata (VAL2), both for locations nearby the study area (Table 2). Fur-thermore, satellite images describing bloom developments in the BalticSea were used in order to validate the phenology of the bloom esti-mated with the Weibull function (Table 2). The images classify bloomsaccording to a color scale: strong (red), weak (yellow) and uncertain(gray). Although it is not possible to compare the magnitude of thebloom between observations and satellite images due to incompatibilityof scales, it is possible to follow the development of the bloom andverify the dates on which blooms occur.
2.3. Phenology model-based approach

The scarce biomass data describing cyanobacteria blooms in theGotland Basin and their irregular sampling frequency (Fig. S1) makeit necessary to use a model-based approach to describe changes in thephenology of the blooms. We applied a Weibull function following themethod proposed by Rolinski et al. (2007), also implemented in otherphenological studies of phytoplankton (Groetsch et al., 2016; Scharfeand Wiltshire, 2019). Weibull functions adapt to different distributionsproviding information on shape parameters while preserving the char-acteristics of the bloom (Scharfe and Wiltshire, 2019). If a Weibullfunction is fitted to a biomass curve, it allows the determination of theonset, peak and decline stages of the bloom. We applied the Weibull
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Table 2Data used in this study. Data were acquired from the Leibniz Institute for Baltic Sea Research Warnemünde (IOW), the Swedish Meteorological and HydrologicalInstitute (SMHI), the German Weather Service (DWD), the NOAA Physical Sciences Laboratory (PSL) and the European Centre for Medium-Range Weather Forecasts(ECMWF). 𝑛 refers to the number of observations and VAL1 and VAL2 refer to the data sources used to validate the results.Variable 𝑛 Years Resolution Station/Area Data source
Biomass 344 1990–2017 Discrete samplesa Gotland Basin N. Wasmund, IOW, pers. communicationhttps://sharkweb.smhi.se/hamta-data/Water temp. (𝑇𝑤) 583b 1990–2017 Discrete samples TF271 https://odin2.io-warnemuende.de/
𝑁𝑂3 308b 1990–2017 https://sharkweb.smhi.se/hamta-data/
𝑁𝑂2 308b 1990–2017
𝑁𝐻4 252b 1990–2017
𝑃𝑂4 307b 1990–2017SST 326 1990–2017 Monthly Hoburg https://www.smhi.se/data/oceanografi/ladda-ner-oceanografiska-observationer/#param=seatemperature,stations=allAir temp. (𝑇𝑎) 244 1995–2017 ÖstergarnsholmWind speed 244 1995–2017 ÖstergarnsholmRelative humidity 244 1995–2017 ÖstergarnsholmRainfall 268 1995–2017 Fårösund Ar ACloud cover 172 1990–2017 Visby Flygplats
𝑄𝑠𝑤 7062 1998–2017 Warnemünde https://opendata.dwd.de/climate_environment/CDC/observations_germany/climate/daily/solar/Satellite images 1353 2002–2017 Dailya Baltic Sea https://www.smhi.se/data/oceanografi/algsituationen/1.121633VAL1: SST, 𝑇𝑎, wind 10227 1990–2017 Daily Model https://apps.ecmwf.int/datasets/data/interim-full-daily/levtype=sfc/speed, 𝑄𝑠𝑤, 𝑄𝑙𝑤, 𝑄ℎ, 𝑄𝑙VAL2: 𝑇𝑎, wind speed 10227 1990–2017 Daily Model https://psl.noaa.gov/data/gridded/data.ncep.reanalysis.surfaceflux.html𝑄𝑠𝑤, 𝑄𝑙𝑤, 𝑄ℎ, 𝑄𝑙

aOnly between June and August.bObservations details in Table S1 in supplementary material.
function on cyanobacteria biomass observations between June andAugust (Table 1). The Weibull function with six parameters takes theform

𝑤(𝑡) = (𝑝4 + 𝑒𝑥𝑝(−( 𝑡
𝑝5
)𝑝6 )) ∗ (1 − 𝑝1 ∗ 𝑒𝑥𝑝(−( 𝑡

𝑝2
)𝑝3 ))Where 𝑡 is time and 𝑝1 to 𝑝6 are fitting parameters describingincreasing and decreasing branches of the curve and thresholds beforeand after a peak. First, the biomass data are scaled to the interval [0, 1]based on the maximum peak (𝑦𝑚𝑎𝑥) and then the function parametersare determined by fitting a nonlinear regression of the function 𝑤to the scaled values. The goodness of the fit was estimated by thecoefficient of determination (𝑅2) between the observation and the fittedcurve. The phenological dates were then determined based on thefitted curve. All calculations were performed using the CDW (cardinaldates using Weibull curves) algorithm implemented in the R-packagecardidates (Rolinski et al., 2018).We determined the total biomass of a bloom based on its peaksize, considering the onset and decline dates as thresholds because theincreasing and decreasing branches of the fitted curve are asymmetric(Fig. 2). The onset and decline dates of a bloom were defined at the 10%quantile and 90% quantile of the integral of the fitted curve, before andafter the peak, respectively. These quantiles were chosen because theyinclude the period of the year in which the beginning and decline ofthe bloom are usually reported in the Baltic Sea, i.e. June and August.The length of the bloom was defined as the difference between thedecline and onset dates of the bloom. We applied the Weibull functionseparately for each year and visually inspected the curve to ensurecorrect fitting and interpretation. Only years with at least 8 samplesbetween June and August (Table 1) and fitted curves with a 𝑅2 equalto or greater than 0.7 were included in the analysis.

2.4. Environmental window
An environmental window refers to a specific range of environ-mental conditions under which an optimum response of the system isreached while the effect of the constraint factors is minimized (Curyand Roy, 1989). The optimum environmental window was initially

Fig. 2. Scheme of the modeling approach for the cyanobacteria bloom in 2017.Observations (open circles), onset (157), peak (192) and decline (219) days from leftto right (black circles) and fitted Weibull function (line). The length of the bloom isindicated in blue from onset to peak and in orange from peak to decline.
developed for the analysis of fish recruitment (Cury and Roy, 1989;Roy, 1993), but nowadays it has also been applied for the occurrenceof blooms (Díaz et al., 2016; Tobin et al., 2019).Conditions in the water column such as low temperature, strongmixing, limited light availability and weak water column stabilityrestrict the development of blooms keeping cells dispersed withoutbloom formation, as it is suggested in Fig. 3 before the onset of thebloom (t1). Under favoring conditions like calm weather, reducedmixing and increasing temperature, cells start to accumulate definingthe onset of the bloom. In contrast, strong mixing conditions may delayor even suppress the bloom. Cells are growing and reproducing as longas favoring conditions are maintained. The bloom reaches maximumbiomass when constraint conditions have the minimum effect (t2). Afterthis point, the environmental conditions turn unfavorable for the bloomdissipating it and therefore reducing its biomass until background levelsare reached (t3).
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Fig. 3. Theoretical definition of an optimum environmental window based on therelationship between biomass and environmental conditions acting during each stageof the bloom.

2.5. Statistical analysis
A partial least squares regression (PLS) was performed betweenthe phenological dates identified with the Weibull function and at-mospheric variables (𝑄𝑠𝑤, 𝑄𝑙𝑤, 𝑄𝑛𝑒𝑡, 𝑄ℎ, 𝑄𝑙, 𝑇𝑎, wind speed, WWP),water column variables (𝑆𝑆𝑇 , MLD, 𝑁2) and nutrients (DIN, 𝑃𝑂4).PLS analysis describes variation in predictor and response variables byorthogonal scores and weighted factors, it is particularly useful whenmulti-collinearity exists among variables (Rosipal and Krämer, 2006).This method provides explanatory variables for the variation in thedependent variable as well as coefficients for the direction in which thatinfluence is exerted. The variables for the analysis were normalized inorder to make them comparable, i.e. each variable was centered to havea mean equal to zero and scaled to have standard deviation equal to 1.The analysis was run separately for the onset, peak and decline stagesof the bloom using interpolated values of the environmental variablesat the corresponding phenological dates.The variable importance in projection (VIP) scores were used toselect predictor variables from the PLS regression avoiding multi-collinearity. The VIP score of a variable is calculated as a weightedsum of the squared correlations between the PLS components and theoriginal variable (Chong and Jun, 2005). The weights correspond tothe percentage variation explained by the PLS components. Variableswith a VIP score greater than 1 are considered explanatory variablesfor the timing of the bloom. The resulting variables were averaged andcompared to observations in the corresponding phenological dates. Allcalculations and statistical analyses were performed in Matlab 2018b.

3. Results
3.1. Phenology of cyanobacteria blooms

The Weibull function was applied to each year of the 28-yearbiomass data set, however, it was only possible in 19 years to identifythe phenology of the bloom. The mean 𝑅2 of all fitted curves was 0.92with a standard deviation of 0.08 (Table S3). The bloom in 2017 waschosen to illustrate the method (Fig. 2). Day 157 (June 6) represents the10% quantile for the cyanobacteria bloom in 2017. After reaching themaximum biomass on day 192 (July 11), a rapid decline was observedresulting in the end of the bloom on day 219 (August 7) (90% quantile).This method identifies the onset and decline of the bloom based on theposition of the peak and differences in biomass even with an irregularnumber of samples as in this study, which is an advantage of thismethod (Rolinski et al., 2007). The coefficients of the Weibull function

as well as the total biomass of the bloom for each fitted curve arepresented in Table S3 in the supplementary material.Based on the Weibull function results, on average the bloom startedon day 168 (June 17) ± 16 days (± 16 refers to standard deviation)(Fig. 4A), reached the maximum observed biomass on day 193 (July12) ± 14 (Fig. 4B) and declined after day 209 (July 28) ± 13 (Fig. 4C)with an average biomass in the three stages of 79, 353 and 161 μg L−1,respectively. Thereby, bloom-forming species took around 25 ± 15 daysto reach the maximum observed biomass (Fig. 5A) and then 16 ± 10days to end the bloom (Fig. 5B). The mean length of the bloom has beenestimated to be 41 ± 16 days (Fig. 5C). The longest blooms occurredin the summers of 1995, 2015 and 2017 with lengths of 81, 65 and 61days, respectively, followed by summers in 2003 and 2008 both withlengths of around 50 days (Fig. 5C). The bloom in 1995 was the longestand strongest in biomass considering the time between the onset andpeak of the bloom (Fig. 5A). However, short blooms can also havehigh biomass as for example in 2002 (Fig. 5B) and in 2002 and 2008(Fig. 5C). Therefore, longest blooms are not necessarily the blooms withhighest biomass.Phenological dates were compared with daily satellite images takenover the Baltic Sea. The phenological dates were confirmed if theimages report a strong or weak bloom event during the same date.For example, in 2013 the bloom started on June 22 according to theWeibull fit, reached the peak on July 14 and declined on July 27.Satellite images reported both weak and strong bloom accumulations inthe eastern Baltic Sea at those dates. We consider it as a confirmationof the occurrence of the bloom and therefore of our results. In general,the onset, peak and decline dates identified with the Weibull functioncoincided with cyanobacteria blooms reported by satellite images in theBaltic Sea 43, 100 and 83% of the time, respectively. The images areavailable since 2002 and they allowed to confirm the onset, peak anddecline dates of the bloom in 7, 12 and 12 years, respectively. Cloudydays reduced the satellite view of the water surface and therefore theavailability of images.
3.2. Changes in environmental variables

Sea surface temperature increased from 14 ◦C in June to 17 ◦Cin July reaching a maximum temperature of 18 ◦C by mid-August(Fig. 6A). The increase of water temperature coincided with the devel-opment of bloom-forming cyanobacteria. The bloom began when thewater temperature was above 14 ◦C and reached its maximum biomassat 17 ◦C. The bloom declined when the water temperature was stillclose to 17 ◦C. Air temperature showed similar patterns as sea surfacetemperature (Fig. 6B). The maximum air temperature was reached at17 ◦C by mid-August. The bloom started when the air temperature roseup to 14 ◦C and reached its maximum biomass at 17 ◦C. The bloomdeclined when air temperature was still at its maximum value, similarlyto SST.Incoming solar radiation increased from beginning of the year tomid-June, rising from a monthly mean of 176 Wm−2 in April up toa maximum of 242 Wm−2 in June (Fig. 6C). In the following periodthe incoming solar radiation slowly decreased until it reached roughly129 Wm−2 in September. The onset of the bloom fell together with theperiod of maximum incoming solar radiation, but the bloom continuedgrowing as the incoming solar radiation reduced. The onset, peak anddecline dates of the bloom were reached at 241, 227 and 210 Wm−2,respectively. Outgoing long-wave radiation decreased from −75 Wm−2in April to −64 Wm−2 in July and increased again to −69 Wm−2 inSeptember (Fig. 6D). The peak of the bloom coincided with the weakestoutgoing long-wave radiation in the consideration period, i.e. −64
Wm−2.The net heat flux increased from 109 Wm−2 in April to a maximumof 228 Wm−2 by mid-June (Fig. 6E). It decreased during the rest ofthe summer period reaching −11 Wm−2 by the middle of September.The bloom started near the maximum net heat flux and continued to
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Fig. 4. Timing of cyanobacteria bloom onset (A), peak (B) and decline (C). The dashed line corresponds to the mean timing day and the shaded area to standard deviation. Forbiomass details see Tables 1 and 2.

Fig. 5. Length of cyanobacteria bloom stages: (A) from onset to peak, (B) from peak to decline and (C) from onset to decline. The dashed line corresponds to the mean lengthand the shaded area to standard deviation. Circles represent total biomass of the blooms based on the size of their peaks (see Table S3). For biomass details see Tables 1 and 2.
grow, reaching its maximum biomass at 211 Wm−2. From this timeon, both bloom and net heat flux gradually decreased. The sensibleand latent heat flux showed small temporal changes throughout thedevelopment of the bloom (Fig. S2 in supplementary material). Windspeed remained below 6 ms−1 throughout the bloom period (Fig. 6F).Weak wind conditions continued during summer reaching 5.5 ms−1 bythe middle of August and then 6.5 ms−1 by the middle of Septemberwhen the bloom already finished.The mixed layer depth became shallower from April, before theonset of the cyanobacteria bloom (Fig. 6G). The mixed layer depthchanged from 30 m at the beginning of June to 14 m in July duringthe peak of the bloom. It reached 20 m at the beginning of Septemberwhen the bloom has already finished. The bloom development (onset,peak and decline) coincided with a shallower mixed layer indicatinga stratified water column. The bloom developed as the Brunt–Väisäläfrequency increased, i.e. as the stratification of the water columnbecame stronger, supporting the results obtained for the mixed layerdepth (Fig. 6H). The bloom started at a Brunt–Väisälä frequency of
−0.02 s−2 at the end of June and then it reached its peak at −0.03 s−2in July. The bloom ended at a Brunt–Väisälä frequency of −0.03 s−2 bythe middle of August.The highest DIN concentration was found to be 0.6 mmolm−3 inearly April, it decreased drastically to a concentration of 0.1 mmolm−3in May just before the onset of the cyanobacteria bloom (Fig. 6I). DINconcentration remained at 0.1 mmolm−3 during the entire bloom. The

highest phosphate concentration was reached in April (0.4 mmolm−3).The concentration decreased to 0.1 mmolm−3 before the onset of thebloom and it remained at this level over the entire bloom (Fig. 6J). Thelow concentrations of phosphate and DIN (both around 0.1 mmolm−3)during the bloom suggest that such low nutrient concentrations in thewater column do not prevent the bloom to occur and to evolve.
3.3. Effect of environmental variables on the phenology of the bloom

The PLS analysis indicated sea surface temperature, air temperature,outgoing long-wave radiation, mixed layer depth, Brunt–Väisälä fre-quency, wind speed and phosphate concentration as explanatory vari-ables for the timing of the onset of the cyanobacteria bloom (Fig. 7A).Variables with a VIP score below 1 were considered collinear of the ex-planatory variables. The coefficients of the PLS regression determinedin which sense each explanatory variable affects the phenological dates,i.e. if the changes in the explanatory variables lead to blooms appearingearly or being delayed. SST, 𝑁2 and wind speed had positive coeffi-cients for the onset of the bloom (Fig. 7B), indicating that increases inthese variables have a delaying effect on the onset of the bloom. Thecoefficients for 𝑇𝑎, 𝑄𝑙𝑤, MLD and 𝑃𝑂4 were negative, indicating thatincreases in these variables lead to an early occurrence of the bloom.Sensible and latent heat flux had the highest VIP scores explainingthe timing of the peak of the bloom (Fig. 7C). The coefficient forsensible heat flux was positive while the coefficient for latent heat flux



Journal of Marine Systems 224 (2021) 103618

7

O.D. Beltran-Perez and J.J. Waniek

Fig. 6. Monthly averages of (A) sea surface temperature, (B) air temperature, (C) incoming solar radiation, (D) outgoing long-wave radiation, (E) net heat flux, (F) wind speed,(G) mixed layer depth, (H) Brunt–Väisälä frequency, (I) dissolved inorganic nitrogen and (J) phosphate. The red line corresponds to the variable (left axis) and the blue line toaverage total biomass (right axis). The shaded area corresponds to the standard deviation of each variable. Please note that monthly averages for incoming solar radiation andheat flux components were carried out from 1998 onwards, data sets details can be found in Table 2 and Table S1 in supplementary material.
was negative (Fig. 7D), i.e. increases in the latent heat flux lead to anearly appearance of the peak while increases in sensible heat flux delayits appearance. Therefore, the heat exchange affects the timing at whichthe bloom reaches its maximum biomass.Net heat flux components (𝑄𝑠𝑤, 𝑄ℎ, 𝑄𝑙), net heat flux and phosphateconcentration had the highest VIP scores explaining the timing of thedecline of the bloom (Fig. 7E). With the exception of 𝑄𝑛𝑒𝑡 and 𝑄𝑙, allother explanatory variables had negative coefficients in the regressionmodel (Fig. 7F). This implies that increases in 𝑄𝑛𝑒𝑡 and 𝑄𝑙 extend thelength of the bloom while increases in 𝑄𝑠𝑤, 𝑄ℎ and 𝑃𝑂4 reduce it.All explanatory variables were evaluated on the phenological datesusing daily data sets compiled in VAL1 and VAL2 (Table 2) and theresults were compared with the ranges given by the environmentalwindow. The probability of finding the explanatory variables in therange of values indicated by the environmental window was calculated(Table 3). In general, the calculated probabilities were below 60% anddiffered between VAL1 and VAL2 with the exception of air temperatureat the beginning of the bloom and latent heat flux at the peak of thebloom which showed some consistency with both data sets.

4. Discussion
4.1. Bloom timing

In the context of ongoing environmental changes, phenologicalstudies provide a framework to identify changes in the development ofblooms. This study provides insights of the phenology of cyanobacteriablooms in the Gotland Basin. We showed how a Weibull functioncan be used to model cyanobacteria biomass based on sparse andirregular data sets. Although detailed long-time series are expected forphenological studies, in most cases technical, financial and practicalreasons restrict the number of samples to a few samples over a periodof weeks or even months. In addition, the exact time at which thebloom begins is not known in advance. Therefore, there is no guaranteethat the samples collected contain the information necessary to followthe evolution of the bloom. Here is where the model approach usedcomes into play. Our results provide a first approach to the phenologyof cyanobacteria blooms using in-situ observations in combination withmeteorological data from the eastern Baltic Sea. An approach that hasnot been carried out before and that provides substantial information
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Fig. 7. Variable importance in projection (VIP) scores and regression coefficients for PLS regression model (A-B) onset, (C-D) peak and (E-F) decline. Variables with a VIP scoregreater than 1 are considered explanatory variables for the timing of the bloom (red bars). From left to right: sea surface temperature (𝑆𝑆𝑇 ), air temperature (𝑇𝑎), incoming solarradiation (𝑄𝑠𝑤), outgoing long-wave radiation (𝑄𝑙𝑤), net heat flux (𝑄𝑛𝑒𝑡), sensible heat flux (𝑄ℎ), latent heat flux (𝑄𝑙), mixed layer depth (MLD), Brunt–Väisälä frequency (𝑁2),dissolved inorganic nitrogen (DIN), phosphate (𝑃𝑂4), wind speed and weak wind period (WWP).
Table 3Validation of environmental conditions during phenological dates. 𝑃 refers to theprobability of finding the explanatory variables (from the PLS analysis) in the range ofvalues obtained from the environmental window; 𝑛 refers to the number of years usedto calculate the probability and the dash represents explanatory variables for which nodaily information is available to validate the defined ranges. VAL1 and VAL2 data setsdetails are reported in Table 2 and years analyzed in Table S3.Variable Stage Mean ±SD VAL1 VAL2

𝑃 (%) 𝑛 𝑃 (%) 𝑛

Sea surface temperature Onset 14±1 53 19 – 19Air temperature Onset 14±1 58 19 53 19Outgoing long-wave radiation Onset −68±7 0 19 37 19Mixed layer depth Onset 26±15 – 19 – 19Brunt-Väisälä frequency Onset −0.02±0.003 – 19 – 19Phosphate Onset 0.1±0.05 – 19 – 19Wind speed Onset 5±1 53 19 32 19Sensible heat flux Peak 41±6 53 19 26 19Latent heat flux Peak −3±9 11 19 11 19Incoming solar radiation Decline 218±11 0 19 63 19Net heat flux Decline 178±22 5 19 21 19Sensible heat flux Decline 35±7 74 19 47 19Latent heat flux Decline −12±10 16 19 42 19Phosphate Decline 0.1±0.02 – 19 – 19

on the changes to which the bloom is subjected in a continuouslychanging environment.The presence of cyanobacteria species of N. spumigena, Aphani-zomenon sp. and Dolichospermum spp. has been regularly reported during

June, July and August in the eastern Baltic Sea. Although there isa wide variation in the biomass of surface accumulations of thesecyanobacteria species in the water, they usually form blooms betweenmid-June and late July as it is observed in Fig. 4 and suggestedby Kahru et al. (2020) in the central Baltic Sea Proper through satellite-derived time series. Öberg (2015) reported cyanobacteria blooms asseen in satellite images starting in the first week of July through August25, 2015 in the eastern Gotland Basin, which means that the bloom hasa length of about 55 days. This length is less than the 65 days estimatedwith the Weibull function for 2015. The average length of blooms inour study corresponded to 41 ± 16 days, a shorter length comparedwith other phytoplankton studies (Kahru et al., 2016; Wasmund et al.,2019).The phenological dates of bloom occurrence were confirmed bydaily satellite images taken over the Baltic Sea (Table 2). However,it has to be taken into account that blooms occurrence is subject toa strong variability in terms of magnitude and timing as observedin Figs. 4 and 5. A delay in blooms identified through satellite imagesmay be expected as a result of the time it takes cells to accumulate andform visible blooms identifiable from satellite imagery. Comparison ofobserved onset dates with reported dates from satellite images coin-cided 43% of the time, in part possibly due to the delay in the formationof visible surface accumulations. The difference between phenologicaldates from observations and satellite images was reduced as bloomsaccumulate more cells in the water as shown by the percentagesreported for the peak (100%) and decline of the bloom (83%). Satelliteimages are limited to surface accumulations, which in principle differs
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from in-situ observations taken from different depths of the watercolumn. This difference generates a discrepancy both in magnitude andtiming when comparing results from both data sources. Additionally,the difference between our results and those from satellite imagescomes from the limitations of satellites measurements because of thecloud cover, mathematical algorithm and type of sensors used as onone side. On other side it results from the in-situ data coverage in spaceand time.There are several phenological studies of cyanobacteria in lakes,seas and even in the Baltic Sea (Kahru et al., 2016; Zhang et al.,2018) using satellite techniques, but results vary greatly as there isno consensus on the metric for defining the bloom in addition tothe difference between techniques. Kahru et al. (2016) defined phe-nological indicators based on a threshold value. Indeed, Kahru et al.(2016) studied frequency of cyanobacteria accumulations using satelliteimages and found that the period with chlorophyll a concentrationhigher than 3 mgm−3 was approximately 220 days in 2013, which istwice as high as the 110-day period estimated in 1998. In general, thedifferences between this study and our results are not surprising due tothe periods, study sites and methods used. However, the study of Kahruet al. (2016) is the only one reporting the length of cyanobacteriablooms in the Baltic Sea.Another reason for the difference between our results and otherstudies is linked to the cyanobacteria species studied. Kahru et al.(2016) studied only one species of cyanobacteria represented by N.spumigena while our study included three different species as a pooledvariable. Considering an individual species or a group of species makea substantial difference in the phenology of the bloom. The bloom-forming cyanobacteria species have different life cycles and environ-mental preferences, which influence the timing, length and magnitudeof the bloom from year to year. This makes the results of phenologicalstudies vary greatly among species and even between regions as shownby Groetsch et al. (2016) and Scharfe and Wiltshire (2019) studyingspring blooms in the Baltic Sea and the North Sea. In this sense, thecombination of biomass of three different species as a pooled variablemay be masking trends and shifts in the timing of the bloom in ourresults. Unfortunately, despite international efforts over many years astudy of each species alone is still not possible.
4.2. Environmental forcing

The phenology of the bloom depends on different environmentalconditions. It was found that the bloom begins when sea surface tem-perature is between 13 and 15 ◦C which is lower than the temperaturereported by Wasmund (1997) of 16 ◦C for cyanobacteria blooms in theBaltic Sea. The reason for the onset of the bloom at a lower temperatureis not clear, but may be linked to a change in the physiology of thebloom-forming species or the presence of early favorable conditionsgiven by air temperature, outgoing long-wave radiation, mixed layerdepth and phosphate concentration. Nevertheless, Dolichospermum spp.,N. spumigena and Aphanizomenon sp. are able to grow at temperaturesabove 10 ◦C (Nordin and Stein, 1980; Paerl and Otten, 2013; Cirés andBallot, 2016). N. spumigena and Dolichospermum spp. have high tem-perature preference in comparison to Aphanizomenon sp. in the BalticSea (Lehtimäki et al., 1997; Suikkanen et al., 2010), with optimumgrowth rates for cyanobacteria species above 25 ◦C (Eigemann et al.,2018).While several studies have highlighted the role of weather condi-tions in the development of blooms (Suikkanen et al., 2010; Wasmundet al., 2011; Kahru et al., 2020), often only incoming solar radiationis considered because it provides energy for the photosynthesis andgrowth of the bloom-forming species. Our results show that not onlyincoming solar radiation but also other heat flux components affect theoccurrence of the bloom, favoring early or late blooms occurrence. Thesame applies to air temperature, which is usually left out in studiesof this type, attributing blooms development only to changes in sea

surface temperature. Therefore, the heat exchange between the watersurface and the overlying atmosphere and other variables such as airtemperature and wind speed have to be taken into account whenanalyzing the phenology of cyanobacteria blooms. In fact, in our resultsincoming solar radiation is not an explanatory variable for the timingof the onset of the bloom, which is contrary to other studies where it isconsidered as one of the bloom triggers (Wasmund, 1997; Kahru et al.,2020).Brunt–Väisälä frequency, mixed layer depth and wind speed areexplanatory variables for the timing of the onset of the bloom (Table 3).These variables are directly associated with the stability of the watercolumn. A stronger stratification creates a shallow mixed layer wherecells accumulate and receive sufficient light for cell division and growth(critical depth hypothesis Sverdrup, 1953), as it was observed in theresults (Fig. 6G-H) and previously reported in other studies (Reynolds,1997; Kanoshina et al., 2003; Paerl and Huisman, 2009; Hjerne et al.,2019). In general, during blooms the wind speed did not exceed 6
ms−1 favoring the timing for the onset of the bloom as it was indicatedby Kanoshina et al. (2003). It is particularly interesting that wind speedand not WWP affect the occurrence of the bloom since it is expectedthat prolonged calm conditions increase the water column stability andhence favor the bloom.The maximum DIN (0.6 mmolm−3) and phosphate (0.4 mmolm−3)concentrations were observed in April before the onset of the bloom(Fig. 6I-J). Wasmund (1997) reported the occurrence of large cyanobac-teria blooms of N. spumigena and Aphanizomenon sp. mostly at phos-phate concentrations below 0.2 mmolm−3 and DIN concentrationsaround 0.3 mmolm−3 between 1979–1993 in the Baltic Sea Proper.Phosphate and DIN concentrations before cyanobacteria blooms maybe linked to the release of soluble nitrogen and phosphorus by decom-posed phytoplankton cells from the spring bloom, mainly composedof diatoms and dinoflagellates (Fallon and Brock, 1979; Wasmundet al., 2011). DIN and phosphate concentrations decreased to minimumvalues around 0.1 mmolm−3 before the bloom took place, which is con-sistent with other studies reporting cyanobacteria bloom developmentunder nutrient depleted conditions (Wasmund, 1997; Lignell et al.,2003). However, nutrient depleted conditions do not mean that thebloom develops without nutrients, but that bloom-forming species havealready taken them up, stored and consumed as Wasmund et al. (2011)found for long-term trends of phytoplankton composition in the westernand central Baltic Sea. The relationship between nutrients and bloombiomass becomes even more complex if multiple nutrient sources in theocean (e.g. remineralization, mixing, upwelling, lateral advection) areconsidered.Both Aphanizomenon sp. and N. spumigena species possess high affin-ity for uptake and intracellular storage of nitrogen and phosphorus (Flo-res and Herrero, 2005), enabling them to maintain growth and survivefor days under limited nutrient conditions (Kanoshina et al., 2003). Theability of diazotrophic cyanobacteria to fix biologically available nitro-gen from the atmosphere (Fogg, 1969; Jöhnk et al., 2008; Paerl et al.,2011) makes phosphorus the limiting nutrient for their growth (Lignellet al., 2003). According to the results, phosphate concentration ap-pears to be an explanatory variable for the timing of the onset of thebloom while DIN seems to have no effect on the bloom development.Phosphate also appears to be an explanatory variable for the timing ofdecline of the bloom. However, at this stage it is not possible to defineif the effect of phosphate on the bloom is indeed associated with thedecline of the bloom because of the time the bloom needs to respondto changes in nutrients concentrations. Vahtera et al. (2005) reporteda two to three-week time lag in the response of cyanobacteria biomassto phosphate-rich upwelled water.Climate change may lead to early and more frequent cyanobacteriablooms (Neumann et al., 2012; Andersson et al., 2015) as alreadyindicated by Kahru and Elmgren (2014). This is contradicting projec-tions for the Baltic Sea that predict a higher number of days (about
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10–30 days) with water temperatures above 18 ◦C but less cyanobac-teria blooms (Meier et al., 2019). This shows the uncertainty thatpersists regarding the phenology of blooms and its changes in relationto the environmental conditions. The probabilities calculated for theexplanatory variables also reflect part of this uncertainty with bothindependent data sets. In addition to the uncertainty of the data andprocesses studied, part of the uncertainty may be attributed to thephenological dates estimated with the Weibull function, the definedenvironmental window and the compiling of biomass of three speciesinto a single variable.Based on our results, it is likely that the accelerated changes in themarine environment caused by global warming (including increasingtemperatures and more severe storms) may have an effect on the timingat which blooms develop. Whether a bloom occurs early or is delayeddepends on the overall effect that the explanatory variables have oneach stage of the bloom. An increase in the explanatory variables 𝑇𝑎,
𝑄𝑙𝑤, MLD, 𝑃𝑂4 at the onset of the bloom, 𝑄ℎ at the peak of the bloom,and 𝑄𝑛𝑒𝑡 and 𝑄𝑙 at the decline of the bloom may result in longerblooms as a consequence of an early onset of the bloom, a delay inthe occurrence of the peak and a late decline of the bloom. An increasein the explanatory variables SST, 𝑁2 and wind speed at the onset of thebloom, 𝑄𝑙 at the peak of the bloom, 𝑄𝑠𝑤, 𝑄ℎ and 𝑃𝑂4 at the declineof the bloom may result in shorter blooms as a result of a delay in theonset of the bloom, an early appearance of the peak as well as an earlydecline of the bloom. In summary, changes in the explanatory variablesand their interplay lead to the observed variability in bloom phenology.
5. Conclusions

The compilation of biomass data for species that co-occur in timeand space may be an alternative to overcome difficulties when study-ing individual species, for which just sparse data exist. Although thebehavior of each species in the bloom may be masked, our approachprovides a way to track and understand which factors are favoring arepresentative part of the whole community. Our results show the reli-ability of the Weibull function and the optimum environmental windowas an approach to study the phenology of cyanobacteria blooms in theGotland Basin.In summary, the timing of the onset of the bloom is driven by seasurface temperature, air temperature, outgoing long-wave radiation,mixed layer depth, Brunt–Väisälä frequency, phosphate concentrationand wind speed. The timing of maximum cyanobacteria biomass iscontrolled by sensible and latent heat flux, showing the importance ofthe exchange that occurs between the water surface and the overlyingatmosphere. The timing of the decline of the bloom is driven byincoming solar radiation, net heat flux, sensible heat flux, latent heatflux and phosphate concentration. These variables and the way theyinteract with each other define the phenology of cyanobacteria bloomsand partly explain its variability, since a bloom does not depend ononly one variable but on the combined effect of these oceanic andatmospheric variables at each stage of the bloom. The role of phosphatein the timing of the onset and decline of the bloom has to be carefullyanalyzed because of the time lag of the response of cyanobacteriabiomass to changes in phosphate concentration.Until now cyanobacteria studies solely focused on changes in watertemperature and incoming radiation. Our results show the need forconsideration of other variables in the water column and overlyingatmosphere to avoid misleading conclusions. The possible increasein intensity, frequency and duration of cyanobacteria blooms in re-sponse to both direct and indirect effects of changing climate conditionsrequires additional research efforts. Moreover, further related obser-vational studies and modeling approaches are required in order tobroaden the understanding of cyanobacteria blooms, their phenologyand role in the ecosystem.
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Fig. S2. Monthly averages of (A) sensible heat flux and (B) latent heat flux. The red line corresponds to the variable
(left axis) and the blue line to average total biomass (right axis). The shaded area corresponds to the standard deviation
of each variable.
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Table S1
Mean value of water temperature, ammonium, nitrate, nitrite and phosphate concentrations. Number of samples per
month in parentheses.

Year Month Tw NH4 NO3 NO2 PO4

1990 May 8 ( 1 ) 0.395 ( 2 ) 0.088 ( 2 ) 0.028 ( 2 ) 0.116 ( 2 )
July 15 ( 1 ) 0.267 ( 1 ) 0.08 ( 1 ) 0.027 ( 1 ) 0.007 ( 1 )
August 17 ( 1 ) 0.07 ( 1 ) 0.1 ( 1 ) 0.037 ( 1 ) 0.067 ( 1 )

1991 April 3 ( 1 ) 0.53 ( 1 ) 5.39 ( 1 ) 0 ( 1 ) 0.58 ( 1 )
May 6 ( 2 ) 0.355 ( 2 ) 0.265 ( 2 ) 0.015 ( 2 ) 0.211 ( 2 )
June 7 ( 4 ) - ( - ) 0.054 ( 2 ) 0.033 ( 2 ) 0.165 ( 2 )
July 18 ( 3 ) 0.2 ( 1 ) 0.11 ( 1 ) 0.013 ( 1 ) 0 ( 1 )
September - ( - ) 0.337 ( 1 ) 0.1 ( 1 ) 0.023 ( 1 ) 0.033 ( 1 )

1992 May 6 ( 2 ) 0.324 ( 2 ) 0.108 ( 2 ) 0.018 ( 2 ) 0.12 ( 2 )
July 17 ( 2 ) - ( - ) - ( - ) - ( - ) - ( - )
August 17 ( 5 ) 0.247 ( 1 ) 0.136 ( 3 ) 0.015 ( 3 ) 0.069 ( 3 )

1993 April 3 ( 2 ) 0.3 ( 2 ) 3.155 ( 2 ) 0.098 ( 2 ) 0.502 ( 2 )
May 10 ( 6 ) 0.34 ( 3 ) 0.053 ( 3 ) 0.005 ( 3 ) 0.052 ( 3 )
June - ( - ) 0.193 ( 1 ) - ( - ) 0.047 ( 1 ) 0.083 ( 1 )
July - ( - ) 0.22 ( 1 ) - ( - ) 0.02 ( 1 ) 0.05 ( 1 )
August 17 ( 3 ) 0.213 ( 3 ) 0.18 ( 3 ) 0.058 ( 3 ) 0.043 ( 3 )

1994 April 2 ( 1 ) 0.357 ( 1 ) 3.477 ( 1 ) 0.12 ( 1 ) 0.455 ( 1 )
May 5 ( 6 ) 0.371 ( 4 ) 0.081 ( 4 ) 0.024 ( 4 ) 0.05 ( 4 )
July 18 ( 1 ) 0.51 ( 1 ) - ( - ) 0.027 ( 1 ) 0.068 ( 1 )
August 21 ( 2 ) 0.268 ( 2 ) 0.08 ( 2 ) 0.033 ( 2 ) 0.03 ( 2 )
September 12 ( 1 ) 0.09 ( 1 ) - ( - ) 0.043 ( 1 ) 0.075 ( 1 )

1995 April 4 ( 1 ) 0.147 ( 1 ) 2.51 ( 1 ) 0.083 ( 1 ) 0.43 ( 1 )
May 7 ( 2 ) 0.175 ( 2 ) 0.035 ( 2 ) 0.017 ( 2 ) 0.146 ( 2 )
June 12 ( 1 ) 0.05 ( 1 ) - ( - ) 0.033 ( 1 ) 0.125 ( 1 )
July 14 ( 1 ) 0.05 ( 1 ) - ( - ) 0.02 ( 1 ) 0.05 ( 1 )
August 18 ( 5 ) 0.074 ( 3 ) 0.085 ( 3 ) 0.012 ( 3 ) 0.044 ( 3 )
September 14 ( 3 ) 0.147 ( 1 ) - ( - ) 0.02 ( 1 ) 0.075 ( 1 )

1996 April 2 ( 1 ) 0.135 ( 1 ) 0.1 ( 1 ) 0.025 ( 1 ) 0.25 ( 1 )
May 5 ( 8 ) 0.306 ( 2 ) 0.055 ( 2 ) 0.015 ( 2 ) 0.076 ( 2 )
June 10 ( 14 ) 0.08 ( 1 ) - ( - ) 0.043 ( 1 ) 0.08 ( 1 )
July 15 ( 1 ) 0.11 ( 1 ) - ( - ) 0.03 ( 1 ) 0.085 ( 1 )
August 18 ( 7 ) 0.13 ( 2 ) 0.02 ( 2 ) 0.052 ( 2 ) 0.036 ( 2 )
September 11 ( 1 ) 0.103 ( 1 ) - ( - ) 0.02 ( 1 ) 0.09 ( 1 )

1997 April - ( - ) 0.24 ( 1 ) 2.677 ( 1 ) 0.153 ( 1 ) 0.44 ( 1 )
May 4 ( 3 ) 0.19 ( 1 ) 0.06 ( 1 ) 0.015 ( 1 ) 0.13 ( 1 )
June 9 ( 1 ) - ( - ) - ( - ) 0.023 ( 1 ) 0.13 ( 1 )
July 19 ( 1 ) 0.137 ( 1 ) - ( - ) 0.063 ( 1 ) 0.088 ( 1 )
August 21 ( 6 ) 0.187 ( 2 ) 0.06 ( 3 ) 0.048 ( 3 ) 0.058 ( 3 )
September 13 ( 1 ) 0.123 ( 1 ) - ( - ) 0.03 ( 1 ) 0.103 ( 1 )

(continued on next page)
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Table S1 (continued)
Year Month Tw NH4 NO3 NO2 PO4

1998 April 3 ( 1 ) 0.16 ( 1 ) 2.26 ( 1 ) 0.133 ( 1 ) 0.443 ( 1 )
May 7 ( 10 ) 0.206 ( 5 ) 0.03 ( 5 ) 0.007 ( 5 ) 0.119 ( 5 )
June 9 ( 2 ) 0.06 ( 2 ) - ( - ) 0.042 ( 2 ) 0.148 ( 2 )
July 15 ( 1 ) 0.103 ( 1 ) - ( - ) 0.08 ( 1 ) 0.123 ( 1 )
August 16 ( 3 ) 0.113 ( 3 ) 0.07 ( 3 ) 0.01 ( 3 ) 0.068 ( 3 )
September 15 ( 1 ) 0.05 ( 1 ) 0.1 ( 1 ) 0.067 ( 1 ) 0.093 ( 1 )

1999 April 3 ( 1 ) 0.12 ( 1 ) 0.13 ( 1 ) 0.033 ( 1 ) 0.19 ( 1 )
May 5 ( 4 ) 0.205 ( 3 ) 0.17 ( 3 ) 0.021 ( 3 ) 0.138 ( 3 )
June 11 ( 1 ) 0.08 ( 1 ) - ( - ) 0.03 ( 1 ) 0.093 ( 1 )
July 17 ( 1 ) 0.143 ( 1 ) - ( - ) 0.117 ( 1 ) 0.103 ( 1 )
August 20 ( 3 ) 0.231 ( 3 ) 0.02 ( 3 ) 0.043 ( 3 ) 0.068 ( 3 )
September 16 ( 1 ) 0.05 ( 1 ) - ( - ) 0.02 ( 1 ) 0.03 ( 1 )

2000 April 4 ( 2 ) 0.15 ( 2 ) 4.23 ( 2 ) 0.065 ( 2 ) 0.415 ( 2 )
May 7 ( 4 ) 0.313 ( 2 ) 0 ( 2 ) 0.015 ( 2 ) 0.087 ( 2 )
June 10 ( 1 ) 0.253 ( 1 ) - ( - ) 0.027 ( 1 ) 0.11 ( 1 )
July 15 ( 1 ) 0.143 ( 1 ) - ( - ) 0.03 ( 1 ) 0.053 ( 1 )
August 17 ( 6 ) 0.19 ( 3 ) 0.163 ( 4 ) 0.023 ( 4 ) 0.055 ( 4 )
September - ( - ) - ( - ) - ( - ) - ( - ) - ( - )

2001 April 4 ( 1 ) 0.33 ( 1 ) - ( - ) 0.02 ( 1 ) 0.143 ( 1 )
May 6 ( 13 ) 0.266 ( 4 ) 0.081 ( 4 ) 0.015 ( 4 ) 0.088 ( 4 )
June 12 ( 1 ) 0.107 ( 1 ) 0.1 ( 1 ) 0.093 ( 1 ) 0.047 ( 1 )
July 18 ( 35 ) 0.22 ( 2 ) 0 ( 2 ) 0.025 ( 2 ) 0.038 ( 2 )
August 19 ( 18 ) 0.264 ( 5 ) 0.013 ( 6 ) 0.028 ( 6 ) 0.047 ( 6 )
September 18 ( 28 ) - ( - ) - ( - ) - ( - ) - ( - )

2002 April 4 ( 5 ) 0.111 ( 2 ) 2.393 ( 4 ) 0.067 ( 4 ) 0.445 ( 4 )
May 7 ( 5 ) 0.28 ( 2 ) 0.023 ( 4 ) 0.017 ( 4 ) 0.121 ( 4 )
June 16 ( 1 ) 0.103 ( 1 ) - ( - ) 0.033 ( 1 ) 0.063 ( 1 )
July 18 ( 3 ) 0.453 ( 2 ) 0.03 ( 2 ) 0.032 ( 2 ) 0.06 ( 2 )
August 20 ( 2 ) 0.205 ( 2 ) - ( - ) 0.03 ( 2 ) 0.052 ( 2 )
September 16 ( 1 ) 0.26 ( 1 ) - ( - ) 0.04 ( 1 ) 0.07 ( 1 )

2003 April 1 ( 1 ) 0.247 ( 1 ) 2.743 ( 1 ) 0.147 ( 1 ) 0.67 ( 1 )
May 3 ( 5 ) 0.177 ( 2 ) 0.078 ( 4 ) 0.025 ( 4 ) 0.435 ( 4 )
June 12 ( 1 ) 0.137 ( 1 ) - ( - ) 0.023 ( 1 ) 0.113 ( 1 )
July 19 ( 5 ) 0.227 ( 4 ) 0.03 ( 5 ) 0.027 ( 5 ) 0.032 ( 5 )
August 17 ( 1 ) 0.09 ( 1 ) - ( - ) 0.027 ( 1 ) 0.06 ( 1 )
September 15 ( 1 ) 0.14 ( 1 ) - ( - ) 0.03 ( 1 ) 0.057 ( 1 )

2004 April 4 ( 1 ) 0.147 ( 1 ) - ( - ) 0.02 ( 1 ) 0.347 ( 1 )
May 7 ( 3 ) 0.2 ( 2 ) 0.02 ( 3 ) 0.015 ( 3 ) 0.147 ( 3 )
June 10 ( 1 ) 0.05 ( 1 ) 0.14 ( 1 ) 0.027 ( 1 ) 0.12 ( 1 )
July 15 ( 5 ) 0.161 ( 4 ) 0 ( 5 ) 0.023 ( 5 ) 0.038 ( 5 )
August 18 ( 1 ) 0.333 ( 1 ) - ( - ) 0.03 ( 1 ) 0.083 ( 1 )

(continued on next page)
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Table S1 (continued)
Year Month Tw NH4 NO3 NO2 PO4

September 14 ( 1 ) 0.217 ( 1 ) - ( - ) 0.02 ( 1 ) 0.17 ( 1 )
2005 April 3 ( 6 ) 0.118 ( 4 ) 1.06 ( 5 ) 0.065 ( 5 ) 0.545 ( 5 )

May 6 ( 4 ) 0.112 ( 2 ) 0 ( 3 ) 0.012 ( 3 ) 0.183 ( 3 )
June 12 ( 1 ) 0.05 ( 1 ) - ( - ) 0.023 ( 1 ) 0.083 ( 1 )
July 18 ( 4 ) 0.113 ( 2 ) 0.05 ( 4 ) 0.04 ( 4 ) 0.053 ( 4 )
August 18 ( 1 ) 0.137 ( 1 ) 0.1 ( 1 ) 0.05 ( 1 ) 0.057 ( 1 )
September 16 ( 2 ) 0.087 ( 2 ) - ( - ) 0.025 ( 2 ) 0.09 ( 2 )

2006 April 4 ( 1 ) 0.107 ( 1 ) - ( - ) 0.02 ( 1 ) 0.31 ( 1 )
May 7 ( 4 ) 0.122 ( 3 ) 0 ( 4 ) 0.019 ( 4 ) 0.163 ( 4 )
June 11 ( 1 ) 0.05 ( 1 ) - ( - ) 0.02 ( 1 ) 0.093 ( 1 )
July 19 ( 4 ) 0.142 ( 2 ) 0.05 ( 4 ) 0.025 ( 4 ) 0.05 ( 4 )
August 20 ( 2 ) 0.082 ( 2 ) - ( - ) 0.032 ( 2 ) 0.063 ( 2 )
September 16 ( 1 ) 0.217 ( 1 ) - ( - ) 0.033 ( 1 ) 0.053 ( 1 )

2007 April 5 ( 1 ) 0.05 ( 1 ) - ( - ) 0.02 ( 1 ) 0.337 ( 1 )
May 8 ( 6 ) 0.197 ( 2 ) 0.065 ( 3 ) 0.013 ( 3 ) 0.205 ( 3 )
June 15 ( 1 ) 0.05 ( 1 ) - ( - ) 0.033 ( 1 ) 0.067 ( 1 )
July 15 ( 6 ) 0.077 ( 1 ) 0.07 ( 4 ) 0.05 ( 4 ) 0.046 ( 4 )
August 17 ( 2 ) 0.145 ( 2 ) - ( - ) 0.04 ( 2 ) 0.072 ( 2 )
September 14 ( 1 ) 0.14 ( 1 ) - ( - ) 0.06 ( 1 ) 0.077 ( 1 )

2008 April 4 ( 1 ) 0.137 ( 1 ) 0.1 ( 1 ) 0.053 ( 1 ) 0.487 ( 1 )
May 8 ( 8 ) 0.213 ( 3 ) 0.03 ( 4 ) 0.017 ( 4 ) 0.095 ( 4 )
June 13 ( 1 ) 0.05 ( 1 ) - ( - ) 0.023 ( 1 ) 0.123 ( 1 )
July 18 ( 2 ) 0.05 ( 2 ) - ( - ) 0.043 ( 2 ) 0.083 ( 2 )
August 19 ( 3 ) 0.168 ( 3 ) 0.01 ( 3 ) 0.023 ( 3 ) 0.06 ( 3 )
September 15 ( 1 ) 0.083 ( 1 ) - ( - ) 0.033 ( 1 ) 0.123 ( 1 )

2009 April 5 ( 1 ) 0.073 ( 1 ) - ( - ) 0.023 ( 1 ) 0.373 ( 1 )
May 7 ( 3 ) 0.128 ( 3 ) 0 ( 3 ) 0.01 ( 3 ) 0.15 ( 3 )
June 10 ( 1 ) 0.073 ( 1 ) - ( - ) 0.033 ( 1 ) 0.07 ( 1 )
July 16 ( 10 ) 0.052 ( 2 ) - ( - ) 0.037 ( 2 ) 0.077 ( 2 )
August 18 ( 1 ) 0.117 ( 1 ) - ( - ) 0.037 ( 1 ) 0.053 ( 1 )
September 17 ( 1 ) 0.05 ( 1 ) - ( - ) 0.023 ( 1 ) 0.073 ( 1 )

2010 April 3 ( 1 ) 0.117 ( 1 ) - ( - ) 0.02 ( 1 ) 0.31 ( 1 )
May 5 ( 31 ) 0.18 ( 2 ) 0.05 ( 4 ) 0.01 ( 4 ) 0.167 ( 4 )
June 8 ( 1 ) 0.057 ( 1 ) - ( - ) 0.02 ( 1 ) 0.09 ( 1 )
July 20 ( 7 ) 0.198 ( 3 ) 0.05 ( 6 ) 0.017 ( 6 ) 0.047 ( 5 )
August 21 ( 1 ) 0.05 ( 1 ) - ( - ) 0.037 ( 1 ) 0.067 ( 1 )
September 15 ( 1 ) 0.05 ( 1 ) - ( - ) 0.02 ( 1 ) 0.057 ( 1 )

2011 April 1 ( 1 ) 0.2 ( 1 ) 2.963 ( 1 ) 0.163 ( 1 ) 0.64 ( 1 )
May 7 ( 7 ) 0.12 ( 2 ) 0.01 ( 4 ) 0.04 ( 4 ) 0.02 ( 4 )
June 13 ( 1 ) 0.2 ( 1 ) - ( - ) 0.037 ( 1 ) 0.07 ( 1 )
July 18 ( 1 ) 0.2 ( 1 ) - ( - ) 0.033 ( 1 ) 0.05 ( 1 )

(continued on next page)
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Table S1 (continued)
Year Month Tw NH4 NO3 NO2 PO4

August 19 ( 13 ) 0.222 ( 5 ) 0.01 ( 5 ) 0.012 ( 5 ) 0.035 ( 5 )
September 13 ( 1 ) 0.26 ( 1 ) - ( - ) 0.033 ( 1 ) 0.117 ( 1 )

2012 April 3 ( 1 ) 0.21 ( 1 ) 2.217 ( 1 ) 0.163 ( 1 ) 0.677 ( 1 )
May 6 ( 12 ) 0.393 ( 2 ) 0.04 ( 4 ) 0.02 ( 4 ) 0.253 ( 4 )
July 16 ( 15 ) 0.17 ( 3 ) 0.18 ( 4 ) 0.028 ( 4 ) 0.058 ( 4 )
August 17 ( 1 ) 0.23 ( 1 ) - ( - ) 0.023 ( 1 ) 0.07 ( 1 )

2013 April 2 ( 1 ) 0.2 ( 1 ) 2.45 ( 1 ) 0.153 ( 1 ) 0.543 ( 1 )
May 7 ( 10 ) 0.2 ( 3 ) - ( - ) 0.02 ( 5 ) 0.14 ( 5 )
June 13 ( 1 ) 0.2 ( 1 ) - ( - ) 0.027 ( 1 ) 0.05 ( 1 )
July 18 ( 1 ) 0.2 ( 1 ) - ( - ) 0.033 ( 1 ) 0.047 ( 1 )
August 18 ( 7 ) 0.11 ( 3 ) 0.11 ( 5 ) 0.03 ( 5 ) 0.043 ( 5 )
September 17 ( 1 ) 0.2 ( 1 ) - ( - ) 0.02 ( 1 ) 0.06 ( 1 )

2014 April 5 ( 1 ) 0.2 ( 1 ) - ( - ) 0.023 ( 1 ) 0.38 ( 1 )
May 5 ( 7 ) 0.13 ( 2 ) 0.04 ( 4 ) 0.02 ( 4 ) 0.28 ( 4 )
June 11 ( 1 ) 0.2 ( 1 ) - ( - ) 0.037 ( 1 ) 0.107 ( 1 )
July 18 ( 17 ) 0.115 ( 3 ) 0.09 ( 6 ) 0.028 ( 6 ) 0.06 ( 6 )
August 20 ( 1 ) 0.2 ( 1 ) - ( - ) 0.083 ( 1 ) 0.09 ( 1 )
September 16 ( 1 ) 0.2 ( 1 ) - ( - ) 0.043 ( 1 ) 0.077 ( 1 )

2015 April 5 ( 1 ) 0.2 ( 1 ) 0.1 ( 1 ) 0.03 ( 1 ) 0.567 ( 1 )
May 7 ( 7 ) 0.25 ( 2 ) 0.15 ( 4 ) 0.02 ( 4 ) 0.32 ( 4 )
June 11 ( 1 ) 0.2 ( 1 ) 0.1 ( 1 ) 0.02 ( 1 ) 0.273 ( 1 )
July 16 ( 14 ) 0.265 ( 4 ) 0.095 ( 5 ) 0.018 ( 5 ) 0.073 ( 5 )
August 19 ( 4 ) - ( - ) - ( - ) - ( - ) - ( - )
September 18 ( 1 ) 0.2 ( 1 ) 0.1 ( 1 ) 0.023 ( 1 ) 0.047 ( 1 )

2016 April 5 ( 1 ) 0.2 ( 1 ) 0.1 ( 1 ) 0.023 ( 1 ) 0.47 ( 1 )
May 8 ( 9 ) 0.14 ( 2 ) 0.05 ( 4 ) 0.01 ( 4 ) 0.115 ( 4 )
June - ( - ) - ( - ) 0.1 ( 1 ) 0.02 ( 1 ) 0.093 ( 1 )
July 18 ( 1 ) 0.2 ( 1 ) 0.1 ( 1 ) 0.02 ( 1 ) 0.073 ( 1 )
August 18 ( 10 ) 0.19 ( 3 ) 0.1 ( 5 ) 0.02 ( 5 ) 0.038 ( 5 )
September 17 ( 1 ) 0.2 ( 1 ) 0.1 ( 1 ) 0.02 ( 1 ) 0.063 ( 1 )

2017 April 4 ( 1 ) 0.2 ( 1 ) 0.1 ( 1 ) 0.02 ( 1 ) 0.4 ( 1 )
May 7 ( 15 ) 0.15 ( 3 ) 0.05 ( 3 ) 0.01 ( 3 ) 0.2 ( 3 )
June 11 ( 1 ) 0.2 ( 1 ) 0.1 ( 1 ) 0.02 ( 1 ) 0.093 ( 1 )
July 15 ( 1 ) 0.2 ( 1 ) 0.1 ( 1 ) 0.045 ( 1 ) 0.07 ( 1 )
August 18 ( 6 ) 0.21 ( 2 ) 0.3 ( 2 ) 0.06 ( 2 ) 0 ( 2 )
September 16 ( 1 ) 0.2 ( 1 ) 0.1 ( 1 ) 0.02 ( 1 ) 0.063 ( 1 )
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Table S2
Parameters and empirical equations used for estimation of heat flux components.

Parameter Equation Reference
Net long-wave radiation [W m−2] Qlw = qlwin − qlwout

Long-wave radiation in [W m−2] qlwin = (1− rwater) ∗ Kemp ∗ KS B ∗ T 6
a ∗ (1 +

(0.17 ∗ clouds2)) Fischer et al. (1979)

Water surface reflectivity rwater = 0.03 Henderson-Sellers
(1986)

Empirical coefficient [K−2] Kemp = 9.3700e − 06
Stefan-Boltzmann constant
[W m−2 K4] KS B = 5.73e − 08

Air temperature [°C] Ta

Cloud cover clouds
Long-wave radiation out [W m−2] qlwout = ewater ∗ KS B ∗ S ST 4 Fischer et al. (1979)
Water emissivity ewater = 0.97
Sea surface temperature [°C] SST
Sensible heat flux [W m−2] Qh = 1.56 + 1.84 ∗ (Ta − S ST ) ∗Wind Rahmstorf (1990)
Wind speed [m s−1] Wind

Latent heat flux [W m−2] Ql = (ρair ∗KDN ∗Wind∗0.622∗ p−1 ∗ (ea−
es)) ∗ Lw Fischer et al. (1979)

Air density [kg m−3] ρair = 1.2
Dalton number KDN = 1.5e − 3
Atmospheric pressure [Pa] p
Vapour pressure for air [mbar] ea = h ∗ 6.11 ∗ 10(7.5∗Ta/(Ta+237.3)) Rahmstorf (1990)
Humidity [%] h
Vapour pressure for water [mbar] es = h ∗ 6.11 ∗ 10(7.5∗S ST/(S ST+237.3)) Rahmstorf (1990)
Water latent heat flux [J kg−1] Lw = 2.56e6
Incoming solar radiation [W m−2] Qsw

Net heat flux [W m−2] Qnet = Qsw + Qlw + Qh + Ql
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Table S3
Coefficient of determination (R2), coefficients of the Weibull function and total biomass of the bloom for each fitted
curve.

Year R2 ymax
Weibull function coefficients Total biomass [µg L−1]

p1 p2 p3 p4 p5 p6
Onset-
Peak

Peak-
Decline

Onset-
Decline

1995 0.667 598 1.073 218.2 4.5 0.255 222.2 49.6 17452 9 17461
1998 0.972 395 0.890 193.0 24.3 0.045 211.2 52.4 5083 2998 8081
1999 0.986 199 0.969 153.6 25.3 0.227 177.5 12.9 2151 3256 5407
2000 0.794 881 0.980 198.9 48.8 0.046 209.7 32.0 4459 4551 9010
2001 0.943 581 0.975 182.8 19.9 0.114 202.3 36.1 7903 5126 13029
2002 0.958 1124 0.996 181.4 22.2 0.069 206.2 27.8 14706 13223 27928
2003 0.936 322 0.953 178.5 16.6 0.125 208.3 18.6 5466 4952 10418
2004 0.981 320 0.973 174.6 25.6 0.072 192.3 38.8 3415 2573 5988
2005 0.980 666 0.994 182.8 19.8 0.025 196.0 183.5 8793 2032 10826
2007 0.860 256 0.715 216.8 51.5 0.010 226.0 93.6 1814 1021 2834
2008 0.872 389 0.219 181.8 19.5 0.021 218.5 27.8 8889 8126 17014
2009 0.921 680 0.989 185.7 18.3 0.103 195.6 86.3 7424 2547 9971
2010 0.900 216 0.981 189.2 24.3 0.010 217.5 15.4 2321 2906 5226
2011 0.978 567 0.997 185.6 29.4 0.072 205.2 33.9 5762 5337 11099
2013 0.978 692 1.000 186.3 22.7 0.046 207.6 39.3 8716 6291 15007
2014 0.869 288 0.998 183.2 13.0 0.131 200.3 77.7 5215 1622 6838
2015 0.856 243 0.938 185.0 19.9 0.022 233.6 7.3 3259 5452 8710
2016 0.967 462 0.978 159.7 22.8 0.141 186.4 14.6 5421 7262 12683
2017 0.981 329 0.914 176.6 13.6 0.061 216.7 18.8 7161 6315 13476
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Inter-Annual Variability Of Spring 
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Changes in environmental conditions may have an effect on the occurrence and intensity 
of phytoplankton blooms. However, few studies have been carried out on this subject, 
mainly due to the lack of long-term in situ observations. We study the inter-annual 
variability and phenology of spring and summer blooms in the eastern Baltic Sea using a 
physical-biological model. The one-dimensional NPZD model simulates the development 
of both blooms in the water column with realistic atmospheric forcing and initial conditions 
representative of the eastern Baltic Sea between 1990 and 2019. On average, the spring 
bloom started on day 85 ± 7, reached its maximum biomass on day 115 ± 6 and declined 
after day 144 ± 5. The summer bloom started on day 158 ± 5, had its maximum biomass 
on day 194 ± 9 and ended after day 237 ± 8. The results showed that the summer 
bloom occurs 9 days earlier and last 15 days longer over the 30-year simulation period, 
but changes in the phenology of the spring bloom were not statistically significant. 
There is strong evidence that warmer periods favor both blooms, but in different ways. 
Warmer periods caused spring blooms to peak earlier, while summer blooms reached 
higher abundance. Additionally, a higher energy gain by the ocean led to longer summer 
blooms of greater abundance and higher biomass maxima. Overall, summer blooms are 
more sensitive to changes in the environment than spring blooms, being therefore more 
vulnerable to changes generated by climate change in the Baltic Sea.

Keywords: cyanobacteria, diatoms, bloom, phenology, Baltic Sea, modeling approach

INTRODUCTION

The phytoplankton growing season plays an integral role in the marine food web and ecosystem 
functioning, as phytoplankton comprises the base of the marine food web and represents 90% of 
ocean productivity (Smith and Hollibaugh, 1993). Phenology studies describe the key stages of the 
life cycle of species, e.g. seed sprouting, bird migration or phytoplankton growth. Many phenological 
events are seasonal and therefore they provide insight about the sensitivity of an ecosystem to 
environmental change. Alteration in phytoplankton phenology may influence the survival of higher 
trophic levels due to variations in the timing of food availability (match-mismatch hypothesis) 
(Smith and Hollibaugh, 1993; Winder and Schindler, 2004). Regular phytoplankton blooms occur 
in all sub-basins of the Baltic Sea, frequently during spring and summer seasons. However, there is 
still uncertainty about the phenology and factors governing the development of those blooms.

Overall, diatoms dominate the spring bloom but in the Baltic Sea diatoms and dinoflagellates 
occur at the same time and build up the spring bloom biomass (Klais et al., 2011). The last decades 
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have shown a highly variable proportion of diatoms and 
dinoflagellates in the spring bloom of the Baltic Sea in both time 
and space (Klais et al., 2011). Therefore, no common pattern can 
be defined for all sub-basins, indicating a strong influence of 
local mechanisms driving the bloom. The conditions, factors and 
mechanisms promoting the success of cold-water dinoflagellates 
in dominating the spring phytoplankton community remain 
poorly understood, as well as their conspicuous dominance in the 
ice-free central part of the Baltic Sea (Klais et al., 2011). Diatom 
and dinoflagellate blooms are difficult to track independently 
with low frequency data due to the co-occurrence of both species, 
diatom blooms growth faster, but dinoflagellate blooms may last 
longer (Lips et al., 2014).

The decrease in availability of dissolved silica (DSi) and the 
reduction of DSi:N ratios associated with eutrophication (Rahm 
et al., 1996; Papush and Danielsson, 2006) have been suggested 
to limit diatom growth in the Baltic Sea, indirectly supporting 
the expansion of dinoflagellate blooms. However, it was shown 
that spring bloom species in the Baltic Sea are well adapted to 
low DSi availability and are not directly affected by reduced 
surface concentrations of DSi (Spilling et al., 2010). Diatoms are 
effectively seeded even from minor inocula of resting propagules 
(McQuoid and Godhe, 2004), as in the Gotland Basin where the 
permanent halocline (at 60–80 m depth) is a strong barrier for 
local cyst re-suspension from the sediment to the euphotic layer. 
Additionally, the anoxic sediments and bottom waters are not 
favorable for cyst germination (Rengefors and Anderson, 1998; 
Kremp and Anderson, 2000). Small fast-growing diatoms thrive 
in unstable, turbulent conditions giving them a competitive 
advantage through building a superior head-start biomass over 
slow-growing, large and motile dinoflagellates that require a 
specific habitat setting for bloom formation (Klais et al., 2011).

Spring blooms develop from the south to the north of the 
Baltic Sea, with the first blooms peaking in mid-March in the Bay 
of Mecklenburg and the last blooms occurring in mid-April in 
the Gulf of Finland (Groetsch et al., 2016) and in May/June in the 
Bothnian Bay with biomass much lower than in most other parts 
of the Baltic Sea (Spilling et al., 2018). Despite the phenological 
changes by sub-basin, the bloom length is similar between basins 
(43 ± 2 day), except for the Bay of Mecklenburg (36 ± 11 day) 
(Groetsch et  al., 2016). Summer blooms are dominated by the 
cyanobacteria species Nodularia spumigena, Aphanizomenon sp. 
and Dolichospermum spp. Studies in the Baltic Sea have observed 
an increase in the intensity and duration of cyanobacteria blooms 
since the 1960s (Bianchi et al., 2000; Poutanen and Nikkilä, 2001; 
Kahru and Elmgren, 2014; Kahru et al., 2016; HELCOM/Baltic 
Earth, 2021). Cyanobacteria blooms give rise to environmental 
concern due to their ability to fix molecular nitrogen from the 
atmosphere and the production of toxins by some species that 
may lead to the death of mammals, fish and filtering organisms 
in the water (Paerl, 2014). Cyanobacteria blooms usually begin in 
June and reach their maximum biomass during July and August 
(Kahru et al., 2020; Beltran-Perez and Waniek, 2021).

Although environmental management programs (e.g. 
Helsinki Convention, EU Marine Strategy Framework Directive, 

Baltic Sea Action Plan) have been in place in the Baltic Sea to 
monitor and control its environmental state for decades, massive 
blooms continue to occur especially those that produce toxins 
(Paerl, 2014; Munkes et  al., 2020). Eutrophication by nutrients 
entering the Baltic Sea through rivers, nitrogen fixation from 
the atmosphere by cyanobacteria species, the organic material 
subsequently sinking to depth and the turnover of phosphorus 
from sediments (Vahtera et  al., 2007; Paerl and Scott, 2010) 
are still the major concerns of the environmental authorities 
in the Baltic Sea (HELCOM/Baltic Earth, 2021). Subsequent 
remineralization at depth by bacteria depletes oxygen 
concentration and creates low-oxygen conditions that are lethal 
to fish (Gustafsson, 2012; Breitburg et al., 2018). Another concern 
are increasing temperatures, which have been linked to changes 
in phytoplankton dynamics in terms of abundance, composition 
and phenology (Carey et al., 2012; HELCOM/Baltic Earth, 2021).

Despite the regular occurrence of spring and summer blooms 
in the Baltic Sea and their role in the ecosystem, species-specific 
life cycles, succession and bloom alterations under changing 
environmental conditions are still not well understood, partly 
due to the lack of long-term in situ data sets. In recent decades, 
coupled biological-physical models have been used to define how 
the phenology of blooms is affected by environmental forcing in 
different coastal (Sharples et al., 2006; Ji et al., 2008) and marine 
environments (Hashioka et al., 2009; Henson et al., 2009; Gittings 
et  al., 2018), including the Baltic Sea (Neumann et  al., 2012; 
Dzierzbicka-Głowacka et al., 2013; Daewel and Schrum, 2017). 
Models include processes on different spatial and temporal scales, 
their complexity increases depending on the number of processes 
included and parametrization used. One-dimensional models 
may provide insight into the mechanisms driving phytoplankton 
phenology when the dynamics are dominated by local forcing 
(Sharples et al., 2006) such as in the Baltic Sea, where there are 
significant changes in the environmental conditions (e.g. in terms 
of temperature, stratification, mixing) from one basin to another 
(Schneider and Müller, 2018; Hjerne et  al., 2019; HELCOM/
Baltic Earth, 2021) regulating the bloom.

Usually phenological studies and models include temperature, 
solar radiation and wind among other factors as the main bloom 
drivers, but not heat flux. It has recently been observed that heat 
flux plays an important role in bloom phenology (Gittings et al., 
2018; Beltran-Perez and Waniek, 2021). Our model seeks to 
define the influence of atmospheric forcing on bloom phenology. 
Therefore, realistic atmospheric forcing (wind, air temperature, 
solar radiation, relative humidity, cloud cover) was used in the 
simulation of the heat budget and energy transfer from the 
atmosphere to the water column and vice versa. In this study, 
we hypothesize that (1) the inter-annual variability of spring and 
summer blooms can be reproduced by a one-dimensional (water 
column) model including the main forcing affecting bloom 
formation and biological interactions between phytoplankton, 
zooplankton, detritus and nutrients, and (2) the phenology of 
spring and summer blooms has changed, leading to longer and 
more intense bloom as a consequence of changes in heat flux in 
the Gotland Basin.
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METHODS

Study Site
The Baltic Sea is a shallow, semi-enclosed brackish sea in northern 
Europe (Figure  1). Its drainage basin is shared by 14 countries 
(around 84 million people), which exerts pressure on all the Baltic 
Sea ecosystem by increasing eutrophication, pollution and pressure 
on fish stocks (HELCOM, 2018). The limited water exchange with 
the North Sea results in a long residence time and a large seasonal and 
spatial variation in the biological, physical and chemical properties 
of the water column and the distribution of phytoplankton species 
(Schneider and Müller, 2018). The high buffer capacity of the system 
has led to a slow response to nutrient load reductions implemented 
for decades by the Baltic Sea countries (Savchuk, 2018; Murray et al., 
2019). Furthermore, climate change affects the entire ecosystem 
causing increasing temperatures, declining ice cover and increasing 
annual precipitation in the Baltic Sea (HELCOM/Baltic Earth, 
2021). Therefore, human-induced environmental pressures coupled 
with climate change may exacerbate changes in the phytoplankton 
community, especially in the Baltic Sea where the sea surface 
temperature is increasing faster than the average for the global ocean 
(HELCOM/Baltic Earth, 2021).

The Baltic Sea is divided into 17 basins, each basin with its 
own complexity and particular characteristics (Hjerne et  al., 
2019; HELCOM/Baltic Earth, 2021). The Gotland Basin is the 
deepest basin in the Baltic Sea with a maximum depth of 249 m, 
characterized by a permanent halocline at 60–80 m depth which 
functions as a barrier between anoxic sediments and bottom waters 
and the euphotic layer (Klais et al., 2011). Low oxygen levels lead 
to the production of hydrogen sulphide and release of phosphate 
from the sediments to the water column which further amplifies 
primary production and consequently oxygen demand (Vahtera 
et al., 2007; Murray et al., 2019). This study focuses on the Gotland 
Basin, specifically the station TF271 (Figure 1) located in the eastern 
part of the Baltic Sea at 57°19’12” N, 20°3’0” E. This station has been 
monitored since 1979 in the frame of the HELCOM monitoring 
program (HELCOM, 2012). However, regular monitoring of 
blooms began only in 1990 (Wasmund, 1997).

Model-Based Approach
We used a coupled physical-biological model to understand the 
interactions between the physical and biological conditions of the 
water column that affect the development of spring and summer 
blooms in the Gotland Basin. This model is an adaptation of an 
early version developed by Waniek (2003) to study the physical 
factors controlling phytoplankton growth in the northeast 
Atlantic and the Irminger Sea (Waniek, 2003; Waniek and 
Holliday, 2006). The physical model basically consists of an 
integrated mixed-layer model for the surface layer embedded 
into an advective-diffusion model for the thermocline. The 
model is therefore able to estimate the changes in temperature 
with depth from kinetic energy and thermal budgets solving 
wind mixing, convection, upwelling and turbulent diffusion 
processes in the water column, giving a reliable approach to the 
physical processes that influence bloom formation. In addition 
to the changes in the water column, the model incorporates the 
feedback between the water surface and the atmosphere through 
the net heat flux terms (incoming solar radiation, long-wave 
radiation, sensible and latent heat flux) calculated from standard 
bulk formulae for each time step. A detailed description of the 
physical model can be found in Waniek (2003).

The biological model is a simplified representation of the 
phytoplankton cycle conceived primarily to describe the 
dynamics of six state variables (Figure 2): nitrogen concentration 
as limiting nutrient, two functional groups of phytoplankton 
composed of diatoms (Diatoms) and cyanobacteria (Cyano), 
zooplankton (Zoo) fueled by grazing on mainly diatoms, 
and detritus, which sinks at two different velocities and is 
remineralized or lost to the sediment (see Figure 2). In this study 
the spring bloom was modeled on the basis of diatoms because 
they usually begin the spring bloom and are considered superior 
to dinoflagellates as competitors because of their relatively high 
growth rates and nutrient uptake capacities (Suikkanen et  al., 
2011). Furthermore, reliable, high frequency data to identify 
and validate the beginning and end of each bloom individually 
are still scarce in the Gotland Basin (Klais et  al., 2011; Lips 
et  al., 2014). Therefore, the results may combine the behavior 
of diatoms and dinoflagellates, as both species have basically 
comparable nutrient requirements (excluding the need for silica) 
and appear to provide similar ecosystem services with respect to 
the annual new production and nutrient uptake (Kremp et  al., 
2008; Klais et  al., 2011). All concentrations in the biological 
model are expressed in terms of nitrogen, i.e. mmol N m–3, as 
nitrogen is usually the limiting nutrient in the ocean and the 
common unit in coupled models (Janssen et al., 2004; Beckmann 
and Hense, 2007; Sonntag and Hense, 2011; Hense et al., 2013). 
Carbon and phosphate concentrations were transformed into 
nitrogen using the Redfield ratio between carbon, nitrogen and 
phosphorus (C:N:P) of 106:16:1 (Redfield, 1958).

The growth rate of phytoplankton is determined by a 
“Michaelis-Menten” equation, which depends on the availability 
of nutrients and light (Tables 1, 2). The light term depends on 
the maximum growth rate of phytoplankton (µgrowth), on the slope 
of the growth-light curve (α) and the light intensity in the water 
column. The light in the water column is given by the fraction 

FIGURE 1 |   Location of the monitoring station TF271 (black dot) in the 
Gotland Basin, Baltic Sea.
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of photosynthetically active radiation (PAR), the incoming solar 
radiation (QSW) and the attenuation of light through the water 
column due to water (kw) and chlorophyll a (kchl). The sink terms 
for phytoplankton are grazing by zooplankton, leaching and 
mortality including viral lysis and extracellular release (μm).

Zooplankton is included in the model for the sole purpose of 
closing the trophic food chain and to provide the grazing pressure 
on diatoms, given the limited reliable data regarding zooplankton 
and their interaction with phytoplankton e.g. in terms of growth, 
grazing and assimilation rates. Therefore, zooplankton equation 
does not reflect its life cycle nor the complete interactions of 
zooplankton with other organisms in the water column. The 
grazing pressure on diatoms is determined by the maximum 
grazing rate (μgz) and the catching rate of zooplankton (μc). Thus, 
the grazing rate is given by the grazing pressure, the assimilation 
efficiency (γ1), the excretion rate (γ2) and the mortality rate of 
zooplankton μmZoo.

The remineralization of organic material comprising dead 
diatoms, cyanobacteria and zooplankton is described by the 
detritus pool. The detritus pool was split into two groups (fast 
and slow) based on the sinking speed. Part of the dead organic 
material may form aggregates that sink rapidly (100 m d–1) while 
fine organic particles may stay longer in the water column and 
sink at a slower rate (1 m d-1). The fraction of fast and slow 
detritus pool within the model is determined by the interaction 
of detritus with the other model compartments (Figure 2), i.e. it 
depends on the amount of dead phytoplankton and zooplankton, 
remineralization rate (μr) and sinking speed (fast (wf) and slow 
(ws)) in each time step.

The change in nutrient concentration at each time step 
depends on the remineralization rate of both detritus pools, the 
excretion rate of zooplankton and phytoplankton uptake during 
growth. The equations and parameters for the biological state 
variables are given in Tables 1, 2, respectively. DSi concentrations 
was assumed to be sufficient during the early phase of the spring 

bloom when the head-start population had been established 
(Kremp et  al., 2008). At this point, nutrient levels, nutrient 
ratios or light intensity had only a limited effect on the biomass 
distribution (Kremp et al., 2008), therefore an aligned Redfield 
ratio was also assumed.

The ability to fix molecular nitrogen from the atmosphere 
allows cyanobacteria to circumvent the general summer nitrogen 
limitation, making phosphorus the primary limiting nutrient for 
N-fixing cyanobacteria (Walve and Larsson, 2007; Karlson et al., 
2015). Furthermore, cyanobacteria studies have highlighted the 
role of physical forcing and phosphorus over other nutrients 
during bloom development. Lips and Lips (2008) have shown 
that blooms for example of Aphanizomenon sp. are initiated by 
upwelling of phosphorus-rich deeper waters, whereas growth of 
Nodularia spumigena is mostly related to increases in incoming 
solar radiation and temperature as well as the ability of this 
species to make use of regenerated phosphorus pools during 
the low nutrient concentration periods. Nitrogen fixation by 
cyanobacteria as well as additional processes involved in bloom 
formation such as atmospheric nutrient deposition and water 
column-sediment interaction were not included in the model 
because they are beyond the scope of this study. Quantification 
of these processes and parameters such as carbon to chlorophyll 
a ratio, growth, mortality and remineralization rates is still an 
active field of research where many questions remain unresolved 
and valid parametrization for a numerical approach does not 
exist yet.

One of the limitations of our model is to consider the water 
column as a rigid parcel of water, where mass and energy 
exchange takes place through the water column but not with its 
surroundings. This assumption has implications for all simulated 
physical, chemical and biological variables, leading to over- or 
underestimation of these variables and contributing to the model 
error. In addition, the model was elaborated based on diatoms 
and cyanobacteria without considering plankton succession or 
other species such as dinoflagellates that co-occur during the 
spring bloom because of the limited data to reliable validate each 
bloom individually and species by species. This simplification 
may likely affect our results and therefore contribute to the 
difference observed with other studies and partly observations.

Model Setup and Validation
Vertical profiles of water column temperature and phosphate 
were taken from the monitoring station TF271 during 
December 2002 as initial conditions for the model (Table 3). 
The initial concentration of cyanobacteria and diatoms 
has a decreasing exponential distribution over depth with 
a surface value of 0.05 and 0.3 mmol N m–3, respectively. 
The chlorophyll a concentration was expressed in terms of 
nitrogen using a chlorophyll a:carbon (Chla:C) ratio of 1:50 
and a Redfield ratio between carbon and nitrate (C:N) of 6.6 
(Redfield, 1958). The initial concentration of zooplankton 
was set at 0.1 mmol N m–3 on the surface with a decreasing 
exponential distribution within a vertical scale of 100 m. An 
initial concentration of 10–4 mmol N m–3 was used for both 
detritus pools.FIGURE 2 |  Scheme of the coupled physical-biological model.
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TABLE 1 | Equations of the biological model. 

Variable Equation
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Phy refers to diatoms or cyanobacteria.

TABLE 2 | List of biological parameters used in the model.

Parameter Symbol Value Range Reference

Attenuation coefficient water (m–1) kw 0.04 – Kirk (1994)
Attenuation coefficient chlorophyll a (m–1) kchl 0.03 – Kirk (1994)
Fraction of photosynthetically active radiation PAR 0.43 – –
Maximum growth rate diatoms (d–1) 𝜇gDiatoms 0.04 1-1.3* Munkes et al. (2020)
Maximum growth rate cyanobacteria (d–1) 𝜇gCyano 0.12 0.33-1* Munkes et al. (2020)
Slope of P–I curve diatoms αDiatoms 1 0.025-0.72 Waniek (2003)
Slope of P–I curve cyanobacteria αCyano 0.0034 0.035 Jöhnk et al. (2008)
Mortality rate diatoms (d–1) 𝜇mDiatoms 0.02 0.02-0.6* Munkes et al. (2020)
Mortality rate cyanobacteria (d–1) 𝜇mCyano 0.03 0.02-0.4* Munkes et al. (2020)
Half-saturation constant for nitrogen uptake 
diatoms (mmol m–3)

kupDiatoms 2 0.05-1.5* Munkes et al. (2020)

Half-saturation constant for phosphate 
uptake cyanobacteria (mmol m–3)

kupCyano 2.5e-5 0.05-1.5* Munkes et al. (2020)

Assimilation efficiency γ1 0.1 0.46, 0.76 Fasham and Evans (1995)
Excretion rate (d–1) γ2 0.03 0.03-0.11 Waniek (2003)
Maximum grazing rate diatoms (d–1) 𝜇gzDiatoms 1 0.09-1.95* Munkes et al. (2020)
Maximum grazing rate cyanobacteria (d–1) 𝜇gzCyano 0.1 0.03-0.9* Munkes et al. (2020)
Capture rate diatoms 𝜇cDiatoms 3.0 1.0 Oschlies and Garçon (1999)
Capture rate cyanobacteria 𝜇cCyano 1.0 1.0 Oschlies and Garçon (1999)
Grazing pressure cyanobacteria ηCyano 0 – Meyer-Harms et al. (1999)
Mortality rate Zoo 𝜇mZoo 0.1 0.1-0.28 Waniek (2003)
Remineralization rate (d–1) 𝜇r 0.05 0.05 Oschlies and Garçon (1999)
Sinking velocity fast detritus (m d–1) wf 100 10 Evans and Garçon (1997)
Sinking velocity slow detritus (m d–1) ws 1.0 1.0 Evans and Garçon (1997)

 *From models CEMBS, ECOSMO, ERGOM, SCOBI and BALTSEM.
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The model was forced with daily atmospheric reanalysis data 
from the National Centers for Environmental Prediction (NCEP) 
(Kalnay et al., 1996). Forcing include air temperature, incoming 
solar radiation, wind speed, relative humidity and cloud cover 
(Figure S1). These data provide the basis for calculating the net 
heat flux and its components (long-wave radiation, sensible and 
latent heat flux) based on standard bulk formulation (Rahmstorf, 
1990) and the estimated temperature at each time step to account 
for the interaction between the surface and the atmosphere. 
The model was implemented with a finite differential scheme 
of 1 m vertical resolution down to the bottom at 240 m and a 
daily time step. The simulations were done for each year using 
the same initial conditions and the respective forcing for the 
year, beginning in 1990 and covering a 30-year period. Thus, 
the observed variability in spring and summer blooms is driven 
by the net effect of forcing on the phenology of the bloom. A 
spin-up time was not included in the simulations.

The results of the model and analyses are restricted to the 
surface and variables directly related to the development of 
spring and summer blooms (Figure 3). These variables include 
nutrients in the form of nitrogen and phosphate (the latter 
expressed in nitrogen units using the Redfield ratio 1:16 between 
nitrogen and phosphorus), sea surface temperature, mixed layer 
depth (MLD), wind speed and net heat flux. The inter-annual 
variability of diatom and cyanobacteria blooms is compared with 
observations and satellite data from the study region. Phosphate 
concentration, sea surface temperature (SST) and net heat flux 
(Qnet) were also compared with reference data sets in order to 
evaluate the performance of the model (Table 3).

Phenology Metrics
The threshold criterion was used to identify the phenological 
dates for spring and summer blooms (Ji et  al., 2010). It was 
defined as an increase in the biomass concentration above a 
certain level. Wasmund (1997) defined a concentration of 22μg 
L–1 as a threshold for cyanobacteria blooms in the Baltic Sea. 
We have taken this value as threshold for spring and summer 
blooms as it coincides with the biomass at which the onset and 
decline dates are usually reported for both blooms in the Baltic 
Sea. However, this threshold strongly influences the results as 
well as restricts in part the possibility of comparing results with 
other studies. For this reason we included a trend analysis to 

make it more robust and comparable with other studies. Overall, 
the spring bloom begins on day 84 ± 6 ( ± 6 refers to standard 
deviation) and ends on day 128 ± 9 (Groetsch et al., 2016), while 
the summer bloom begins on day 168 ± 16 and declines after 
day 209 ± 13 (Beltran-Perez and Waniek, 2021). The onset of the 
bloom was defined as the time when the biomass is above the 
threshold for the first time. The decline of the bloom was set as 
the time after the biomass maximum reduces to values below 
the threshold. The duration of the bloom was estimated as the 
difference between the onset and decline dates of the bloom. The 
phenology of the bloom was calculated year by year by analyzing 
the biomass changes between February and May for the spring 
bloom and between June and August for the summer bloom.

Trend Analyses
The non-parametric Mann-Kendall test (Kendall, 1975) was 
applied for monotonic downward or upward trends together 
with the non-parametric Sen method (Sen, 1968) for the slope 
estimate. This test tolerates outliers and it is independent of the 
data distribution. This method was applied on the phenological 
dates identified over the 30-year period for the spring and 
summer blooms to investigate changes in their occurrence. 
All calculations and trend analyses were performed in Matlab 
R2018b. Statistical tests were considered significant with a 
p-value less than or equal to 0.05.

RESULTS

Inter-Annual Variability
Summer blooms start at the beginning of June and last until the 
end of August, reaching their maximum concentration in mid-July 
(Figure 3A). In general, summer blooms have a length of about 3 
months and reach a maximum concentration of 10 mmol N m–3. 
Spring blooms begin on average at the end of March and last until 
the end of May (Figure 3B) with an average length of roughly 2 
months. Their maximum concentrations are observed at the end of 
April with values around 4 mmol N m–3. Diatoms usually develop a 
second bloom of lower abundance in autumn that is also captured 
by the model, but it is outside the scope of this study.

The phosphate concentration shows a cycle where the 
maximum concentration (around 11 mmol N m–3) is reached 

TABLE 3 | Data sets used for model setup and validation.

Variable Type Period Reference/Data source

Cyanobacteria Observations 1970-2005 Hense and Burchard (2010)
  Satellite data 1997-2013 Kahru et al. (2016)
  Observations 1990-2017 Beltran-Perez and Waniek (2021)
Diatoms Observations 2000-2014 Groetsch et al. (2016)
Phosphate Observations 1990-2017 https://odin2.io-warnemuende.de/
      https://sharkweb.smhi.se/hamta-data/
Temperature Observations 1990-2017 https://www.smhi.se/data/oceanografi/

ladda-ner-oceanografiska-observationer/     
      https://sharkweb.smhi.se/hamta-data/
Net heat flux NCEP 1990-2019 https://psl.noaa.gov/data/gridded/data.

ncep.reanalysis.surfaceflux.html  Reanalysis  
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during January before the onset of the spring bloom (Figure 3C). 
The phosphate concentration decreases as the spring bloom is 
formed, reaching concentrations below 0.5 mmol N m–3 at the 
beginning of the summer bloom. Phosphate concentration 
remains low throughout the summer bloom and increases only 
at the end of the year. The SST shows a pronounced annual cycle 
with a minimum in mid-February and a maximum in early 
August (Figure 3D).

The mixed layer depth is directly linked to changes in 
temperature and mixing intensity, becoming shallower as the 
solar radiation intensifies and temperature rises (Figure  3E). 
The shallowest mixed layer depth is reached at around 10  m 
during the summer bloom, i.e. between June and August. The 
highest energy gain by the ocean coincides with the end of the 
spring bloom and the beginning and maximum abundance of the 
summer bloom (Figure 3F).

The model reproduces the typical annual cycle for spring 
and summer blooms (Figure  4). The inter-annual variability 
of both blooms is in good agreement with that derived from 
observations and satellite data (Figures  4A, B). However, the 
model underestimates the maximum concentration of the spring 
bloom and overestimates it for the summer bloom. The pattern of 
phosphate concentration, SST and net heat flux in Figures 4C–E 
bears a strong resemblance to the summer bloom pattern, 
suggesting that the highest cyanobacteria abundance coincides 

with the minimum in phosphate concentration, high SST and 
positive net heat flux. The onset of the spring bloom coincides 
with the maximum phosphate concentration as well as with the 
increase in SST and net heat flux.

Changes in Phenology of Diatom and 
Cyanobacteria Blooms
The phenology of the spring and summer blooms is summarized 
in Tables S1, S2, respectively. The phenology of both blooms is 
compared with phenological dates derived from observations 
and satellite data in Figures 5, 6. The onset of the spring bloom 
coincides with the average onset reported by Groetsch et  al. 
(2016) on day 85 ± 7. The peak and decline dates occur on day 
115  ± 6 and 144 ± 5, respectively. Therefore, the length of the 
bloom is on average 59 ± 4 days. Our phenological dates differ to 
the observed peak and decline dates by 9 and 17 days, respectively, 
with the largest differences occurring at the end of the bloom.

Based on the results of the model, the summer bloom starts 
on day 158 ± 5, reaches its maximum biomass on day 194 ± 9 
and declines on day 237 ± 8. On average the bloom lasts 79 ± 
9 days. Similar to the results for the spring bloom, there is a 
discrepancy between our results, observations and satellite data. 
The bloom begins 9 and 38 days earlier than in observations 
and satellite data, respectively. The occurrence of the maximum 
coincides with in situ observations, but not with satellite data. 

FIGURE 3 | Model results: (A) cyanobacteria, (B) diatoms, (C) phosphate concentration calculated from nitrogen using N:P ratio, (D) sea surface temperature 
(SST), (E) mixed layer depth (MLD) and (F) net heat flux (Qnet). The blue and red bars represent periods of diatom and cyanobacteria blooms, respectively.
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The maximum occurs on day 194 in the model and observations, 
but 15 days later in satellite data. The largest difference is at the 
end of the bloom. According to our results the bloom ends on 
day 237, but using observations and satellite data it ends 27 and 
22 days earlier, respectively.

The inter-annual variability of the summer bloom showed 
significant temporal changes (p-value < 0.05) in the onset and 
length of the bloom (Figure  7). Summer blooms occur 9 days 
earlier, starting on day 152 in 2019 instead of day 161 in 1990 
in the Gotland Basin. They last 15 days longer, increasing their 
length from 72 days in 1990 to 87 days in 2019. However, a 
longer bloom did not necessarily lead to a higher abundance of 
cyanobacteria. No temporal changes were found for the peak or 
decline dates of the summer bloom. The spring bloom showed 
no statistically significant changes in phenology and abundance 
over the 30-year period.

Effect of Environmental Variables on 
Bloom Phenology
To emphasize the changes in spring and summer blooms 
occurrence and their relationship with SST, wind and net heat 
flux we have calculated the anomalies for SST, wind and net heat 
flux with respect to each bloom period (Figures S2, S3). We 
selected years with the higher positive and negative anomalies for 

each variable during the development of each bloom, i.e. during 
February and May for the spring bloom and June and August 
for the summer bloom (Tables  4, 5 and Figures  8, 9). During 
the spring bloom, the SST was around 1.5°C higher than average 
in 1990, 2008 and 2015 and lower roughly 2  °C in 1996, 2003 
and 2010 (Figure S2A). Summer blooms were observed at SST 
roughly 0.5°C higher than average in 1990, 2002 and 2018 and 
0.5°C lower in 1996, 2015 and 2017 (Figure S3A). SST anomalies 
indicate that the spring and summer seasons were warmer than 
average during 1990, while colder during 1996. In 2015 a warm 
spring followed by a cold summer was observed, both seasons 
were characterized by particularly strong winds (Figures S2B, 
S3B). Winds 1 ms−1 higher than average were found during 
spring blooms in 1997, 2015 and 2019. The stronger winds 
during summer blooms are roughly 0.5 ms−1 higher than average 
and occurred in 1998, 2004 and 2015. The response of the 
spring bloom changes over time but a strong relationship with 
the heat exchange between atmosphere and surface ocean was 
not observed (Figure S2C). On the contrary, summer blooms 
are generally observed to coincide with positive net heat flux 
anomalies (high energy gain) and negative wind anomalies 
(calm wind conditions), which are linked to higher water column 
stability (Figure S3C).

There is a statistically significant change in the occurrence of 
the spring bloom with respect to SST (Table 4). During warmer 

A B

C

E

D

FIGURE 4 | Model results: (A) cyanobacteria, (B) diatoms, (C) phosphate concentration calculated from nitrogen using N:P ratio, (D) sea surface temperature 
(SST) and (E) net heat flux (Qnet).The circles connected with a solid line represent monthly mean values of the model results (blue) and the reference data sets 
(red), respectively. The shaded area corresponds to the standard deviation of each variable. Horizontal error bars in (B) represent the standard deviation of bloom 
occurrence dates. Details of the data sets used as reference are reported in Table 3.
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periods the peak of the bloom occurs on average on day 109, 
while in cooler periods it occurs on day 121. As a result, spring 
blooms reach maximum biomass 12 days earlier in warmer 
periods. No further significant changes in phenology or abundance 
were found for the spring bloom.

A significant difference in cyanobacteria biomass is found 
when comparing positive and negative SST anomalies (Table  5). 
Cyanobacteria blooms develop higher biomass during warmer 
periods than during colder periods. There is also a significant 
difference in the biomass, decline dates, length and maximum peak 
of the summer bloom when comparing positive and negative net 
heat flux anomalies. Thus, a higher energy gain (positive net heat 
flux) by the ocean leads to a bloom with higher abundance and 
maximum peak as well as the extension of the bloom by delaying its 
end by around 19 days.

The highest cyanobacteria abundance coincides with calm wind 
conditions (Figure 9), however no statistically significant difference 
was found between the occurrence of the bloom and calm wind 
(p-value > 0.05, Table 5). Similarly, the spring bloom did not show 
a statistically significant difference with respect to the wind strength 
(Table 4).

DISCUSSION

Inter-annual and temporal variability of spring and summer 
blooms in the Gotland Basin has been described by Wasmund 
and Uhlig (2003); Janssen et al. (2004); Wasmund et al. (2011), 
but the phenology and response of these blooms to changing 
environmental conditions have been studied less extensively 
and remain unclear (Kahru and Elmgren, 2014; Groetsch et al., 
2016; Kahru et al., 2016). Our results show that the occurrence 
of spring and summer blooms is affected differently by changes 
in SST, wind and net heat flux. The mixing in the water column 
is largely related to density changes (through buoyancy forcing 
by net heat flux) that drive the variability of the mixed layer 
(Figures 3D–F).

The onset of the spring bloom is consistent with the findings 
of Groetsch et  al. (2016), who estimated the phenology of 

FIGURE 5 | Phenological dates for the diatom bloom based on a) model 
results (1990-2019) and b) observations (2000-2014). In each box, the 
central red line indicates the median, and the bottom and top edges of the 
box indicate the 25th and 75th percentiles, respectively. The whiskers extend 
to the most extreme data points; outlier observations are marked individually 
using the ‘+’. Details of the data sets used are reported in Table 3.

FIGURE 6 | Phenological dates for the cyanobacteria bloom based on a) 
model results (1990-2019), b) observations (1990-2017), and c) satellite data 
(1998-2015). In each box, the central red line indicates the median, and the 
bottom and top edges of the box indicate the 25th and 75th percentiles, 
respectively. The whiskers extend to the most extreme data points; outlier 
observations are marked individually using the ‘+’. Details of the data sets 
used are reported in Table 3.

FIGURE 7 | Temporal change in the phenological dates of cyanobacteria 
blooms. The circles connected with a black solid line represent onset dates 
and length of the bloom, respectively. The slope of the curve for the onset 
dates (blue line) and length ofthe bloom (red line) was estimated using 
the Mann-Kendall test with the non-parametric Sen method using 95% 
significance level.
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the spring bloom from a 15-year time series (2000–2014) of 
ship-of-opportunity chlorophyll a fluorescence observations 
for different regions in the Baltic Sea. However, in our results 
the average peak and decline dates occur later than in the 
aforementioned study. The use of a fixed threshold in our study 
(22 μg L–1) instead of the 10th and 90th percentiles before and 
after the bloom peak used by Groetsch et al. (2016) resulted in a later 
occurrence of the peak and decline dates, as more time is allowed 
for spring and summer blooms to exceed the specified threshold 
value. The discrepancy between both studies may be explained by 

the method used to quantify the biomass, and the threshold criteria 
used for the computation of the phenological dates. The definition 
of the threshold at which bloom begins or ends differs between 
studies, a trend analysis is more robust and therefore it was used 
to compare with other studies.

Earlier spring blooms have previously been reported for the 
Baltic Sea (Fleming and Kaitala, 2006; Klais et  al., 2013). Our 
study showed that higher temperatures cause the spring bloom 
to peak earlier, but this was not observed over the 30-year period, 
i.e. changes in the timing of the peak occurrence over the 30-year 

TABLE 4 | Diatoms biomass integrated over the bloom period (February-May) calculated for the periods with the highest (+) and smallest (-) anomalies in SST, wind and 
net heat flux (Qnet). 

Anomaly Year Day of year Length Max peak Biomass

Onset Peak Decline  (days)  (μg L–1)  (μg L–1)

SST (+) 1990 80 107 135 55 267 13438
 (warmer periods) 2008 79 111 139 60 266 14459
  2015 80 108 138 58 276 14526
SST (-) 1996 75 122 151 76 271 17634
 (colder periods) 2003 72 117 140 68 245 15345
  2010 96 123 150 54 274 13455
Wind (+) 1997 84 113 144 60 274 14933
 (stronger wind) 2015 80 108 138 58 276 14526
  2019 82 109 138 56 272 13887
Wind (-) 2009 90 118 146 56 275 13990
 (weaker wind) 2010 96 123 150 54 274 13455
  2016 83 111 140 57 277 14316
Qnet (+) 2003 72 117 140 68 245 15345
 (higher gain) 2010 96 123 150 54 274 13455
  2014 80 107 136 56 270 13790
Qnet (-) 1991 75 103 133 58 270 14273
 (less gain) 1997 84 113 144 60 274 14933
  2005 95 123 149 54 272 13376

The values in bold correspond to values with a significant difference by comparing the positive and negative anomaly (p-value < 0.05).

TABLE 5 | Cyanobacteria biomass integrated over the bloom period (June-August) calculated for the periods with the highest (+) and smallest (-) anomalies in SST, wind 
and net heat flux (Qnet). 

Anomaly Year Day of year Length Max peak Biomass

Onset Peak Decline  (days)  (μg L–1)  (μg L–1)

SST (+) 1990 154 187 235 81 710 33481
 (warmer periods) 2002 153 198 252 99 696 44621
  2018 158 208 251 93 691 43678
SST (-) 1996 169 195 248 79 596 32618
 (colder periods) 2015 155 185 240 85 713 33305
  2017 154 204 230 76 682 32044
Wind (+) 1998 164 195 227 63 613 21902
 (stronger wind) 2004 155 185 235 80 673 42030
  2015 155 185 240 85 713 33305
Wind (-) 1999 159 193 228 69 702 37174
 (weaker wind) 2006 157 188 242 85 740 44206
  2018 158 208 251 93 691 43678
Qnet (+) 1997 170 202 247 77 705 38374
 (higher gain) 2002 153 198 252 99 696 44621
  2006 157 188 242 85 740 44206
Qnet (-) 1993 159 183 222 63 645 27667
 (less gain) 1998 164 195 227 63 613 21902
  2000 156 192 234 78 675 32895

The values in bold correspond to values with a significant difference by comparing the positive and negative anomaly (p-value < 0.05).
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FIGURE 8 | Influence of SST (A, B), wind (C, D) and net heat flux (E, F) on diatom biomass (between February and May). At the top of each plot is shown the year 
with the highest positive anomalies (left panel) and negative anomalies (right panel) for each variable. The blue line corresponds to the variable (left axes) and the red 
line to biomass (right axes) of diatoms (dashed line) and cyanobacteria (solid line). The cyanobacteria bloom is included only to illustrate its inter-annual cycle.
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FIGURE 9 | Influence of SST (A, B), wind (C, D) and net heat flux (E, F) on cyanobacteria biomass (between June and August). At the top of each plot is shown the 
year with the highest positive anomalies (left panel) and negative anomalies (right panel) foreach variable. The blue line corresponds to the variable (left axes) and the 
red line to biomass (right axes) of diatoms (dashed line) and cyanobacteria (solid line). The diatom bloom is included only to illustrate its inter-annual cycle.
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period were not statistically significant (p-value > 0.05). Wasmund 
et al. (2011) also reported that there is no trend for the spring bloom 
in the eastern Baltic Sea during the period 1979 to 2005. However, 
other studies have found that spring blooms tend to develop earlier 
and less intense. Kahru et  al. (2016) showed an advance of the 
growth season at a mean rate of 1.6 days per year for the spring 
bloom in the entire Baltic Sea. Groetsch et al. (2016) found a positive 
trend in the bloom length of 1 ± 0.20 day per year and a negative 
trend in chlorophyll a maximum of 0.31 ± 0.10 mg m–3 per year for 
the spring bloom over the period 2000 to 2014, attributing it to the 
gradual reduction of nutrients load in the Baltic Sea. Long-term data 
sets from 1979 to 2011 also showed a decrease in diatom abundance 
during the spring bloom in the Baltic Proper (Wasmund and Uhlig, 
2003; Wasmund et al., 2013).

The phenology of the spring bloom seems to be affected only 
by SST (Figure 8 and Table 4), which result in the spring bloom 
reaching its maximum abundance earlier. Higher temperatures 
favor the spring bloom by intensifying stratification, which 
increases light in a shallow mixed layer following the critical 
depth hypothesis (Sverdrup, 1953), as Sommer et  al. (2012) 
confirmed using several temperatures and light levels in a series 
of mesocosm experiments. Light is necessary for phytoplankton 
photosynthesis and growth, while temperature influences 
growth rates and stratification. Wind has a dual effect on the 
bloom. On the one hand, strong winds induce mixing that favors 
redistribution of the resting stages of diatoms and nutrients in the 
water column (Hjerne et al., 2019). On the other hand, calm wind 
conditions are associated with lower energy losses or energy gain 
on the surface, increasing temperature and stratification of the 
water column (Wasmund et al., 1998; Wasmund and Uhlig, 2003; 
Wasmund et al., 2013). Therefore, according to our results and 
those from other studies (Groetsch et al., Reynolds et al., 1984; 
Spilling and Markager, 2008; Sommer et  al., 2012; Wasmund 
et al., 2013), the spring bloom is favored by the ability of diatoms 
to proliferate despite strong wind (Figure 3B and Figure S1C) 
following Margalef ’s mandala (Margalef, 1978), the availability 
of nutrients during the first months of the year (Figures 3B, C) 
and the increasing amount of light as well (Figure 3B and Figure 
S1B) following Sverdrup’s hypothesis (Sverdrup, 1953).

We found evidence that the occurrence of earlier maximum 
abundance in the spring bloom was related to warm weather 
conditions (Figure  8 and Table  4). Changes in the spring bloom 
phenology may influence the survival of higher trophic levels 
due to variations in timing of food availability (match-mismatch 
hypothesis) (Smith and Hollibaugh, 1993; Winder and Schindler, 
2004), i.e. the energy and carbon transfer from primary production 
to pelagic fish production (Sommer et al., 2012). A shift in the spring 
bloom may inhibit the survival of zooplankton and fish, affecting 
the recruitment of larvae as larval spawning continues to match 
the original timing of the bloom prior to changes (Cole, 2014; 
Gittings et al., 2018). As a result, potential negative impacts can be 
expected on the Baltic Sea ecosystem if changes in the phenology 
of phytoplankton blooms continue in conjunction with current 
changes in the environment.

The occurrence of the maximum cyanobacteria abundance in 
the model coincides with in situ observations but not with that 
estimated based on satellite data. There are, however, differences in 

the onset and decline of the bloom probably due to the definition 
of the threshold at which species abundance exceeds normal 
values in the water. The lack of consensus on the definition of 
thresholds in phenological studies makes it difficult to compare 
the results between them. In fact, using thresholds defined 
on a percentile basis like in other studies, our results deviate 
from the time at which cyanobacteria blooms usually occur in 
the Baltic Sea (i.e. between June and August). Additionally, to  
the uncertainty surrounding the defined threshold at which the 
bloom develops, it is not surprising that our results vary from 
the phenological dates identified based on satellite imagery. 
Remote sensing is able to detect blooms only when strong surface 
aggregations are formed, which usually occurs at an advanced 
bloom stage and directly related with the cyanobacteria species 
Nodularia spumigena, the only species of the summer bloom in 
the Baltic Sea that forms dense surface accumulations. Nodularia 
spumigena is a co-dominant cyanobacteria species in the Baltic 
Sea, the other co-dominant species, Aphanizomenon sp. and 
Dolichospermum spp., although both are present during the 
bloom, these species are typically found at the subsurface and 
therefore not specifically detected through satellites (Kahru and 
Elmgren, 2014; Eigemann et al., 2018; Kahru et al., 2020).

Until now, there has been no consensus on whether 
cyanobacteria blooms will increase or decrease in the future 
(Wasmund and Uhlig, 2003; Kahru and Elmgren, 2014; Kahru 
et al., 2016; Meier et al., 2019). Our results support the findings of 
other studies which point to summer blooms starting earlier and 
lasting longer. We found that the summer bloom is occurring 
0.3 days earlier each year and extending its length by 0.5 days 
per year. Kahru and Elmgren (2014) found progressively earlier 
accumulations of cyanobacteria in summer by approximately 0.6 
days per year over a 35-year period. Kahru et al. (2016) also found 
trends towards an earlier start of the spring and summer blooms. 
Contrary to these results, Wasmund and Uhlig (2003) found no 
indication that cyanobacteria blooms have increased during the 
period 1979-1999, even if there is a tendency to decrease in some 
basins of the Baltic Sea. On the one hand, observations from 
satellites in the Baltic Sea are based on chlorophyll a and focused 
on specific species of cyanobacteria such as Nodularia spumigena, 
which forms dense surface accumulations (Kahru and Elmgren, 
2014; Kahru et al., 2020). On the other hand, in situ observations 
of phytoplankton biomass are usually integrated over the water 
column and the frequency of observations is limited in time and 
space, which in case of blooms may lead to differences in the 
estimated biomass and phenology of the bloom when compared 
to other studies even during similar periods of time and locations. 
Although the results from observations and satellites may vary, 
they are the closest approximations available to identify and 
validate bloom phenology as long-term in situ data sets and 
studies defining bloom phenology are still scarce. Therefore, 
they have been used in this study and compared despite their 
significant differences, being aware of the limitations of both 
approaches (Kahru and Elmgren, 2014; Gittings et al., 2019).

Overall, cyanobacteria species are able to uptake a large 
amount of nutrients and store them to maintain growth and 
survive for days (Kanoshina et  al., 2003; Flores and Herrero, 
2005). Therefore, cyanobacteria blooms are able to develop under 
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depleted phosphorus (limiting nutrient) conditions (Figures 3C, 
4C) (Wasmund, 1997; Lignell et  al., 2003). Cyanobacteria 
abundance is coupled with SST at seasonal and inter-annual 
time scales (Figures  3, 4), signifying that warmer periods 
favor cyanobacteria growth (Table 5) as other studies have also 
indicated (Hense et al., 2013). Warm years characterised by higher 
cyanobacteria biomass (e.g. 1990, 2002 and 2018) coincide with a 
shallower MLD and stratified water column (Figures 3A, D–F).

The change in the length of the summer bloom was not 
observed in connection with temperature, but rather with net 
heat flux (Figure 9 and Table 5). For years with a strong heat gain 
during summertime such as 1997, 2002, 2006 the bloom extends 
on average 19 days compared to years with lower heat gain such as 
1993, 1998, 2000, which is in agreement with the trend observed 
for the summer bloom to extend its length over the entire 
30-year period. The energy gain by the water column contributes 
significantly to the increase in bloom abundance by intensifying 
stratification. Cyanobacteria blooms do not tolerate turbulence 
so calm wind conditions and a strongly stratified water column 
favor their development resulting in longer blooms (Table  5). 
These results are supported by Beltran-Perez and Waniek (2021) 
who demonstrated that the phenology of cyanobacteria blooms 
is explained by the energy exchange between the atmosphere 
and the ocean. Only a few studies have highlighted the role of 
energy exchange at the ocean-atmosphere interface that regulates 
mixing in the water column in the context of phenology studies 
so far (Gittings et al., 2018; Beltran-Perez and Waniek, 2021).

Our results showed that changes in wind strength do not 
lead to changes in bloom phenology as Kahru et al. (2020) also 
indicated for cyanobacteria accumulations and wind on a decadal 
and inter-annual time scale. Calm wind may have an influence 
on the development of the bloom as reported by other studies 
(Wasmund, 1997; Kanoshina et  al., 2003), but in this study, if 
there is such an influence, it was not statistically significant.

Water temperature has been increasing during the past 100 
years and it is projected to further increase between 1.1°C  to 
3.2 °C by the end of this century in the Baltic Sea (HELCOM/
Baltic Earth, 2021). Higher temperatures intensify stratification 
and therefore favor the occurrence of summer blooms. Our results 
support the occurrence of earlier and longer blooms, but there 
is much uncertainty about whether cyanobacteria blooms may 
increase in the future. The observed changes in the phenology 
of summer blooms and their relationship with global warming 
suggest that cyanobacteria blooms will remain a major concern 
for the Baltic Sea. They may accelerate eutrophication and oxygen 
depletion in the water column (Larsson et al., 1985; Wasmund, 
1997; Janssen et al., 2004) and have stronger impacts on fishing 
and recreational use of coastal waters (Paerl and Huisman, 2009; 
Neil et al., 2012), as many species of cyanobacteria produce toxins. 
Alterations in the food web are also expected as the efficiency of 
energy transfer to higher trophic levels may reduce due to the 
poor food quality of cyanobacteria for grazers, depending on the 
availability of other sources of food and the type of zooplankton 
and cyanobacteria species (Meyer-Harms et al., 1999; Ger et al., 
2016; Munkes et al., 2020).

The Baltic Sea is one of the most intensively monitored seas in 
the world; however, its observations are not sufficient to determine 

in detail phytoplankton phenology. Coupling of data on species-
specific life cycles and succession to environment conditions 
(e.g. nutrient ratios, light, temperature), other organisms (e.g. 
prey, predators, competitors), as well as to process-based models 
appears necessary to explain the timing and intensity of spring 
and summer blooms in the study area and neighboring habitats. 
A simple, one-dimensional, coupled physical-biological model 
based on the basic equations governing bloom formation was 
able to reproduce the development of the bloom with reliable 
results and showed the effect of forcing on phenology of both 
blooms. Therefore, the use of models provides a solid basis for 
testing phytoplankton bloom hypothesis as observations are 
limited and may not necessarily cover the bloom development 
because samples are usually taken during specific very limited 
time periods and locations.

CONCLUSIONS

Overall, the model reproduces the inter-annual and temporal 
variability of spring and summer blooms considering the 
constraints and limitations of the model. On average the 
spring bloom started on day 85, reached its maximum on day 
115 and declined on day 144. Warmer periods cause the spring 
bloom to peak earlier, but no statistically significant trend was 
found for the spring bloom over the period 1990 to 2019. The 
summer bloom started on day 158, had its maximum on day 
194 and declined after day 237. Summer blooms were found 
to occur 9 days earlier and last 15 days longer over a 30 year 
period. Our results differ from results of other phenological 
studies mainly at the end of both blooms. More phenological 
studies are needed to define with certainty the changes in the 
occurrence of spring and summer blooms over time.

The influence of environmental variables such as sea 
surface temperature, wind and net heat flux on the occurrence 
of spring and summer blooms was confirmed. It was observed 
that warmer periods affect the spring and summer blooms 
differently. The spring bloom reaches its maximum earlier 
whereas the summer bloom increases its abundance. The 
heat exchange between the water and the atmosphere also 
had a significant influence on the summer bloom. A stronger 
heat gain delays the end of the summer bloom, increases its 
length, abundance and leads to higher biomass maxima due 
to greater water column stability. Overall, summer blooms 
are more sensitive to changes in the environment than spring 
blooms, therefore summer blooms are expected to react more 
quickly to the changes generated by climate change in the 
Baltic Sea. However, minor changes in the spring bloom may 
significantly affect the quantity and quality of food reaching 
the seafloor, leading to alterations in the entire ecosystem. 
Further research is needed to follow in detail the development 
of phytoplankton blooms and succession changes that may 
occur in response to changes in the environment.

Process-based models provide process- and feedback-
understanding, since observations alone are usually limited in 
time and space. However, parameterization remains one of the 
main sources of uncertainty in all models. Our one-dimensional 
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model provides reliable insight into the inter-annual variability 
of spring and summer blooms and the effect of forcing on 
phenology of both blooms considering model limitations and 
assumptions. The threshold method showed the best results 
with respect to the metrics used to identify bloom phenology. 
However, phytoplankton response to changes and threshold 
values is far from universal and depends on species-by-
species and site-by-site basis (Hallegraeff et al., 2021). There 
is an urgent need defining a threshold, which should full fill 
the following criteria: 1) be valid for different blooms, 2) be 
applicable to blooms around the globe and 3) be set up based 
on observations. Right now the only threshold that meets 
partly these characteristics corresponds to 22 μgL–1(2.7 mmol 
N m–3). It was previously reported by Wasmund (1997) in the 
identification of cyanobacteria bloom in the Baltic Sea, but its 
general applicability to define bloom phenology was not yet 
tested, as far as we are aware of.

More complex models or techniques such as statistical 
models, genetic algorithm and machine learning need to be 
explored in more detail in order to improve the modeling 
of phytoplankton blooms and thus their phenology. Overall, 
more frequent observations of e.g. growth and mortality 
rates, isotope markers or other physiological indicators 
(e.g. genomics, transcriptomics, proteomics, metabolomics) 
provide a broader understanding of bloom phenology and 
longer data sets for model initialization and validation, 
data sets needed to improve the performance of our and  
other models.
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Table S1. Diatom phenology and biomass integrated over the bloom period (February-May).

Year Day of year Length Max peak Biomass
Onset Peak Decline (days) (µg L−1) (µg L−1)

1990 80 107 135 55 267 13438
1991 75 103 133 58 270 14273
1992 80 109 141 61 277 15307
1993 84 113 144 60 278 15036
1994 90 119 147 57 278 14364
1995 78 110 140 62 272 15294
1996 75 122 151 76 271 17634
1997 84 113 144 60 274 14933
1998 89 117 145 56 270 13787
1999 85 114 145 60 281 15201
2000 90 118 147 57 279 14390
2001 89 117 147 58 276 14494
2002 88 116 145 57 278 14368
2003 72 117 140 68 245 15345
2004 89 117 146 57 278 14366
2005 95 123 149 54 272 13376
2006 97 124 152 55 275 13771
2007 87 115 144 57 277 14293
2008 79 111 139 60 266 14459
2009 90 118 146 56 275 13990
2010 96 123 150 54 274 13455
2011 99 127 153 54 272 13382
2012 77 106 137 60 272 14793
2013 92 121 150 58 277 14571
2014 80 107 136 56 270 13790
2015 80 108 138 58 276 14526
2016 83 111 140 57 277 14316
2017 84 112 141 57 273 14147
2018 81 113 143 62 275 15379
2019 82 109 138 56 272 13887
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Table S2. Cyanobacteria phenology and biomass integrated over the bloom period (June-August).

Year Day of year Length Max peak Biomass
Onset Peak Decline (days) (µg L−1) (µg L−1)

1990 154 187 235 81 710 33481
1991 164 212 237 73 692 34792
1992 163 192 226 63 733 29966
1993 159 183 222 63 645 27667
1994 156 209 235 79 725 40913
1995 163 185 240 77 625 32661
1996 169 195 248 79 596 32618
1997 170 202 247 77 705 38374
1998 164 195 227 63 613 21902
1999 159 193 228 69 702 37174
2000 156 192 234 78 675 32895
2001 158 189 244 86 706 39957
2002 153 198 252 99 696 44621
2003 165 202 232 67 705 35743
2004 155 185 235 80 673 42030
2005 155 194 238 83 733 39127
2006 157 188 242 85 740 44206
2007 154 186 238 84 656 35704
2008 154 214 229 75 682 37813
2009 152 181 228 76 720 37427
2010 155 193 235 80 719 43873
2011 159 191 240 81 693 40014
2012 163 193 234 71 650 30190
2013 162 199 253 91 696 39865
2014 150 207 230 80 704 42390
2015 155 185 240 85 713 33305
2016 149 183 239 90 704 39902
2017 154 204 230 76 682 32044
2018 158 208 251 93 691 43678
2019 153 182 244 91 676 38757
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Temporal variability of particle
flux and its components in the
Gotland Basin, eastern Baltic Sea

Oscar Dario Beltran-Perez*, Maren Voss, Falk Pollehne,
Iris Liskow and Joanna Jadwiga Waniek

Leibniz Institute for Baltic Sea Research Warnemünde, Rostock, Germany

Sinking particles were studied by analyzing samples collected in a sediment trap
at 180 m depth in the Gotland Basin, eastern Baltic Sea between 1999 and 2020.
The aim of this study was to determine the temporal variability of the particle
flux and its components and how their changes are linked to phytoplankton
blooms. The variables studied included total particle flux, particulate organic
carbon and nitrogen, biogenic silica, C:N ratio and the isotopic composition
of organic carbon and nitrogen. The total particle flux and its components
reached maximum values in 2003, 2012 and 2015. Long-term means over the
22-year period of the total particle flux and its components particulate organic
carbon and nitrogen, biogenic silica were estimated at around 152, 22, 3 and
8 mgm−2 d−1, respectively. The C:N ratio and the isotopic composition of organic
carbon and nitrogen showed high variability around their long-term means
of 9, -25‰ and 4‰, respectively. The annual variability of the components
of the flux particulate organic carbon (3–65 mgm−2 d−1), particulate organic
nitrogen (0.4–9 mgm−2 d−1) and biogenic silica (1–24 mgm−2 d−1) exhibited the
same general pattern as the total particle flux (11–450 mgm−2 d−1) over the
study period. On the seasonal scale, sinking material in summer contributed
roughly one-third (31%) to the total particle flux, followed by winter (27%), spring
(24%) and autumn (19%). The highest particle flux occurred mostly in April, July
and November, during and after the appearance of phytoplankton blooms in
the Gotland Basin. The phytoplankton community changed from silicon-rich
species to nitrogen-fixing cyanobacteria, indicating a shift in nitrogen sources
from nitrate-based to N2-based over the year. The spring bloom, dominated
by diatoms, was characterized by a lighter carbon and heavier nitrogen isotopic
composition, while the summer bloom, mainly of diazotrophic cyanobacteria,
was characterized in contrary by heavier carbon and lighter nitrogen isotopes.
Although no trend was found in the data, the variability observed in the sinking
material was related to the changes over time in the phytoplankton community
in the Gotland Basin. The findings of this study provide new and valuable
information for our understanding of the temporal variability of sinking material
linked to the development of phytoplankton blooms and nutrient sources in
the Gotland Basin, and underscore the importance of continued monitoring
to understand the potential impacts of environmental changes on this fragile
ecosystem.

KEYWORDS

sediment trap, temporal variability, particle flux, phytoplankton, bloom, Baltic Sea
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1 Introduction

Particle flux measurements provide important insights into
the pelagic system and the productivity of surface waters. This is
especially true for systems like the Baltic Sea, a brackish, shallow,
semi-enclosed sea in northern Europe (Figure 1), which is affected
by eutrophication (Fleming-Lehtinen et al., 2008), rapid warming
(Belkin, 2009; HELCOM/Baltic Earth, 2021) and acidification
(Havenhand, 2012). The Baltic Sea is strongly stratified relative to
other continental shelf seas with a strong seasonal pycnocline at
around 10–20 m depth (Gustafsson et al., 2004). The long residence
time influenced by the limited water exchange with the North Sea
and the long-term excessive nutrient loading (Schneider andMüller,
2018) have contributed to the reduced phosphorus binding capacity
of the sediment under anoxic conditions (Lehtoranta et al., 2008).
Eutrophication and excess deposition of particles in environments
with slow water renewal, as in the Baltic Sea, may have adverse
effects on ecosystem structure and functioning (e.g., hypoxia of
near-bottom water and sediment) (Vahtera et al., 2007; Diaz and
Rosenberg, 2008; Carstensen et al., 2014; Tamelander et al., 2017).

Stagnation periods frequently occur in the deep basins of the
Baltic Sea as a result of both the limited water exchange with
the North Sea and the permanent stratification (Carstensen et al.,
2014). Changes in stagnation periods strongly affect nutrient
conditions (Mohrholz et al., 2015). Phosphate remains fixed in the
sediment under oxic conditions, otherwise phosphate and iron ions
are released, changing the chemistry of the water column (e.g.,

FIGURE 1
Position of moored sediment-trap in the Gotland Basin, Baltic Sea.
Map produced with Web Ocean Data View (Schlitzer, 2023).

increasing phosphate concentration in the water and decreasing
the N:P ratio). Moreover, inorganic nitrogen compounds are
present mainly as nitrate under oxic conditions. However, under
anoxic conditions, nitrate is denitrified to molecular nitrogen
gas (N2). Ammonium from the sediments or produced during
mineralization cannot be oxidized under these conditions and is
enriched. Enriched nutrients can be transported upwards by vertical
mixing (Reissmann et al., 2009), reaching the euphotic surface
layer and therefore determining to a large extent the intensity of
phytoplankton blooms (Vahtera et al., 2007; Murray et al., 2019).

Deep water ventilation in the central Baltic basins can only
take place by extreme inflow events - called Major Baltic Inflows
(MBIs) - which transport large amounts of salt and oxygen into the
deep basins of the Baltic Sea (Mohrholz, 2018). MBIs were recorded
frequently in the last century, however since the mid-1970s their
frequency and intensity have decreased (Mohrholz et al., 2015). A
strong inflow event in January 1993 along with smaller inflows in
winter 1993/1994 terminated the longest stagnation period ever
recorded in the Baltic Sea (from the beginning of 1983 until the end
of 1992). Subsequent MBIs occurred in 2003, 2011 and 2014. The
strong inflow at the end of 2014 was even able to renew the bottom
water in the eastern Gotland Basin (Mohrholz et al., 2015).

The Gotland Basin is the major basin of the Baltic Proper, with
a maximum depth of 249 m. It is characterized by a permanent
halocline at 60–80 m depth, which functions as a barrier between
anoxic bottom waters and the surface near layer (Schneider et al.,
2000; Klais et al., 2011). Diatom-dominated blooms occur in spring
and autumn, while cyanobacteria blooms are more common in
summer. These blooms connect the surface with the seafloor, as
phytoplankton dominate primary production and are the major
source of organic matter exported to the bottom. The estimated
annual export of particulate organic carbon varies between 18
and 60 gCm−2year−1 over the entire Baltic Sea (Tamelander et al.,
2017), considering only the central Baltic Sea, the annual export
is around 50 gCm−2year−1 according to a study between 1998 and
2000 (Gustafsson et al., 2013).The sinkingmaterial increases during
and after the phytoplankton bloom, i.e., when primary production
is at its highest (Leipe et al., 2008; Schneider et al., 2017). However,
the sinking material varies more strongly in summer than in spring
(Tamelander et al., 2017), probably due to the greater sensitivity of
cyanobacteria to environmental changes than diatom-dominated
spring blooms (Beltran-Perez and Waniek, 2022).

Climate projections indicate that phytoplankton biomass in
the Baltic Sea is likely to increase in the future due to higher
nutrient loading (Meier et al., 2011) and an increase in wind stress,
as well as continued loss of seasonal sea ice (Christensen et al.,
2015), which may increase resuspension in coastal areas. In fact,
resuspended particles represent about 50% of thematerial deposited
on the seafloor in a coastal area of the Baltic Sea, as measured by
sediment traps (Blomqvist and Larsson, 1994). Model simulations
have also confirmed that resuspension events are likely to become
more frequent and severe in the future (Eilola et al., 2013). As a
result, sinking material may settle again locally or be transported
offshore contributing to deposition in deeper areas aswell (Almroth-
Rosell et al., 2011). The freshwater runoff is projected to increase by
15%–22% due to higher precipitation in the Baltic Sea (Meier et al.,
2012), however, in the open Baltic Sea waters the influence of
terrestrial sources is minimal (Tamelander et al., 2017).
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Previous studies of organic matter export in the Baltic Sea have
indicated its spatial and temporal variability in relation to primary
production (Elmgren, 1984), phytoplankton dynamics (Heiskanen
andKononen, 1994; Tamelander andHeiskanen, 2004), pelagic food
web structure (Smetacek et al., 1984) and hydrodynamic forcing
(Blomqvist and Heiskanen, 2001; Tamelander and Heiskanen,
2004). However, the temporal changes of the particle flux have
not been comprehensively addressed so far in the Gotland Basin.
Understanding the changes to which the particle flux is exposed
in a permanently stratified basin with regular phytoplankton
blooms, low water renewal and anoxic conditions at the bottom
provide insights into the factors that dominate the particle flux,
its components and impacts on ecosystems increasingly affected by
climate change. Therefore, the aim of this study is to determine the
temporal variability of the particle flux and its components as well
as its relationship with phytoplankton blooms and environmental
changes using sediment trap data collected at ca. 180 m depth
between 1999 and 2020 in the Gotland Basin, eastern Baltic Sea
(Figure 1).

2 Material and methods

2.1 Sediment trap and sample analyses

The particle flux was measured in sediment trap samples from
ca. 180 m depth at mooring station TF271 (57°18.3N, 20°0.46E) in
the Gotland Basin between 1999 and 2020. The instrument used
was a funnel-shaped automated Kiel sediment trap (type S/MT 234,
KUM, Germany) with aperture of 0.5 m2 and a revolver holding
twenty-one collecting cups of 400 mm (Kremling et al., 1996). The
sampling intervals were 7–10 days. Collecting cups were filled with
formalin (4%) as fixative to retard microbial activity. After recovery,
the samples were sieved through a 400-µm gauze to remove large
organisms and stored separately in formalin (4%). The samples were
split into subsets using a 4-fold sample-splitter for bulk analyses.
To determine the total particle flux, a representative volume of the
sample was filtered onto a pre-weighed membrane filter (0.45 µm
pore size), dried in an oven at 60°C and weighed to calculate the
particle flux.

Samples were filtered on precombusted glass fiber filters (GF/F,
500°C, 2 h) for analysis of particulate organic carbon (POC)
and nitrogen (PON) according to the procedure described by
Nieuwenhuize et al. (1994).ThePOCwas determined after the filters
were treated with concentrated HCl for 24 h to remove inorganic
carbon. A second filter was prepared for PON analysis. After
drying at 60°C, POC, PON and stable carbon and nitrogen isotopes
were measured using an elemental analyzer (Thermo Scientific)
connected to a Delta isotope ratio mass spectrometer (Thermo
Scientific) via a Conflow interface (Thermo Fisher Scientific, US).
Acetanilide (manufactured by Merck) was used as the calibration
material for C and N analysis. The analytical precision of the
measurement was <0.2‰ for both stable isotope ratios δ13C and
δ15N (Nieuwenhuize et al., 1994). Isotope values were expressed
in parts per thousand (‰) relative to Vienna Pee Dee Belemnite
(VPDB) and atmospheric nitrogen for carbon (δ13C) and nitrogen
(δ15N), respectively, using the conventional δ-notation (Mariotti,
1983). Finally, particulate biogenic silica (PSi) was analyzed using

photometric detection after filtration on cellulose acetate filters and
digestion using a wet alkaline extraction, following the procedures
described by Bodungen et al. (1991).

2.2 Additional data

Chlorophyll a concentration (Chla) was downloaded from the
SHARKweb database provided by the Swedish Meteorological and
Hydrological Institute (SMHI). Discrete measurements of Chla at
the surface of the Gotland Basin were used to calculate monthly
mean values between January 1999 and December 2020. The
partial pressure of carbon dioxide (pCO2) was estimated from in-
situ observations and provided by the Copernicus Marine Service
through the Global Ocean Surface Carbon product. Monthly pCO2
data were used from 15 January 1999 to 15 December 2020 with a
spatial resolution of 1° × 1°. The pCO2 data were interpolated to the
deployment area of the sediment trap for the analysis.

2.3 Data analysis

A total of 740 sediment trap sampleswere collected at intervals of
7–10 days according to total exposition time and season between 15
May 1999 and 14 November 2020. Sampling periods of more than
10 days with no measurements were identified and excluded from
the analysis (Table 1). These gaps were caused by malfunctioning
of the trap, its loss or available ship time for mooring turnover.
A moving median over a 10 days window was used to fill gaps
of less than 10 days. Monthly, seasonal and annual means of total
particle flux, particulate organic carbon and nitrogen, biogenic
silica, molar C:N ratio, isotopic composition of organic carbon
and nitrogen were calculated based on the sediment trap data at
each interval. Monthly, seasonal and annual means of chlorophyll
a and partial pressure of carbon dioxide were estimated from water
column measurements in the Gotland Basin. The long-term, inter-
annual and seasonal variability were estimated as the arithmetic
average of values in the same month, year and season between
1999 and 2020, respectively. For the seasonal variability, sinking
particles were grouped into spring (1 March to 31 May), summer
(1 June to 31 August), autumn (1 September to 30 November) and
winter (1 December to 28 February) using the pelagic seasons in
the eastern Baltic Sea. The annual cycle was estimated as monthly
means between 1999 and 2020. Mean δ15N and δ13C values were
estimated based on a weighted mean over the sampling interval (i)
(Equation 1; Voss et al., 2005). Single values outside the standard
deviation of the mean were considered as outliers and were not
used in further calculations and interpretations. The relationship
and interplay of sinking material with primary production were
explored by calculating linear correlations between the total particle
flux and its components (POC, PON, PSi), isotopic composition,
chlorophyll a and partial pressure of carbon dioxide. Correlations
were considered significant at a p-value of less than or equal to 0.05.
All calculations and analyses were performed in MATLAB (version
R2018b).

δ15Ni =
∑

i
δ15Ni*PONi

∑
i
PONi

(1)
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TABLE 1 Sediment trap sampling periods of more than 10 days with no
measurements due to trapmalfunction, loss or available ship time for
mooring turnover.

Date start Date end Length (days)

22-Nov-1999 06-Dec-1999 14

16-Apr-2002 10-May-2002 24

08-Aug-2005 03-Nov-2005 87

31-Dec-2008 05-Sep-2009 248

21-Jan-2011 04-Apr-2011 73

20-Jan-2012 16-Feb-2012 27

03-Jun-2012 14-Nov-2012 164

24-Nov-2013 15-Feb-2014 83

11-Dec-2014 14-Feb-2015 65

29-Jun-2015 16-Nov-2015 140

30-Nov-2018 10-Feb-2019 72

29-Apr-2020 18-May-2020 19

3 Results

3.1 Long-term variability

The total particle flux and its components were measured for
a total of 22 years, from 1999 to 2020, in the Gotland Basin.
Monthly means of the total particle flux showed differences in the
magnitude and timing of sinking particles (Figure 2A). The absolute
maximum of the total particle flux during the entire observation
period occurred in July 2003 reaching up to 1907 mgm−2 d−1,
whereas the long-term mean was 152 mgm−2 d−1. Elevated particle
flux was also occasionally observed in other years. The monthly
particle flux was mainly above the long-term mean in 2000–2008,
2012 and between 2015 and 2017, with maxima once or twice a
year usually observed in March (2000, 2001, 2003, 2004, 2007),
April (2002, 2005), July (2003, 2004, 2007) and December (2004,
2008). In 2008, a peak occurred only at the end of the year.
However, it was not possible to follow this maximum because
measurements were missing between the end of 2008 and the first
half of 2009. Furthermore, in February 2006, January 2012, June
2015 and November 2017, a high particle flux was observed with
values of 481, 1,245, 1,354 and 503 mgm−2 d−1, respectively. The
total particle flux in 2016 was above the average over the entire year
withmaximumvalues in January,March, June andNovember of 705,
744, 517 and 566 mgm−2 d−1, respectively. Elevated values of the
total particle fluxwere also observed in 1999, 2009–2011, 2013–2014
and 2018–2020, but the total particle flux in 1999 was onlymeasured
fromMayonwards.The lowestmonthly valueswere observed inMay
2001, May 2005, May 2007, August 2013 and June 2014. Overall, the
long-term variability of the total particle flux followed the periods of
high primary production in the eastern Baltic Sea, usually driven by
diatom blooms in spring and autumn and cyanobacteria blooms in
summer, as shown in Supplementary Figure S1 and also reported by
Wasmund et al. (2000); Kudryavtseva et al. (2011).The total particle
flux decreased after October, as the primary production at the end
of the year was generally lower than during the previous months.

A high monthly POC component of the flux was observed in
August 2003, November 2011, January 2012 and June 2015 with
values above 100 up to a maximum of 225 mgm−2 d−1 reached
in 2015 (Figure 2B). The long-term mean of POC over the study
periodwas 22 mgm−2 d−1.Monthly POCvalues above the long-term
mean were observed in February 2007, March 2001, April (2003,
2005, 2013), May (2006, 2010, 2011), July (2004, 2007), September
2019, November (2017, 2020) and December 2015. In addition,
the POC component of the flux remained above the long-term
mean throughout 2016 with elevated values in June, September and
November.The POC contributed about 31% to the total particle flux
(Supplementary Figure S2A). The monthly PON component of the
flux had high values in August 2003, November 2011, January 2012
and June 2015 of 24, 21, 28, 23 mgm−2 d−1, respectively (Figure 2C).
The long-term mean of PON was around 3 mgm−2 d−1. Monthly
PON values exceeded the long-term mean in February 2007, March
2001, April (2002, 2003, 2005, 2013), July (2004, 2007), September
2019, November (2017, 2020) andDecember (2004, 2015).The PON
remained above the long-term mean in 2016 with maximum values
of 13, 14 and 18 mgm−2 d−1 in June, September and November,
respectively. The PON contributed around 5% to the total particle
flux (Supplementary Figure S2B). The long-term mean of PSi over
the observation period was 8 mgm−2 d−1 contributing around 8%
to the total particle flux (Figure 2D and Supplementary Figure S2C).
The absolute maximum of the PSi component of the flux occurred
in January 2012 reaching 149 mgm−2 d−1. High PSi values above
the long-term mean were observed in January 2010, February
(2005, 2007, 2013), March (2000), April (2002, 2003, 2005, 2013),
May (2006, 2010), June (2008, 2015), August 2003, November
(2007, 2010, 2011) and December 2004. Overall, the monthly POC,
PON and PSi components of the total particle flux (Figures 2B–D)
followed a similar pattern in most years with elevated values
occurring around the same time period.Themost striking difference
appeared in the PSi component of the flux, which pronounced
maxima were missing since 2016 to the end of the time series.
However, no clear trend could be derived for the PSi component of
the total particle flux, other components (POCandPON) or the total
particle flux itself due to the high variability observed in the data over
time.

The monthly C:N ratio showed a large variability (Figure 2E).
Its long-term mean over the 22 year-period was 9. The C:N ratio
was at its minimum in May 2001 and December 2017 with values
close to 5. The maximum values were observed in January/February
2000, July 2004 and March/May 2019, in all of them with values
around 15.There are some years in which themonthly C:N ratio was
mostly below the long-term mean throughout the year as in 2007,
2008, 2013 and 2017, but in 2004 and 2019 it was the opposite. The
stable isotope composition of organic carbon in the total particle
flux varied on monthly basis between −32‰ and −19‰, with a
long-term mean over the studied period of −25‰ (Figure 2F).
Sinking material with slightly heavier δ13C values (around −23‰)
was usually collected between June and September e.g., in 2002,
2004, 2006, 2008, 2010, 2011 and 2020, while sinking material with
relatively light δ13C values (around −26‰) sank between January
and March in 2000, 2001, 2002, 2019. The isotope composition
of organic carbon in the total particle flux was above the long-
term mean throughout the year in 2004, 2008 and 2011, and
below for the entire year between 2013 and 2015. The nitrogen
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FIGURE 2
Monthly mean of (A) total particle flux, (B) particulate organic carbon, (C) particulate organic nitrogen, (D) biogenic silica, (E) C:N ratio, stable isotope
ratios (F) 13C:12C and (G) 15N:14N. The red dashed line indicates the long-term mean over the 22-year period.

isotope composition of the total particle flux varied on monthly
basis from −5‰ to 12‰, with a long-term mean over the 22-
year period of 4‰ (Figure 2G). The nitrogen isotope composition
reached minimum values of −5, −4, −3 and −2‰ in May 2001,
July 2001, November 2008 and December 2008, respectively. The
monthly nitrogen isotopic composition mostly fluctuated around
4‰, but in 2001 and 2003 the δ15N became lighter for the whole
year. Since 2014, the monthly nitrogen isotopic composition has
increased slightly, reaching isotopically heavy values (above 10‰)
in November 2014, April 2016, January 2017 and February 2018.
In general, the particle flux and its components showed large

variability with values that stood out during certain periods without
a recognizable pattern, indicating the need for further analysis at
other time scales.

3.2 Inter-annual variability

The annual total particle flux showed significant inter-annual
variability over the 22-year study period with three distinct periods
of above-average flux. The first period occurred in 2003 with a
moderate particle flux in March followed by the highest recorded
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FIGURE 3
Annual mean of (A) total particle flux, (B) particulate organic carbon, (C) particulate organic nitrogen, (D) biogenic silica, (E) C:N ratio, stable isotope
ratios (F) 13C:12C and (G) 15N:14N. The shaded area corresponds to the standard deviation. The red dashed line indicates the long-term mean over the
22-year period.

particle flux of the entire time series in July of that year (Figure 2A;

Figure 3A). The second period occurred 9 years later, driven by the

elevated particle flux observed in January 2012. The last period took

place 3 years later with above-average particle flux in June 2015

and throughout 2016. The annual total particle flux varied widely,

ranging from 11 to 450 mgm−2 d−1, with the lowest and highest
values observed in 2014 and 2003, respectively.

The annual POC and PON components of the flux showed
similar periods of above-average flux as those observed in the annual
total particle flux (Figures 3B,C). In yearswith high total particle flux
such as 2003, 2012, 2015 and 2016, the annual POC component of
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TABLE 2 Seasonal means of total particle flux, POC, PON, PSi, C:N, δ13C and δ15N from sediment traps moored at 180 m depth in the Gotland Basin between
1999 and 2020. The seasons were divided into spring (March-May), summer (June-August), autumn (September-November) and winter (December-February)
(Supplementary Figure S4). Values in parentheses correspond to the percentage of the variable with respect to its total value over all seasons.

Variables Winter Spring Summer Autumn Total

Total particle flux (mgm−2 d−1) 169.2 (26.8) 150.4 (23.8) 193.1 (30.6) 118.1 (18.7) 630.8

POC (mgm−2 d−1) 15.9 (17.7) 19.8 (22.1) 29.6 (33.0) 24.4 (27.2) 89.7

PON (mgm−2 d−1) 2.2 (19.5) 2.2 (19.5) 3.5 (31.0) 3.4 (30.1) 11.3

PSi (mgm−2 d−1) 11.0 (33.7) 8.8 (27.0) 6.1 (18.7) 6.7 (20.6) 32.6

C:N 9.5 (27.1) 8.9 (25.4) 8.0 (22.9) 8.6 (24.6) 35.0

δ13C (‰) −26.1 (25.6) −26.0 (25.5) −25.1 (24.6) −24.9 (24.4) −102.1

δ15N (‰) 4.2 (27.6) 4.5 (29.6) 3.3 (21.7) 3.2 (21.1) 15.2

the flux reached maximum values ranging from 35 to 65 mgm−2 d−1

(Figure 3B). The lowest annual POC value was observed in 2014
with a value of 3 mgm−2 d−1. The maximum annual PON value was
observed in 2016, followed by the annual PON component of the
flux in 2015, 2003 and 2012 with values of 9, 8, 6 and 5 mgm−2 d−1,
respectively (Figure 3C).Theminimum annual PON value occurred
in 2014 (around 0.4 mgm−2 d−1), as was also previously observed for
the total particle flux and the POCcomponent of the flux.The annual
PSi component of the flux fluctuated between 1 and 24 mgm−2 d−1

(Figure 3D). The absolute maximum of the annual PSi component
of the flux was observed in 2012 reaching a value of 24 mgm−2 d−1.
Maximum annual PSi values were also observed in 2015 and 2003
with values around 15 mgm−2 d−1. However, since 2016, the annual
PSi component of the flux has decreased and remained at minimum
values well below the average.

The annual C:N ratio fluctuated between 7 and 11 throughout
the 22 year-period (Figure 3E). The maximum annual C:N ratios
were observed in 2000, 2004, 2009 and 2019 close to 11, while the
minimum annual values were found in 2007 and 2017 around 7.
For the δ13C, a single annual maximum of −23‰ was identified in
2018, whereas annual minimum values of −29‰ were observed in
2014 and 2015 (Figure 3F). Minimum annual δ15N values of 2‰
were observed in 2001 and 2008 (Figure 3G). A single δ15N annual
maximum of 6‰ was observed in 2014. An increase in δ15N annual
values above the long-term mean (4‰) was observed from 2014 to
2018.

3.3 Seasonal variability

Monthlymeans of the total particle flux and its componentswere
grouped by season. The contribution of each component by season
was calculated as a percentage of the total seasonal signals (Table 2).
The summer season had the largest contribution to the total particle
flux with about one-third (31%) of the sinking material, followed
by winter (27%), spring (24%) and autumn (19%). The seasonal
particle flux was between 118 and 193 mgm−2 d−1. The seasonal
variability of POC and PON followed a similar pattern, with higher
POC and PON values in summer and autumn than in winter and
spring. Seasonal means of POC and PON reached the highest values
during summer, reflecting the contribution of the summer bloom

to the seasonal particle flux. The POC contribution to the seasonal
particle flux ranged between 16 and 30 mgm−2 d−1, whereas the
PON component of the flux fluctuated between 2 and 4 mgm−2 d−1.
Theminimumandmaximumof the seasonal PSiwere between 6 and
11 mgm−2 d−1, with the maximum PSi values occurring in winter
(December, January and February) and spring (March, April and
May). The C:N ratio fluctuated between 8 and 9.5, with the highest
value in winter and the lowest in summer. The seasonal PSi and C:N
ratio showed an opposite pattern to the seasonal contributions of
POC and PON in terms of the occurrence of maxima and minima,
indicating the species succession from diatoms to cyanobacteria in
the Gotland Basin (see Table 2). The seasonal mean of δ13C varied
slightly between seasons with values between −26‰ and −25‰,
whereas the seasonal mean of δ15N reached higher values in winter
and spring rather than in summer and autumn. The maximum and
minimum seasonal δ15N values were observed in spring (4.5‰) and
autumn (3.2‰), respectively.

3.4 Annual cycle

The annual cycle of the total particle flux revealed three
discernible periods with high values in April, July and November,
reaching up to 97 mgm−2 d−1 in the Gotland Basin (Figure 4A).
From December to March, there was a low particle flux with high
variability. The annual cycle of the POC component of the flux
reached maximum values in November (25 mgm−2 d−1), followed
by April and July with values of 16 and 9 mgm−2 d−1, respectively
(Figure 4B). The minimum POC in the flux (below 3 mgm−2 d−1)
was mostly observed between January and March. Maximum PON
values of 2.1, 1.1 and 2.6 mgm−2 d−1 occurred in April, July and
November, respectively, with large variability observed throughout
the year (Figure 4C). The POC and PON components of the flux
showed similar patterns to the total particle flux (Figures 4A–C),
coinciding the maximum values during the same months. The PSi
in the flux had two maxima, the first one in April (4 mgm−2 d−1)
and the second one in November (6 mgm−2 d−1) (Figure 4D). The
PSi component of the flux was characterized by low values and
variability in the remaining months, especially between June and
September, with minimum PSi values occurring in July. The C:N
ratio showed a bimodal cycle with values fluctuating between 7
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FIGURE 4
Annual cycle based on monthly means of (A) total particle flux, (B) particulate organic carbon, (C) particulate organic nitrogen, (D) biogenic silica and
(E) C:N ratio from sediment traps moored at 180 m depth in the Gotland Basin between 1999 and 2020. The central red line in each box represents the
median over 22 years. The bottom and top edges in each box indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most
extreme data points.

and 9. The highest C:N ratios were observed above the molar
Redfield ratio (106:16) between November and February, while
the lowest C:N ratios occurred in July, August and September
(Figure 4E). The changes in the annual cycle of the total particle
flux and POC marked the contribution of phytoplankton blooms
to the sinking material in the Gotland Basin, while PON, PSi
and C:N ratio reflected the species succession from silica-rich
species like diatoms to species able to fix nitrogen from the

atmosphere such as cyanobacteria and vice versa (as in autumn),
with the corresponding effects on the nutrient pool (Figure 4E
and Supplementary Figure S3). Nitrate concentration showed high
values prior to the onset of spring (March-April), summer (June)
and autumn (October) blooms in the Gotland Basin with the
additional contribution of nitrogen fixed by cyanobacteria observed
in August (Supplementary Figure S3A). Phosphate showed a similar
behavior with higher pre-bloom phosphate concentrations in April,
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FIGURE 5
Relationship between δ13C and δ15N on an annual basis. The circles connected by a blue solid line correspond to monthly means of carbon and
nitrogen stable isotopes over the period 1999 to 2020. The blue solid line shows the annual cycle of changes in both δ13C and δ15N. The bars represent
the standard deviation with respect to the variable on the axis.

June and September (Supplementary Figure S3B). Thus, periods of
nutrient depletion and availability in the water column are driven
by the development of blooms and species succession throughout
the annual cycle.

3.5 Changes in the isotopic composition of
organic carbon and nitrogen at 180 m
depth

The relationship between δ13C and δ15N reflected the primary
production cycle in the Gotland Basin (Figure 5). In January and
February, both δ13C and δ15N remained uniform, likely related to
low primary production resulting from the limited light and low
temperature during winter. In March, primary production started
as shown by the light δ13C (CO2 uptake) and heavy δ15N values
(nutrient consumption). During April and June, δ15N values were
similar reflecting the nitrate-δ15N value as the nitrogen pool was
fully consumed, but primary production continued with slightly
heavier δ13C values during this period. The gradual change to
heavier δ13C and lighter δ15N values between June and August
indicated the occurrence of the cyanobacteria bloom characterized
by high nitrogen fixation and CO2 uptake rates, the latter dominated
initially more by the increase in temperature than by primary
production (Montoya et al., 2002; Schneider et al., 2017). From
September onwards, δ15N started to return to heavier values and
δ13C to lighter values as a result of the change in the phytoplankton
community from cyanobacteria to diatoms and the transport of
deeper CO2-enriched water to the surface (Schneider et al., 2017).

4 Discussion

Primary production in the surface layer is reflected in the
seasonality of the particle flux (Antia et al., 2001; Leipe et al., 2008).
Diatoms dominate the export of organic particles in spring and
autumn, whereas cyanobacteria do this in summer (Schneider et al.,
2017). The total particle flux and its components showed a large
variability in the long-term and inter-annual time scale as previously
observed (Figures 2, 3). The main particle flux events were observed
in 2003, 2012 and 2015, which coincided with the periods of Major
Baltic Inflow events (MBIs) in the Baltic Sea (Mohrholz et al., 2015).
The transport of large amounts of saline water into the Baltic Sea has
an influence on the environmental conditions below the permanent
halocline and therefore on the exported particles (Voss et al., 1997).
A MBI occurred in January 2003, ending the stagnation period that
had started in 1995. A moderate inflow event took place in 2011,
followed by one of the strongest MBIs ever observed in December
2014. The MBIs are the sole source of deep water renewal and
ventilation in the central Baltic basins, transporting water rich in
oxygen, nutrients and salinity. The inflow pushes the anoxic water
partly also across sills into the northern basins. Hence, phosphate-
rich water is advected into shallower depths and leads to stronger
cyanobacteria blooms after the inflow, which may contribute to
the high particle flux observed with sediment traps in 2003, 2012
and 2015. The effects of the MBI in December 2014 were mainly
observed in theGotland Basin in June 2015, with the drastic increase
in the total particle flux and its components in this year. In 2016, the
inflow’s effects were still noticed with above average flux throughout
the year.
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FIGURE 6
Annual cycle based on monthly means of (A) chlorophyll a and (B) partial pressure of carbon dioxide derived from water column measurements, stable
isotope ratios (C) 13C:12C and (D) 15N:14N from sediment traps moored at 180 m depth in the Gotland Basin between 1999 and 2020. The central red
line in each box represents the median over 22 years. The bottom and top edges in each box indicate the 25th and 75th percentiles, respectively. The
whiskers extend to the most extreme data points.

According to Struck et al. (2004), lateral advection is the main
source of particulate matter in the Gotland Basin. They compared
the annual accumulation rates of organic carbon, nitrogen and
phosphorus at 241-m depth with the vertical particle flux between
summer of 1996 and 1997. Schneider et al. (2000) supports these
results, suggesting that an additional source of carbon, e.g., via
advection, is necessary to balance the carbon budget in the Gotland
Basin. This might imply that the high particle flux observed in
2003, 2012 and 2015 in the Gotland Basin may have been generated
by advection processes likely fueled by MBIs. However, Cisternas-
Novoa et al. (2019) associate the high transfer efficiency of POC
to aggregates of particulate organic matter and manganese oxide-
like (MnOx-like) particles formed after the inflow of oxygen-rich
water into theGotland Basin in 2015.Thereby, aggregates containing

MnOx-like particles and organic matter may reach the sediments
more quickly changing the biogeochemistry of the water column,
the composition and vertical flux of particulate material. Further
research is needed to confirm these hypotheses since they are beyond
the scope of this study.

The seasonal and annual cycle of the particle flux in the
Gotland Basin is led by primary production, which is reflected
in the chlorophyll a concentration. Chlorophyll a, which serves
as a proxy for primary production, exhibited a similar annual
cycle to that of the particle flux and its components. The highest
concentrations of chlorophyll a were observed in April and July with
values of 6 and 4 μg L−1, respectively (Figure 6A). These elevated
values in chlorophyll a coincided with the occurrence of spring
and summer blooms as well as high particle flux in the Gotland
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Basin (Supplementary Figure S1). The slow decline in chlorophyll
a concentration after the summer bloom may be related to the
occurrence of the diatom bloom in autumn (Wasmund and Uhlig,
2003), as shown by the increase in total particle flux, POC, PON and
PSi in November. Chlorophyll a concentration was low with little
variability betweenDecember andFebruary, likely associated to light
limitations and deep mixing during this period of the year. Sinking
material produced by the spring and autumn blooms was enriched
in PSi, indicating the presence of diatoms in the sinking particles.
This observation was confirmed by the moderate chlorophyll a
concentration and high POC and PSi in April and November
(Figures 4B–D), as well as by microscopic analyses (Schneider et al.,
2017).

Seasonal production was mainly dominated by carbon over-
consumption, with a minor shift to nitrogen over-consumption in
summer as observed in Figure 4E (Körtzinger et al., 2001).Thus, the
C:N ratio allowed to identify three stages in the nutrient pool cycle
where nitrate deficiency leads to a less nitrogen-rich organic matter
(Körtzinger et al., 2001). First, a high concentration of inorganic
nutrients was observed in March after winter-time mixing, followed
by their consumption by the spring bloom in April (Spilling et al.,
2019). Second, the contribution of isotopically light atmospheric
nitrogen by cyanobacteria to the nutrient pool was observed in
July. Lastly, there was a recharge of the nutrient pool due to
remineralization and re-supply of nutrients by e.g., wind induced
mixing in November. There is a correlation between the sinking
material, its isotopic composition and nutrients. The total particle
flux correlated positively and significantlywith its components POC,
PON and PSi. Therefore, a higher/lower total particle flux leads
to a higher/lower POC, PON and PSi (see Table 3). The POC in
the flux is most strongly correlated with PON and PSi because
nitrogen and silicate are essential elements used by diatoms and
other planktonic species for growth and cell wall formation, which
also explains the strong correlation observed between PON and PSi.
Chlorophyll a showed a positive and significant correlation with
PON, indicating its relationship with the summer bloom containing
mainly diazotrophic cyanobacteria. The negative but significant
relationship between chlorophyll a and δ15N confirmed that the
summer bloom formed by cyanobacteria species like Nodularia
spumigena and Aphanizomenon flos-aquae contributes light δ15N
values to the Gotland Basin, as also indicated by Struck et al. (2000)
using sediment cores from the southern and central Baltic Sea.
Overall, the total particle flux and its components POC, PON and
PSiwereweakly correlatedwith δ13C and δ15N. Comparing themean
annual nitrogen isotope composition estimated by Struck et al.
(2004) (3.7‰) and by Korth et al. (2014) (3.6‰ ± 1‰) with the
long-term mean over the 22-year period from this study (4‰), it
seems that the source of nitrogen in the sediment traps remains
unchanged. This implies, first, that most of the nitrogen comes
from the surface particle flux (i.e., pelagic origin) rather than
from nitrogen-enriched coastal waters, as suggested by Struck et al.
(2004); Voss et al. (2005). Second, the depleted nitrogen signal
is spreading through all marine organisms (from bacteria to
fish) (Voss et al., 2005; Wannicke et al., 2013; Lesutiene et al., 2014;
Karlson et al., 2015).

Changes in the isotopic composition of organicmatter are driven
by internal and external factors. Internal factors include cell size,
growth,membrane permeability and enzymatic pathways for carbon

TABLE 3 Pearson correlation coefficients of monthly mean total particle flux,
POC, PON, PSi, δ13C, δ15N from sediment traps moored at 180 m depth, and
chlorophyll a and partial pressure of carbon dioxide derived fromwater
columnmeasurements in the Gotland Basin between 1999 and 2020.
Correlations that are statistically significant are shown in bold (p-value <
0.05).

Total flux POC PON PSi δ13C δ15N Chla

POC (mgm−2d−1) 0.91

PON (mgm−2d−1) 0.92 0.98

PSi (mgm−2d−1) 0.92 0.79 0.79

δ13C (‰) −0.05 0.18 0.19 −0.1

δ15N (‰) 0.01 −0.15 −0.15 0.07 −0.91

Chla (µg L−1) 0.29 0.45 0.55 0.05 0.36 −0.29

pCO2 (Pa) 0.53 0.3 0.24 0.66 −0.34 0.23 −0.62

uptake (Khim et al., 2018, and references therein), while external
factors comprise the isotopic signature of dissolved inorganic carbon
(DIC) and/or degradation routes of organic particles (Altabet, 1988;
Altabet and Francois, 1994). Carbon isotopes indicate the content
of dissolved CO2 in the water column [CO2(aq)], as the dissolved
CO2 is the main source of carbon for most of phytoplankton
species (Rau, 1994). Therefore, patterns of δ13C may be attributed
to the seasonal changes in CO2(aq) as has also been observed in
other ecosystems (Lehmann et al., 2004). The partial pressure of
carbon dioxide showed a bimodal behavior with minimum values
close to 20 Pa between May and August and maximum values
around 50 Pa between November and January (Figure 6B). CO2(aq)
concentration in surface water is inversely related to δ13C values
in marine plankton because the carbon isotopic values reflect the
increase in δ13C-DIC (Lehmann et al., 2004) in response to CO2
reduction by phytoplankton uptake (Figures 6B,C). There was no
correlation found between pCO2 and δ13C and δ15N. However, pCO2
had a moderate to strong correlation with the total particle flux, PSi
and chlorophyll a, implying that more phytoplankton production
results in more CO2 uptake and therefore higher δ13C-CO2(aq)
in surface water and higher particle flux (see Table 3). The low
δ13C values observed during spring (Figure 6C) may be related to
cold, CO2-rich surface water due to the temperature-dependent
fractionation between bicarbonate and dissolved CO2. δ

13C values
during summer and autumn suggest low CO2-levels due to ongoing
production, which was confirmed by direct measurements of CO2
in the surface waters of the Gotland Sea (Thomas, 1997). δ13C and
δ15N followed an opposite pattern (Figures 6C,D). While the δ13C is
at its minimum in March, the δ15N is at its maximum, and vice versa
in August.

δ15N-PON at 180 m water depth reflects the pattern of pelagic
production, as there is a shift from higher to lower δ15N values
between spring, summer and autumn (Leipe et al., 2008). δ15N
increased in February and March as a result of fractionation during
nitrate uptake (Altabet, 1988). This may theoretically result in
a fractionation of up to 12‰ - depending on the species - as
described by Montoya and Mccarthy (1995). However, the euphotic
zone is an open system in which such a fraction is not expressed,
and therefore the fractionation is much lower as such reflected
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in the sinking organic matter (Voss et al., 1996). Thus, the high
δ15N values in spring during the high production period may be
related to the residual nitrate produced during nutrient utilization by
phytoplankton (Altabet and Francois, 1994). In summer, decreasing
δ15N values in organic matter indicated nitrogen fixation, as nitrate
contains more δ15N than elemental nitrogen used by cyanobacteria
(Leipe et al., 2008). Thereby, the variation in δ15N values seems
seasonal reflecting the transition from spring to summer driven
by the species succession. During the transition from summer to
autumn (August/September), the δ15N reached its minimum value
just after the maximum in cyanobacteria (Figure 6D). During late
autumn and winter, degradation processes of organic matter and the
resupply of nitrate to the surface waters re-establish a δ15N value of
nitrate that is around 3.7‰ and nicely reflect the δ15N of the spring
bloom sinking to the bottom. Additional factors that may contribute
to changes in δ15N include nitrogen contributions from terrestrial
sources, phytoplankton growth and/or degradation, lateral transport
of particles and particle residence times (Khim et al., 2018, and
references therein). The δ15N values in sinking material are mostly
impacted by the signatures of nitrate reflected in phytoplankton and
by nitrogen fixation.

Analyses of sediment traps from the Gotland Basin by
Wasmund et al. (1998) and Cisternas-Novoa et al. (2019) reveled
that the POC consisted of recently produced biogenic material.
Therefore, the high POC flux observed in spring, summer and
autumn may be related to the new production from the surface
layer. Groetsch et al. (2016) and Beltran-Perez and Waniek (2022)
confirmed based on in-situ observations and modeling results
the occurrence of phytoplankton blooms during these periods
of the year. The averaged climatology of phytoplankton biomass
revealed explicit seasonality with spring bloomsmostly composed of
diatoms from March to April and summer blooms of cyanobacteria
during June and August. An autumn diatom bloom also occurred,
but of lesser magnitude compared to the spring and summer
blooms. Additionally, Kahru et al. (2016) reported the spatial
variability of primary production in terms of estimated chlorophyll a
concentration using satellite images in the Baltic Sea. It was observed
that the high summer POC in the flux corresponded to seasonal
peaks in the estimated chlorophyll a concentration, indicating the
seasonal presence of cyanobacteria blooms. The apparent increase
in particle flux matches a general increasing trend in net sediment
accumulation rates of carbon and nitrogen over the past 50 years in
the Baltic Sea (Leipe et al., 2008). Based on sediment cores from the
southern and central Baltic Sea, Struck et al. (2000) reported a clear
shift to higher organic carbon concentrations and δ13C values over
the last 30 years in the Gotland Basin. Although high productivity
in the Gotland Basin has been observed in the last decades, the
tendency to heavier δ13C values was not observed on either the
long-term or inter-annual time scales analyzed in this study.

According to Leipe et al. (2008), the annual carbon flux between
1995 and 2003 was dominated by diazotrophic cyanobacteria in
the Gotland Basin, which made up to two-thirds of the yearly
flux. Nowadays, the export of carbon to the sea floor is still
dominated by cyanobacteria, but its contribution to the total
flux is close to one-third (Table 2). Several studies have reported
earlier and longer cyanobacteria blooms in the Baltic Sea (Kahru
and Elmgren, 2014; Kahru et al., 2016; Beltran-Perez and Waniek,
2022), which may partly explain the reduction observed in this

study. However, there is still no consensus about the increase
or decrease of cyanobacteria blooms in the coming years, their
future remains uncertain considering the continuous changes in
the environment (Wasmund and Uhlig, 2003; Meier et al., 2019).
Given the decrease in PSi flux since 2016, there appears to be
a shift from diatoms to dinoflagellates as the dominant bloom
species. However, since both species may co-occur and therefore
contribute to the particle flux, it is not possible to determine from the
available sediment trap data whether the sinking material originates
from diatoms or dinoflagellates to confirm this hypothesis. Using
data on phytoplankton abundance and biomass (1979–1999) and
chlorophyll a (1979–2000) from surface samples, Wasmund and
Uhlig (2003) found a decrease in diatoms during spring blooms in
the Gotland Sea and an upward trend in dinoflagellate abundance in
all seasons in the Baltic Proper. Similarly; Klais et al. (2011) reported
that the proportion of dinoflagellates relative to diatoms increased
between 1995 and 2004, especially in the Gulf of Bothnia (from
0.1 to 0.4) and the Gulf of Finland (from 0.4 to 0.6). Shifts in
the dominant bloom forming species have significant effects on
the functioning of the Baltic Sea ecosystem. Changes in the food
web may be expected as the efficiency of energy transfer to higher
trophic levels might be reduced due to the timing of food availability
(match-mismatch hypothesis, Smith and Hollibaugh, 1993; Winder
and Schindler, 2004). A shift in phytoplankton may also inhibit
the survival of zooplankton and fish, affecting the recruitment
of larvae, as larval spawning continues to match the original
timing of the bloom prior to changes (Cole, 2014; Gittings et al.,
2018). Therefore, shifts in the phytoplankton community along with
current environmental changes may have potentially large impacts
on the Baltic Sea. Overall, the long-term sediment trap data used
in this study allowed us to identify changes in sinking particles that
would not otherwise be possible, given the difficulty ofmodeling and
predicting the behavior of sinking particleswith suchhigh variability
over time.

5 Conclusion

Sinking particles provide the major connection between
processes in the upper part of the water column and sediments.
In spite of the high temporal variability in the particle flux and its
components, three distinct periods driven by primary production
at the surface were identified in the Gotland Basin. Sinking
material in spring and autumn is derived from the diatom bloom.
The large particle export from the surface in summer is driven
by the growth of nitrogen fixing cyanobacteria, mainly of the
species Aphanizomenon and Nodularia, which take up and store
phosphate for use when it is already depleted from the water
column. The contribution of isotopically light atmospheric nitrogen
by diazotrophic cyanobacteria to the sinking material is evidenced
by the changes in the δ15N values in summer, reflecting as well
the succession between diatom and cyanobacteria species in the
annual cycle. The succession in the phytoplankton community
and the occurrence of phytoplankton blooms are important factors
determining the seasonal pattern of sinking material in the Gotland
Basin. Unusual high particle flux from surface blooms occurred
in 2003, 2012 and 2015, showing the capability of sediment traps
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to reflect changes in primary production that would otherwise be
difficult to observe due to the patchiness of these events. There
are some indications that MBIs lead to increased particle flux after
their occurrence. However, a comprehensive analysis of the effects
of MBIs throughout the water column is still needed.

The Baltic Sea has undergone significant changes, the reduction
in carbon exported to the sediment in summer compared to
past decades is a sign of these changes. Sinking particles may be
influenced by factors not directly related to the surface, such as
mixing or advection processes within the water column. In addition,
the complete pathway of nutrient sources is unknown, as a low
δ15N signal in the sinking material may be related to multiple
processes such as nitrogen fixation, N-release or ammonium uptake.
Therefore, while the findings of this study provide valuable insights
into the carbon exported at different seasons and years linked to the
development of phytoplankton blooms in the Gotland Basin, they
should be interpreted in the context of the broader changes that
are occurring in the Baltic Sea. Furthermore, given the temporal
variability exhibited by the particle flux and its components, this
study demonstrates the importance of continued monitoring of
the Baltic Sea and the challenges of modeling and making future
predictions in such a highly variable system.
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Figure S2. Monthly mean of the components of the flux expressed as a percentage of the total particle flux.
A) particulate organic carbon, B) particulate organic nitrogen and C) biogenic silica. The red dashed line
indicates the long-term mean over the 22-year period with values of 31, 5 and 8%, respectively.

Frontiers 3



Supplementary Material

Figure S3. Annual cycle from monthly means of A) nitrate and B) phosphate concentrations integrated
over the water column in the Gotland Basin between 1999 and 2020. The data were downloaded from
ODIN and SHARKweb databases. The central red line in each box represents the median over 22 years.
The bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. The whiskers
extend to the most extreme data points.
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Figure S4. Seasonal means of total particle flux, POC, PON, PSi, C:N, δ13C and δ15N from sediment traps
moored at 180 m depth in the Gotland Basin between 1999 and 2020. The seasons were divided into spring
(March-May), summer (June- August), autumn (September-November) and winter (December-February).
The central red line in each box represents the median over 22 years. The bottom and top edges of the box
indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data points.
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