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Für meine Familie.

It’s been said that astronomy is a humbling, and I might add, a character-building experi-
ence. To my mind, there is perhaps no better demonstration of the folly of human conceits
than this distant image of our tiny world. To me, it underscores our responsibility to deal
more kindly and compassionately with one another and to preserve and cherish that pale

blue dot, the only home we’ve ever known.
Carl Sagan (1934–1996)
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Abstract

Past exoplanet space missions, such as the Kepler mission, primarily aimed
at discovering new planets. In contrast, current and upcoming missions, such
as the James Webb Space Telescope mission, are transforming the field by
focusing on detailed atmospheric observations of the distant planets. These
missions provide valuable data on the atmospheres, which deliver crucial
constraints for atmospheric and interior models of planets.
This thesis examines the synergy between atmosphere, interior, and thermal
evolution models that replicate observations to ultimately inform models of
planetary formation and evolution.
The impact of the atmospheric thermal structure, particularly the pressure-
temperature (P–T ) conditions, on the composition and radius evolution of
irradiated gas giant exoplanets is explored. Coupled atmosphere, interior,
and thermal evolution models are employed to analyse how the effect of
cloudy atmospheres impacts the inferred composition, specifically the heavy
element content, and long-term radius evolution. The results highlight the
importance of atmospheric processes that affect the deep atmosphere and
thus the radiative-convective boundary.
Furthermore, the impact of the P–T conditions in the atmospheres of highly
irradiated planets on transport properties, such as the electrical conduc-
tivity, is investigated. By applying an ionisation and transport model for
the partially ionised plasma in the atmosphere, the efficiency of the Ohmic
dissipation mechanism – proposed to inflate close-in gas giant planets – is
reassessed. Magnetic induction processes for warm to ultra-hot giant planets
are examined, revealing two regimes of processes that affect the efficiency of
Ohmic heating in strongly irradiated gas planets.
This thesis advances the understanding of irradiated giant planets by shed-
ding light on how their atmospheric conditions influence key bulk and at-
mospheric transport characteristics, directly linked to broader theories of
planetary formation and evolution.
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Kurzzusammenfassung

Vergangene Exoplanetenmissionen konzentrierten sich hauptsächlich auf die
Entdeckung neuer Planeten. Im Gegensatz dazu fokussieren sich aktuelle
und zukünftige Missionen wie die James Webb Space Telescope Mission auf
präzise Atmosphärenbeobachtungen dieser weit entfernten Objekte. Diese
Missionen liefern wertvolle Daten, die als Anhaltspunkte für Modelle der At-
mosphären und inneren Struktur der Planeten dienen.
In dieser Arbeit wird die Synergie zwischen Atmosphären-, Struktur- und
Evolutionsmodellen von bestrahlten Gasplaneten untersucht. Ziel dieser
kombinierten Modelle ist es, Beobachtungen abzubilden und dadurch wert-
volle Informationen über die Entstehung und Entwicklung von Planeten zu
gewinnen.
Der Schwerpunkt liegt auf den Druck-Temperatur-Bedingungen (P–T ) in den
Atmosphären bestrahlter Gasplaneten. Durch die Verwendung kombinierter
Atmosphären-, Struktur- und Evolutionsmodelle wird analysiert, wie sich
die Auswirkungen von Wolken in der Atmosphäre auf die abgeleitete Zusam-
mensetzung, insbesondere den Gehalt an schweren Elementen, und die ther-
mische Evolution des Planeten auswirken. Ein spezifisches Atmosphären-
modell wird verwendet, um einen Effekt von Wolken in der Atmosphäre zu
modellieren. Die Ergebnisse verdeutlichen die Bedeutung atmosphärischer
Prozesse, die sich auf die tiefe Atmosphäre und damit auf die Grenze zum
konvektiven Inneren auswirken.
Zusätzlich wird der Einfluss der P–T -Bedingungen auf die Transporteigen-
schaften, wie die elektrische Leitfähigkeit, untersucht. Ein Ionisierungs- und
Transportmodell wird für das teilweise ionisierte Plasma in der Atmosphäre
angewendet, um die Effizienz eines Mechanismus zur Aufblähung von Gas-
planeten neu zu bewerten. Magnetische Induktionsprozesse für warme bis
ultraheiße Gasplaneten werden untersucht, wobei zwei Regime identifiziert
werden, die die Effizienz des Mechanismus bei stark bestrahlten Gasplaneten
beeinflussen.
Diese Arbeit leistet einen Beitrag zum Verständnis von bestrahlten Gasplan-
eten, indem sie aufzeigt, wie die atmosphärischen Bedingungen den inneren
Aufbau des Planeten und die Transporteigenschaften der Atmosphäre beein-
flussen. Dies ist von Bedeutung für Theorien zur Entstehung und Evolution
von Planeten.
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1. Introduction

Past exoplanet missions like Kepler [1, 2] and CoRoT [3] focused primarily on the detection
of planets. However, present and upcoming missions such as the JWST [4], PLATO [5, 6],
and ARIEL [7, 8] missions1 are revolutionising the field by shifting the focus to detailed at-
mospheric observations. The JWST mission, which started operating in July 2022, is filling
the general public and the scientific community with enthusiasm and excitement. Its primary
goal in exoplanetary science is to observe the atmospheres of distant planets in unprecedented
detail. The first observations of the atmosphere of the gaseous exoplanet WASP-39b already
yielded extraordinary results, providing insight into its formation history through the analysis
of chemical fingerprints [9–14]. Recent JWST data have also helped to solve the mystery of
WASP-107b, which had previously posed challenges to models of its interior and evolution due
to its low density [15, 16]. The data suggest not only the existence of exotic silicate and sand
clouds but also a depletion of methane in its atmosphere [17]. This depletion is likely caused
by vertical mixing associated with high internal temperatures [18, 19], offering new constraints
for coupled atmosphere and interior models, which ultimately helped solve the WASP-107b
puzzle [20].
The synergy of atmosphere, interior, and thermal evolution models represents the cutting edge
of planetary science. The coupled models, informed by observations of the atmospheres, drive
the future of planetary modelling, offering deeper insights into the complex and fascinating
processes of planetary formation and evolution.

Understanding a planet’s interior structure begins with its birth. Planets form around young
stars in disks made mainly of gas and dust. The disk, which is a by-product of star formation,
resembles the composition of the molecular cloud that the star has formed from. The initial
primordial composition of the planet is determined by several aspects: the composition of the
disk, the location of the planet within the disk [21–24], and the formation pathway. In addition,
timescales are crucial: the heaviest planets, gaseous giant planets like Jupiter with 318 Earth
masses (ME)2, are believed to form fast. They need to obtain their final composition before
the gas vanishes in order to reach large masses, ranging from 100 to 1800 ME [25–27]. Two
formation pathways are commonly accepted for giant planets [28]: either they form through
gas accretion onto a solid core of ∼ 10 ME [29–31] where the core is the result of pebble or plan-
etesimal accretion [32], or through gravitational disk instability where gas and dust collapse
into clumps without first building up a core [33, 34]. The bulk and atmospheric composition of
giant planets mirror the complex formation environment, their formation pathway, and their
subsequent evolution [35]. Thus, their composition serves as an indirect window into these pro-
cesses [36, 37], making giant planets essential objects in connecting the dots between planetary
formation, evolution, and their current interior structure and composition [35]. Fig. 1.1 illus-
trates this connection. Furthermore, their large masses are key in shaping the final architecture
of planetary systems through gravity [38, 39].

Historically, our understanding of the formation and evolution of giant planets has largely
stemmed from observational data and interior structure models of the Solar System’s gas and
ice giants – Jupiter, Saturn, Uranus, and Neptune [40, 41]. Understanding the outer planets
has been a significant goal in the field of planetary science for decades [42]. Various spacecraft
have visited the outer planets, providing vital data on rotational period, gravitational and
magnetic fields, and atmospheric composition. Such data are central for characterising the

1CoRoT (Convection, Rotation and Planetary Transits), JWST (James Webb Space Telescope), PLATO
(Planetary Transits and Oscillations of stars), ARIEL (Atmospheric Remote-sensing Infrared Exoplanet
Large-survey)

2Table A.5 displays planetary reference data, such as ME, and fundamental constants.
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Figure 1.1.: Planetary formation, evolution, and the present interior structure are highly con-
nected [35] (left side). The present interior structure serves as a window to past evolution and for-
mation processes. Deriving the interior structure and composition with combined atmosphere, interior,
and thermal evolution models is key for irradiated gas giants (right side). In particular, the atmosphere
plays a crucial role for the energy transport.

interior composition and structure. Furthermore, progress in the warm dense matter field has
significantly improved our understanding of how hydrogen, helium, and their mixtures, such as
those with water or silicates, behave under extreme conditions of up to 104 K in temperature
and 107 bar in pressure [43]. Comprehensive reviews of the giant planets of the Solar System
have been updated, offering new insights into their complex interiors [25, 42, 44–49].
Since the mid-1990s, the discovery of planets outside our Solar System has profoundly both
challenged and expanded our understanding and imagination of planetary formation and evolu-
tion. To date, 5632 exoplanets in 4188 planetary systems3 have been discovered and confirmed.
The large number of exoplanets displays a diversity in orbital parameters and bulk compo-
sitions [51], underscoring the unique architecture of the Solar System. Beyond the familiar
planetary classes of terrestrial and giant planets, represented by the inner and outer plan-
ets of our Solar System, planets that are intermediate in mass and size seem to be the most
common, called mini-Neptunes and super-Earths [52]. The large number of discovered exo-
planets facilitates demography studies, revealing, for instance, a gap in the size distribution of
intermediate-sized planets, possibly due to photoevaporation [53, 54].
The detection of close-in planets, initiated with the Nobel Prize winning observation of the first
exoplanet orbiting a Sun-like star [55, 56], highlights planetary migration as a fundamental pro-
cess in the evolution of planetary systems, suggesting that these giant planets have formed ex
situ and migrated to their current locations [57–60]. Recently, the close-in planet WASP-193b
has been announced showing a remarkable, extremely low density of only 0.059 g/cm3, that is
only 4.5% the density of Jupiter (and basically the density of cotton candy) [61]. Moreover,
the unexpectedly large inflated radii of close-in planets, a phenomenon that is often referred
to as the radius anomaly, suggest the presence and interplay of physical mechanisms that are
not yet fully understood, as described in e.g. [62–65]. The deposition of stellar irradiation in
the interior of planets, for example through Ohmic dissipation of induced currents, may play
a major role in the inflation [66].
Up to now, Jupiter-like planets in small orbits, with a semi-major axis of less than a < 0.1
astronomical units (au) and typical orbital periods of just a few days, represent the most exten-
sively studied group of exoplanets [67–69]. This increased focus is largely due to observational
and publishing biases that favour detectable planets with pronounced characteristics. However,
despite extensive research, these planets are actually quite rare within our Galaxy4. Studies

3https://exoplanetarchive.ipac.caltech.edu/ [50], accessed on May 28, 2024
4An updated sample of papers on the occurrence rate of exoplanets can be found here: https://

exoplanetarchive.ipac.caltech.edu/docs/occurrence_rate_papers.html, accessed on March 28, 2024

https://exoplanetarchive.ipac.caltech.edu/
https://exoplanetarchive.ipac.caltech.edu/docs/occurrence_rate_papers.html
https://exoplanetarchive.ipac.caltech.edu/docs/occurrence_rate_papers.html
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Figure 1.2.: Mass-radius diagram of exoplanets with relative mass and radius uncertainties smaller
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Planets whose composition is expected to be terrestrial, gaseous, or intermediate are indicated with
ellipses. The Solar System planets are marked as stars. Individual gas planets modelled in this thesis
are highlighted with symbols. Note, that the population shown does not mirror the observed or real
distribution of exoplanets. Figure updated and modified from [35, 76, 77].

indicate that while 10% of all stars in our Galaxy have a giant planet at any orbital distance,
only about 1 in 10 of these giant planet systems contains a giant planet within 0.1 au [68, 70–
74].
The study of these highly irradiated close-in planets often starts with the detection of their
transits, followed by Doppler spectroscopy, which together provide radius and mass estimates.
The parameters are needed to characterise the bulk composition, making these planets partic-
ularly favourable for studying interior properties.
Exoplanets that have both mass and radius estimates are shown in Fig. 1.2, colour-coded with
the equilibrium temperature (Teq) which is a measure for the irradiation received by the parent
star. A preliminary estimate of the composition of planets can be derived solely from the mass
and radius, when compared with theoretically calculated mass-radius relations (solid lines).
Based on their composition, the groups of terrestrial, gaseous, and intermediate planets are
indicated by ellipses. The detected gaseous giant planets are highly irradiated, indicated by
the high Teq from 800 to 4000 K, compared to Jupiter (110 K) and Saturn (90 K). The strong
irradiation makes the atmosphere play a key role in the characteristics of the planet.
Transiting irradiated giants are ideal for atmospheric follow-up studies through secondary
eclipses and transmission spectroscopy. The latter technique makes use of the fact that during
the planet’s transit some flux from the parent star passes through the thin outer atmosphere,
imprinting small absorption features on the stellar spectrum across various wavelengths. These
atmospheric observations yield fascinating data, including the presence of atmospheric clouds
made of quartz and sand [17, 78], ionised species such as calcium [79], and extremely fast
horizontal winds of about 40 km/s [80].

With ongoing and forthcoming space missions providing rich atmospheric data, integrating
these observations with interior modelling is essential. The combination of atmosphere, interior,
and thermal evolution models, which replicate observations, is critical. The thesis develops
and applies the coupled approach of these models to two areas of exoplanetary science. First,
the effect of cloudy atmospheres on the interior composition and radius evolution is explored.
Second, the role of the atmospheric conditions on the Ohmic dissipation mechanism, which
has been proposed to inflate gas giant planets, is investigated. The following serves as an
introduction to the elements of this thesis.



4 Introduction

1.1. Interior Modelling of Giant Planets

Interior models play an essential role in any assessment of the formation and evolution of
planets, aiming to reveal the internal structure and the composition variation with depth [43].
These models enhance the understanding of planetary diversity, their formation conditions,
shedding light on formation pathways, and the warm dense matter (WDM) inside.
Traditional interior modelling employs a set of structural equations to describe the distribution
of mass, radius, pressure, density, and temperature within the planet’s interior. The same set
of structural equations can be applied to brown dwarfs and stars, illustrating the fundamental
similarities in the principles governing the internal structures [81–85]. The models rely on a
priori assumptions, such as the number of layers based on the composition and heat transport
mechanism, where the composition is described by physical equations of state (EoS). An al-
ternative approach constructs interior models based on a mathematical representation of the
density profile, called empirical structure models, without further assumptions on composition,
providing another way to explore interiors [86–92]. The primary aim of interior modelling is to
reproduce observed planetary properties, such as the radius of inflated close-in planets, using
models with varying structures and compositions that align with the observables. A key out-
put of these models is the bulk composition, particularly the mass of heavy elements (metals),
which are all elements heavier than hydrogen (H) and helium (He).
Four main aspects determine the interior structure of giant planets [35]: (1) They cool and
contract significantly over time because their H and He-dominated (H/He) envelopes are com-
pressible. The evolution of their bulk composition is linked to the age of the planet as they
emit their intrinsic heat. This intrinsic luminosity is parameterised by the intrinsic tempera-
ture Tint. Models of the interior structure are usually combined with models of gravitational
contraction. Other critical aspects include (2) the number of observables (Sect. 1.1.1), (3) the
EoS (Sect. 1.1.2), and (4) the atmospheric boundary conditions (Sect. 1.1.3). The latter is es-
pecially significant for irradiated atmospheres, where the thermal structure profoundly affects
various aspects of the irradiated gas giants, which is a primary topic of this thesis.
The coupling of atmosphere, interior, and thermal evolution models is necessary to inform
broader planetary formation and evolution models. In addition to models that are constructed
to match observables, forward modelling aims at characterising objects using model grids based
on chosen gravities or ages, providing observable properties like atmospheric spectra and lu-
minosities, e.g. to inform observational campaigns. Examples are the ATMO2020 [93] and
Sonora [94–96] grids.

1.1.1. Number and Availability of Observables

In general, the availability of observables, beyond the planetary mass, MP, and radius, RP,
significantly improves the refinement of the model.
For the solar giant planets, a large number of observables are available through ground-based
observations and spacecraft flybys, with Uranus and Neptune being less well known than
Jupiter and Saturn. These data have substantially refined our models in terms of composition,
distribution of elements, and heat transport mechanisms.
For example, Hubbard (1968) [97] argued that an adiabatic temperature gradient is implied
by the observed net luminosity observations in the infrared [98], leading to a fully convective
interior for Jupiter. This traditional, simplistic assumption of large-scale convection and thus
homogeneous interiors is now questioned. Recent theoretical studies point to thermal boundary
layers [99–101] or composition gradients leading to layered convection, e.g. double-diffusive
convection [102, 103], potentially due to He rain-out [104–107]. Observational data, such as
the oscillations in Saturn’s rings by the spacecraft Cassini, suggest a stable stratified layer
extending to about 60% of its radius, arguing against traditional assumptions of convection
stability [108, 109]. Additionally, Juno’s measurements of Jupiter’s gravitational moments
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indicate a gradual core-envelope transition (also called a fuzzy or dilute core) instead of the
traditional solid core [49, 110–113], and also a shallow wind depth that implies a stable stratified
layer [114, 115]. Juno’s findings are reviewed in [113, 116, 117]. Further, a deep radiative zone
has been identified [118], that is located between two convective layers, possibly due to a
reduced H opacity [118–121]. Static and dynamic rotational states provide further constraints.
Furthermore, Love numbers, indicating the deformation of Jupiter’s shape due to tidal forces,
have been both measured and theoretically derived [122–124].
For extrasolar giant planets, essential observables include MP, RP, and age. Another quantity
is the equilibrium luminosity Leq = 4πσBR2

PT 4
eq, where σB is the Stefan-Boltzmann constant,

representing the stellar energy absorbed and re-radiated by the planet. The characteristic
temperature Teq is calculated as

Teq = (1 − AB)1/4 · f1/4 · T⋆ (R⋆/a)1/2 , (1.1)

where T⋆ and R⋆ are the star’s effective temperature and radius, the Bond albedo AB is a
measure for the incident energy scattered [125], and the parameter f accounts for the heat
distribution on the planet [126]. The classification of exoplanets often relates to the level of
stellar irradiation and their radius or mass in comparison to the Solar System planets, such as
warm Saturns, hot Neptunes, or ultra-hot Jupiters.
However, the observables for extrasolar giants are mainly related to atmospheric characteristics,
for example, composition and abundances [79, 127–131] from which the magnetic field strength
can be derived [132–134], clouds and hazes [135, 136], albedo [137, 138], wind speeds [80,
139], and atmospheric loss [140]. Sect. 1.2 addresses a few of the atmospheric properties.
One proposed connection between the atmosphere and interior is the atmospheric metallicity
Zatm, which is derived from atmospheric abundances [69, 141]. The observables of clouds and
atmospheric metallicity are key properties in this thesis, further detailed in Sect. 3.1.

1.1.2. Warm Dense Matter: Equations of State

Understanding the matter that makes up a planet is fundamental for modelling its interior
structure and cooling behaviour. An early review by Stevenson (1982) [40] emphasised that
planetary observations and high-pressure physics are pivotal in the development of planetary
models.
A preliminary estimate of the composition of planets can be derived from their observed mass
and radius; see Fig. 1.2. When these observables are compared with theoretically calculated
mass-radius relations, it becomes evident that giant planets predominantly consist of H and
He, along with a significant proportion of heavier elements [48]. Heavy elements, or metals,
refer to all elements other than H and He. Metals are assumed to be planetary ices, such as
water (H2O), ammonia (NH3) or methane (CH4), and rocky material, dominated by iron (Fe),
magnesium (Mg), silicon (Si), and oxygen (O), which form silicon dioxide (SiO2), magnesium
oxide (MgO) or much more complex molecules such as iron oxyhydroxides (FeOOH) under
core conditions [142]. The term ice denotes compounds like H2O, CH4, and NH3, which likely
existed in solid form during the accretion phase [44] of the planet.
The equations of state (EoS) characterise the thermodynamic properties of matter within
a planet. Often, various species are mixed via the linear mixing approximation [143–146],
because the behaviours of real mixtures are poorly understood. The resulting EoS correlates
pressure, temperature, and density along the radial structure of the planet. The conditions
typically range from 102 K to 104 K in temperature and from 1 bar to 107 bar in pressure,
falling within a regime known as WDM. This state is a transitional phase between solid and
plasma, exhibiting properties of both and involving strongly coupled ions, degenerate electrons,
and partial ionisation; see the reviews by [147–149]. High energy density (HED) experiments
pass through this difficult region of phase space. An example is the laser-induced compression
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of C–H mixtures which lead to the formation of nanodiamonds – under conditions that are
proposed to occur in ice giants [150–154].
However, the capacity of laboratory experiments to cover the entire phase diagram is restricted,
and theoretical calculations of the strongly interacting quantum systems of electrons and ions
are used to complement the EoS data.
Theoretical calculations fall into two main categories. In the chemical picture, effective pair
potentials, validated against experiments, describe particle interactions. By minimising the
Helmholtz free energy, chemical equilibrium is obtained, giving access to indispensable variables
such as the entropy S and adiabatic temperature gradient ∇ad, while ensuring thermodynamic
consistency. The physical picture uses quantum mechanics to treat electrons, known as ab
initio molecular dynamics (AIMD). This method often combines density functional theory
(DFT) for electronic structure [155, 156] with molecular dynamics (MD) for nuclei [157].
A specific challenge to be addressed is the change from molecular H2 to atomic H+ and the
metallisation of He [158, 159]. The behaviour of mixtures is equally important, as demixing
can occur in Saturn and Jupiter (H–He demixing) [107, 160–162] or in Neptune and Uranus
(H2O–H demixing) [163], contributing as a heat source and adding additional compositional
layers. For Uranus and Neptune, ice-rock mixtures are probably important [164, 165]. Core
erosion due to the solubility of H2O, Fe, SiO2, and MgO in H is probable in the four giant
planets [142, 166, 167]. Superionic phases of mixtures CH4–H2O–NH3 [168–172], or water [173,
174], influence the energy transport through additional layers. The related transport properties
are increasingly important for understanding energy transport and the generation of magnetic
fields [175–177].
Studying giant exoplanets offers a unique opportunity: They serve as natural laboratories,
allowing us to understand matter under extreme conditions.

1.1.3. Atmospheric Thermal Structure

The atmosphere plays a critical role in the radiation transport, acting as a bottleneck for both
the incoming irradiation and outgoing intrinsic radiation, thereby dictating the planet’s cooling
process.
Gas planets are in an evolutionary phase where they transition from predominantly convective
to more radiative to achieve equilibrium with their host star [178]. The atmospheres of highly
irradiated gas planets are heated strongly by the absorption of the incident radiation, primarily
in the upper layers. This results in a deep vertical isothermal radiative zone below the heated
layer, before the contribution of intrinsic heat becomes significant [67, 178–183]. The final
state will become isothermal. The formation of a radiative zone begins in the outer layers and
progresses inward over time. The contraction and cooling of the planet from a high entropy
state are facilitated by the expansion of this radiative zone due to high incident radiation [184].
Fig. 1.3 illustrates the thermal structure of the modestly irradiated solar Jupiter (Teq = 110 K,
Tint = 100 K) compared to the highly irradiated extrasolar Jupiter WASP-17b (Teq = 1700 K,
Tint = 300 K). For the latter, the isothermal region appears at Tiso = 2100 K whereas Jupiter
does not show an isothermal region5. Following the deep isotherm of WASP-17b, the interior
becomes adiabatic. The age of the planet is related to the loss of its intrinsic heat, which
determines the isentrope. Close-in planets are expected to be tidally locked to their host
stars [181, 185, 186], creating permanent day and nightsides with significant temperature dif-
ferences [187], as illustrated in Fig. 1.3 for HD 209458b, driving atmospheric dynamics [188].
MgSiO3 and Mg2SiO4 clouds may form [189], generally, the nightsides of close-in planets with
Teq ≤ 2100 K are predicted to form silicate clouds [190]. Despite the temperature differences in
the upper atmosphere, the overall planetary evolution is fundamentally governed by the global
deep atmospheric temperature.

5A radiative isothermal zone is thought to build up for old, far-away planets as well (but much slower) when
Tint << Teq and stellar absorption is dominant [179].
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Figure 1.3.: Examples of P–T of gas giant planets (thick solid lines) are shown, amongst thermal
stability curves of possible condensates (thin coloured lines). Clouds may occur above the point where
the P–T profile crosses the condensation curves. The more irradiated and the older the planet is, the
deeper the isotherm extends. Atmospheric processes are highlighted and the approximated wavelength-
dependent atmospheric depth that can be probed is shown (background shades). From left to right:
(a) Averaged P–T of Jupiter (Teq = 110 K) [77]. (b) Results of 3D simulations of HD 209458b (Teq ≈
1500 K), at the substellar and antistellar point [187, 189]. (c) The P–T that belongs to the best-fit
model to the transmission spectrum of WASP-17b (Teq ≈ 1700 K) which shows a feature that resembles
quartz (SiO2) clouds [78], the solid part shows the probed P -range.

In summary, the atmosphere is an important outer boundary condition for interior and evo-
lution modelling. This thesis accounts for the matching of the atmospheric with the interior
structure. An atmospheric model, in detail the pressure-temperature (P–T ) structure must
account for both the irradiation of the parent star and the outward transport of intrinsic heat.
The next Sect. 1.2 reviews the current state of theoretical and observational studies on the
thermal structure of H/He-dominated atmospheres.

1.2. Exoplanetary Giant Planets Atmospheres

This section introduces the atmospheres of giant exoplanets, focusing on their thermal structure
through observations and theory, Sect. 1.2.1 and Sect. 1.2.2. More in depth, cloudy and ionised
atmospheres are highlighted in Sect. 1.2.3 and Sect. 1.2.4.

1.2.1. Thermal Structure by Observations

A direct assessment of the atmospheric P–T conditions of (giant exo-) planets is limited.
Contrary, Earth’s atmospheric conditions are directly assessed by utilising a wide array of
techniques to explore not only the temperature structures, but also other parameters such as
composition, humidity, and wind speeds in different temporal and spatial resolutions. In situ
measurements and ground-, air- and space-based remote sensing techniques are applicable; an
overview is given in [191]. In contrast, studying giant exo- and solar planets faces challenges
due to vast distances and technological limits.
For the giant planets of the Solar System, both remote-sensing techniques (ground-, air-, and
space-based telescopes) and spacecraft fly-bys are able to measure wind speeds, weather for-
mations (and their evolution), and (vertical) composition by observing different wavelengths.
From these observations, the temperature structure is indirectly derived [77, 192]. Notably,
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Jupiter’s Juno mission aimed to map the atmospheric composition and temperature at all
latitudes for pressures < 100 bar [193–195]. In situ measurements, such as those obtained by
the Galileo entry probe diving into Jupiter’s atmosphere and the grand finale of the Cassini
mission diving into Saturn’s atmosphere, provide further observables, including thermospheric
temperatures and abundances, primarily from mass spectrometry [196, 197].
For exoplanets, in situ measurements are not feasible. Instead, remote-sensing techniques such
as transit spectroscopy, high-resolution Doppler spectroscopy, or direct imaging spectroscopy
provide atmospheric spectra [198, 199]. Secondary eclipse data also contribute by measuring
the thermal emission from the planet, like those performed for HD 189733b [200, 201]. How-
ever, these are limited to narrow wavelength ranges and require further parameterisation to
encompass the entire pressure spectrum [202]. Typically, observations probe the upper atmo-
sphere at roughly 10−3–10 bar.
Theoretical models play a vital role in bridging the gap between observations and a compre-
hensive understanding of atmospheric phenomena. Through forward spectral modelling and
retrieval techniques, theoretical models guide the design of observational studies and aid in
the interpretation of spectral data [202]. This thesis places a particular emphasis on the the-
oretical models as they deliver the thermal structure over a wide pressure range, informed by
observational data.

1.2.2. Thermal Structure by Theory

This section first outlines the factors and processes shaping the thermal profiles of irradiated
giant planets. Second, it provides an overview of radiative transfer solutions, highlighting the
deciding roles of opacity and optical depth. Fig. 1.3 shows the important processes at work in
the atmosphere.

Factors Shaping the Thermal Structure. First, the atmospheric P–T profile is shaped by
the absorption and re-emission of the stellar flux, the emission of the intrinsic flux from the
interior, and the planet’s surface gravity – a planet with lower gravity emits from lower atmo-
spheric pressures and the P–T profile shifts accordingly to lower pressures [203].
Second, the atmospheric composition plays an important role as it determines the scattering
and absorption properties at the microphysics level. The atmospheres of gas giants are pre-
dominantly composed of H and He, called primary atmospheres. These atmospheres originate
from the protoplanetary disk, rich in H, He, and heavier elements [204, 205], in contrast to
secondary atmospheres formed by geochemical outgassing [206, 207]. Table 1 in Madhusudhan
[198] provides an overview of the molecules and atoms identified in exo-atmospheres. Molecu-
lar and atomic abundances are often calculated from elemental abundances assuming chemical
equilibrium.
Third, additional processes such as aerosol formation affect atmospheric composition and
add opacity sources, influencing thermal structures through their heating or cooling effects
[208, 209]. Clouds and hazes significantly impact temperature structures and are reflective,
affecting the planetary albedo. These phenomena have been studied from both a theoreti-
cal [210–219] and an observational perspective [17, 135, 220–225]; see also Sect. 1.2.3.
Thermal inversions in the upper atmosphere, that is, increasing temperature with decreasing
pressure, have been a subject of debate, for example, for HD 209458b [226–230]. The P–T can
be inferred from secondary eclipse spectroscopy, probing the planet’s thermal emission in the
infrared wavelength band [231]. Theoretically, optical or near-UV absorbers, such as titanium
oxide (TiO) and vanadium oxide (VO), can cause these inversions [232, 233]. For ultra-hot
Jupiters, inversions may be driven by absorbers such as Fe and Mg [234]. Until now, only some
planets have shown evidence of inversions [235].
Non-equilibrium effects also play a critical role, altering thermal structures and chemical abun-
dances due to factors like irradiation and atmospheric dynamics. In contrast to chemical
equilibrium, where the molecular composition depends only on pressure, temperature, and
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elemental composition, in the non-equilibrium state, it is controlled by the kinetics of indi-
vidual reactions [236]. Photochemical processes such as photoionisation driven by the star’s
radiation may lead to atmospheric escape and significant changes in the composition of the
upper atmosphere [237–240]. Photochemistry seems to alter the radiative transfer dramati-
cally [236, 241–243]. Atmospheric dynamics, driven by stellar irradiation, further complicate
the thermal profiles by influencing transport and mixing processes, for instance, also by in-
creased heat transport through recombination from H to H2 [244].
In conclusion, a comprehensive theoretical model of a planet’s atmosphere – and consequently
its thermal structure – must account for all these factors to accurately simulate radiative trans-
fer (RT) processes.

Radiative Transfer. RT is a measure of how radiation changes as it moves through the
layers of the atmosphere as photons encounter obstacles and interact. The radiative transfer
equation (RTE) describes the change in a radiation beam as it travels some distance ℓ [245].
The changes are due to absorption, emission, and scattering processes, resulting in losses and
additions to the beam [125, 245].
The description of radiation is intensity I, which is the energy of a number of identical photons
in a beam of radiation [245]. Therefore, the intensity of radiation at location x in direction n̂
at time t for a frequency ν is the energy flow per unit area dA, at time t, for frequency ν and
solid angle subtended dΩ [J/(m2 s Hz sr)], see Fig. 2.1 in [245]. The frequency ν is defined as
c/λ, with c as the speed of light and λ as the wavelength.
The following equation is the formal radiative transfer equation:

dI(x, n̂, ν, t)
dℓ

= E(x, n̂, ν) − κ(x, ν)I(x, n̂, ν, t) . (1.2)

Intensity I along the distance ℓ changes due to two factors. First, matter causes extinction of
radiation, adding a loss to the radiation beam: −κ(x, ν)I(x, n̂, ν, t), where κ is the extinction
coefficient. Second, matter emits radiation, and, specifically, the atmosphere emits its own
thermal emission. The emission coefficient E(x, n̂, ν), also known as the source function, ac-
counts for this. It is a complex quantity because scattering and thermal emission have to be
taken into account.
The extinction coefficient is another word for opacity, referring to both absorption and scat-
tering contributions. The atmosphere is made up of a large number of particles belonging
to various species, each possessing unique absorption and scattering properties [125]. These
properties are pressure-, temperature-, and wavelength-dependent:

κ = κ(P, T, λ) . (1.3)

Directly related to the concept of opacity is the optical depth. The optical depth τ (dimen-
sionless) is a measure of how opaque the atmosphere is. Optically thin means τ ≪ 1 (a photon
can travel a distance without being absorbed or scattered), while optically thick means τ > 1.
An expression of the optical depth [125] is directly correlated with the opacity κ,

τ =
∫

κ dm′ , (1.4)

with m′ as the atmospheric column mass. Another expression is dτ = −κ(ℓ, ν) dℓ. Therefore,
the opacity κ of an atmosphere determines the transparency (the optical depth) of the gas and
therefore the radiation transport, see Eq. (1.2). Gas opacities, in contrast to cloud or haze
opacities for example, are obtained from measurements or calculations, see for example [246].
In general, frequency-averaged opacities are useful in radiative transfer solutions. For example,
the Planck mean opacity is valid in optically thin regions, whereas the Rosseland mean opacity
is valid in optically thick regions [245, 247, 248]; see Sect. A.5 for more information.
Furthermore, the abundances of the molecules and atoms that are relevant at a given pressure
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and temperature, as well as for a specific composition, must be determined. These are often
acquired with thermodynamic equilibrium chemical abundance calculations, such as those pre-
sented in [249, 250].
Within the general framework of radiative transfer depicted above, one can solve the temper-
ature structure for a gaseous atmosphere. Often assumptions concerning geometry, opacities,
thermal and chemical equilibrium, and time-dependence (mainly neglected) are made.

(a) Analytical 1D Models. As pointed out by Fortney [251], a wide range of analytic so-
lutions has been published in recent years, mainly focused on strongly irradiated planets, for
example [180, 252–255]. In these models, the atmospheric temperature structure is a function
of the characteristic temperatures describing energy fluxes, such as the effective temperature
Teff , the equilibrium temperature Teq, and the intrinsic temperature Tint. They use wavelength-
independent, grey opacities κS (in the visible wavelength range, shortwave), κL (in the infrared
wavelength range, longwave), applying the dual-band approximation where the stellar irradia-
tion and the planet’s thermal emission peak at different wavelength resulting in one incoming
and one outgoing radiation stream. The models provide a relationship between pressure P ,
temperature T , and optical depth τ (P–T–τ). Compared to numerical atmosphere models,
analytical models offer the advantage of computational efficiency. However, advanced models
are frequently required to calibrate the free parameters of analytical models. The model of
Guillot (2010) [180] (Guillot10 ) has been used in coupled atmosphere-interior models [256–258]
and is preferred for retrieval models, as it captures the essential physics but is low parame-
terised [202]. The Guillot10 model is used in this thesis; see Sect. 2.2.

(b) Numerical 1D Models. The main differences between analytical and numerical models
are the opacity treatment and the inclusion of the computation of chemical abundances (mostly
in chemical equilibrium). Examples for codes that are used for exoplanetary atmospheres are
McKay-Marley code [259] (e.g. used in [260]), Exo-REM [261, 262], petitCODE [263] and
the codes from [264, 265]. The numerical models show differences in the treatment of aerosols
such as clouds and hazes, scattering, opacities, and energy transport [266].

(c) Numerical 3D Models. 3D general circulation models (GCMs), which solve fluid motion
equations and incorporate radiative and chemical schemes, were first applied to hot exoplan-
ets in 2009 [267] and later advanced, e.g. [268]. Reviews can be found in [269, 270]. GCMs
inform observations, as they include horizontal transport and circulation, e.g. [219, 271], and
also yield deep atmospheric temperatures, as important for the coupling to 1D-interior and
evolution models [272–274].

Further readings on (exo-)planetary atmospheres include general reviews [125, 245, 275], and
specific discussions on theoretical and observational aspects of exoplanetary atmospheres [198,
199, 276–278].

1.2.3. Cloudy Atmospheres

Clouds are familiar features in our daily lives. H2O clouds on Earth influence the global
radiation budget and therefore the short- and long-term climate [279, 280]. However, clouds
introduce significant uncertainty into climate models, due to their variable coverage, dynamics,
changes in properties, and the interaction of evaporation, condensation, and phase changes,
e.g. [281–283].
Aerosols – including clouds, dust, and haze – are prevalent in the atmospheres of Solar System
planets, moons, and exoplanets; see for reviews [77, 284–286]. For example, on Mars, cirrus
clouds have been investigated to contribute to a warming that may have led to liquid water
for a short period of time [287], and the moons of the outer planets show hazes in their atmo-
spheres, e.g. Pluto [288, 289], Triton [290] or Titan [291, 292]. The solar giants inhibit several
layers of cloud and haze [77].
In Earth science, the terms clouds, dust, and haze refer to particle sizes, while in planetary sci-
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ence, they indicate the origins of formation [293]. Following the definitions of Gao et al. [209],
based on Hörst [294], dust refers to lifted solid particles, whereas haze refers to aerosols formed
by photochemistry. Clouds form under thermochemical equilibrium via first-order phase tran-
sitions, when vapour pressure saturates due to vertical mixing in an atmospheric column, or
via thermochemical reactions. The terms haze and cloud are often used interchangeably be-
cause they similarly affect the spectrum, despite differing in their formation processes. Fig. 1.3
shows the P–T structure of planets among the thermal stability curves of possible condensates.
Refractory species like metal oxides, silicates, and sulphides can condense at high tempera-
tures. To first order, the intersection of the P–T profile and the condensation curve hints at
the condensable material and the lower cloud base pressure.

Observations. In exoplanetary atmospheres, clouds and hazes are common, with obser-
vational evidence often derived from spectral analysis via transmission spectroscopy, direct
imaging, or phase curve measurements, e.g. [209, 295–297]. References for observational evi-
dence of aerosols are listed in [209]. In addition to the review, newer observations indicating
clouds or hazes have been conducted for the hot Jupiters WASP-17b [78], WASP-110b [298],
and the warm Neptune WASP-107b [17].
In transmission spectroscopy, high-altitude scattering particles are needed to interpret spectral
features, though their nature and origin are debated [299]. The effects of condensates on the
transmission spectra are muting spectral features, showing a wavelength-dependent scattering,
or causing a spectral slope over several-micron wavelength intervals [199, 300].
Observation-based cloud property derivation is complex due to uncertain microphysical pro-
cesses and unknown properties of the condensing species. Microphysical processes include
nucleation, bulk growth, evaporation, gravitational settling, element replenishment, or enrich-
ment [215, 218]. However, optical and near-infrared transmission spectroscopy can examine
cloud particle sizes, number density, and distribution, while mid-infrared vibrational modes
determine their compositions. Interestingly, Kempton et al. [301] suggest that the ingress and
egress spectra during a transit reveal the dominant aerosol formation mechanism, as haze is
produced on the permanent dayside (proposed to be seen in the ingress spectrum, i.e. when
the planet starts transiting its star), while clouds may form on the cooler nightside (to be seen
in the egress spectrum, i.e. when the planet ends its transit). Moreover, haze properties have
been inferred through laboratory experiments [302–308].

Theory. Theoretical modelling of aerosol properties and formation aims at helping to in-
terpret observations. However, cloud formation is complex as the material properties of the
condensing species need to be known, and several microphysical processes need to be un-
derstood. In addition, cloud inhomogeneities play a role for observations, due to dynamical
processes such as atmospheric waves and cloud convection. There are two groups of mod-
els [309]: The first group are advanced models computing self-consistently the microphysics,
e.g. Drift-Phoenix [310], BT-Settl [311–313], CARMA [314]. The second group en-
compasses parametric cloud models, e.g. the Ackerman and Marley [96, 315] or Tsuji [316]
model. Reviews on aerosols in exoplanetary atmospheres, including observational and the-
oretical aspects, are given by [209, 285, 317], and theoretical cloud modelling is discussed
in [213–215, 217, 218].

Effects of Clouds on P–T . Aerosols primarily alter atmospheric heat transport by warming
the lower atmosphere through increased opacity and cooling the upper atmosphere by effec-
tively radiating heat. Their large absorption cross sections enhance the warming effect. Also,
they affect the planetary albedo through their high scattering efficiency, influencing the emissiv-
ity and leading to a change in the energy received by the planet [318–320]. Clouds significantly
influence exoplanetary atmospheres by consuming elements and altering local chemistry, af-
fecting atmospheric composition and adding opacity sources [208, 209]. For this thesis, an
analytical formalism by Heng et al. [321] that accounts for the backwarming effect of clouds
or hazes will be used to model the atmospheric P–T profile.
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1.2.4. Ionised Atmospheres

In irradiated Jupiters, particularly ultra-hot Jupiters with equilibrium temperatures > 2000 K,
extreme thermal conditions lead to significant atmospheric phenomena, including thermal dis-
sociation and ionisation. For example, a theoretical study by Lothringer et al. [234] finds that
thermal inversions lead to thermal dissociated species at 10 − 100 mbar. Ionised species have
been detected in several ultra-hot Jupiters, e.g. Na i, Fe ii, Ca ii, Mg ii [79, 140, 322, 323].
The ionisation degree α is necessary for understanding the potential formation of an ionosphere
and magnetosphere [217, 324], and for evaluating the electrical conductivity. Helling et al.
[324] find that the tidally locked HAT-P-7b has high levels of ionisation at the dayside, result-
ing in an ionosphere that extends deep into the atmosphere. In addition, discharge processes
might occur on the nightside in the cloudy parts; see also [325–327]. They conclude that the
whole atmosphere might couple to the magnetic field of the planet. The interaction of the
ionised atmospheres with the internal magnetic field leads to various magneto-hydrodynamic
processes (e.g. Ohmic dissipation [66], magnetic drag [328, 329]). In summary, in the irradiated
atmospheres, thermal dissociation takes place, and interactions with the planetary magnetic
field are expected.

1.3. Aim and Outline of this Thesis
The present thesis is concerned with advancing the understanding of irradiated giant planets.
The focus lies on their atmospheric thermal structure (P–T ) and its impact on the derived
bulk composition, radius evolution, and possible (radius) inflation. Both the bulk metallic-
ity and the radius evolution are connected from an interior modelling perspective, and both
derived parameters are necessary to an understanding of planetary formation and evolution.
The first part of this thesis incorporates the effect of clouds in coupled atmosphere, interior,
and thermal evolution models. First, the effect of a cloud deck on the derived bulk metallicity
of the planets WASP-39b and WASP-10b is explored. Further, the influence of a cloud deck
on the thermal evolution of TOI-1268b and WASP-10b is analysed. The second part of this
thesis investigates the impact of the P–T conditions on a mechanism that has been suggested
to inflate irradiated giant planets. The mechanism, based on Ohmic dissipation of currents in
the deep interior, relies on transport properties in the atmosphere, particularly the electrical
conductivity.
MOGROP (MOdellierungsprogramm für GROße Planeten) models the interior structure and
thermal evolution of gas and ice giant planets, developed by Dr. Nadine Nettelmann [330]. It
has been widely used to study the interior structure and thermal evolution of Solar System
giants [44, 99, 105, 331–341] and exoplanets [332, 333, 342, 343]. For the work at hand,
MOGROP was adapted and extended: the atmosphere model by Heng et al. [321], which
accounts for the effects of hazes and clouds in the P–T profile, was implemented. Additionally,
the radiative-convective boundary calculation was improved, the cloud model was modified,
and new EoS tables were implemented.
Chap. 1 introduces the population of irradiated giant planets, the interior modelling of gas
planets and their atmospheric thermal structure, and exoplanetary clouds. Chap. 2 reviews
MOGROP, including the interior and thermal evolution model in Sect. 2.1, and the atmo-
spheric part extended in this thesis, detailed in Sect. 2.2. Chap. 3 introduces the thesis topics
and their corresponding publications. The first topic (Sect. 3.1) is introduced with an overview
on the connection of bulk and atmospheric metallicities, followed by results on the effect of
clouds on the derived bulk metallicity in Sect. 3.1.2 and radius evolution in Sect. 3.1.3. The
second topic, the radius anomaly of giant planets, (Sect. 3.2) is first introduced in Sect. 3.2.1,
followed by the results in Sects. 3.2.2 and 3.2.3. Chap. 4 concludes with a summary of the thesis
results. Chap. 5 includes the publications described in Chap. 3 and provides the contributions
of the individual authors.



2. Coupling Atmosphere, Interior, and
Thermal Evolution Models

In this chapter, the theoretical foundation for the forthcoming chapter is presented. Sect. 2.1
lays out the fundamentals of modelling the interior structure and thermal evolution of planets
as implemented in MOGROP. Sect. 2.1.1 presents the equations for modelling the interior
structure, the assumptions made on the energy transport, and the numerical solution. The
coupling between the atmosphere and interior model is achieved by calculating the radiative-
convective boundary (RCB) as shown in Sect. 2.1.2. The equations of state (EoS) are presented
in Sect. 2.1.3. Sect. 2.1.4 sets the foundations of the contraction and thermal evolution mod-
elling as implemented in MOGROP. The atmospheric models used in this thesis are presented
in Sect. 2.2.

2.1. Interior and Thermal Evolution Modelling

2.1.1. Interior Structure

The ingredients that are needed to model the planet as implemented in MOGROP, are the
basic structural equations, a description of the warm dense matter (WDM) inside the planet
divided in layers, and assumptions on energy transport. These basics come together to create
the interior model. Planetary structure models assume that giant planets are in hydrostatic
equilibrium, exhibiting near-perfect spherical symmetry. Minor deviations caused by rapid
rotation or tidal forces are sufficiently small, allowing their interiors to be effectively approxi-
mated by one-dimensional (radial) models based on mass conservation principles:

dm(r)
dr

= 4πr2ϱ(r) , (2.1)

where each shell within a spherical, symmetric planet has a mass dm, a thickness dr, and a
local density ϱ. The hydrostatic equilibrium equation reads

dP (r)
dr

= −Gm(r)
r2 ϱ(r) , (2.2)

with P as pressure, and the gravitational constant G. The assumption is that the gravitational
force is counteracted by pressure forces, maintaining the planet in a state of equilibrium for a
prolonged duration. Furthermore, for close-in planets, it is generally assumed that most are
tidally locked with their stars, resulting in synchronous rotation states.
The relation between pressure, temperature, and density is described by the EoS:

ϱ(r) = ϱ (P (r), T (r)) , (2.3)

where the density additionally depends on the composition of the matter inside the planet.
This equation is a crucial component in the field of planetary science. Understanding ϱ(P, T )
requires understanding the distribution of the temperature profile T (r). Generally, one would
solve the thermodynamic equation

dT

dr
= T

P

dP

dr
∇T , (2.4)

13
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Figure 2.1.: Sketch of the coupled atmosphere and interior model as used in Paper I, Paper II, and
Paper III: A gaseous giant planet is irradiated by its host star. Modified from Paper II.

where the temperature gradient ∇T is defined as ∇T := d ln T/d ln P . Calculating the temper-
ature distribution is a complex task that relies on the heat transfer mechanism occurring within
the planet, such as radiation, conduction, and convection. Both the composition and the heat
transport are assumptions that can vary with the additionally assumed number of layers within
the model, i.e. a rocky isothermal core below a convective envelope consisting of a H2O-rich
H/He-mixture, and second convective envelope with a H2O-poor H/He-mixture. The interiors
of the giant planets are historically considered convective unstable – in other words, convection
occurs and homogenises the interior [97, 344]. However, the real picture may be more complex,
including inhomogeneous interiors (e.g. for Jupiter and Saturn [46, 338]) with compositional
gradients, e.g. [105], or thermal boundary layers (e.g. for Uranus and Neptune [100, 101]),
energy transport mechanisms such as layered convection (e.g. for Saturn [103]), or more exotic
mechanisms such as fingering convection [102, 345]. For an overview on the theory of heat
transport, see [346, 347] for stars, whose fundamentals are applicable to giant planets [348–
350].
The mass dm in a single shell dr can change over time due to contraction, cooling, or mass
transport. To provide a comprehensive picture, the structure equations mentioned above can
be supplemented with equations that describe both the change of luminosity and composition,
especially for non-adiabatic, i.e. not-fully adiabatic, interiors [25]. Examples of interior struc-
ture codes that incorporate such equations can be found in studies focusing on Uranus and
Neptune [100, 101, 348] and giant planets [349].

In this thesis, a three-layer structure is assumed when performing interior calculations with
MOGROP. The structure model consists of a radiative atmosphere, a convective envelope,
and an isothermal core. A homogeneous planet without composition gradients is assumed.
The atmosphere follows the P–T conditions accounting for both the star’s irradiation flux and
the planet’s intrinsic heat flux, as described in more detail in Sect. 2.2. For the convective
interior, the adiabatic gradient is ∇ad =

(
∂ ln T
∂ ln P

)
S

and describes the change in temperature
with pressure for a process occurring at constant entropy S, i.e. isentropic. The atmosphere
and envelope are composed of a mixture of hydrogen, helium, and metals, while the core is
made of rocks, as detailed in Sect. 2.1.3. Metals denote all elements heavier than hydrogen and
helium. The proportions of the primary components are specified in terms of mass fractions
within the planet; for example, for hydrogen, it is X = µXNH/MP where µX represents the
molecular mass, NH stands for the number of particles, and MP denotes the mass of the planet.
Furthermore, the helium mass fraction is defined as Y and the heavy element or metal mass
fraction as Z. Taken together, X +Y +Z = 1. A detailed explanation of the terminology used
can be found in Sect. A.2.
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This model is well-suited for two reasons: First, for exoplanets, the key observables available
are the planetary radius and mass, which the interior model adeptly matches. This is in
contrast with the Solar System planets, where additional data such as net luminosity, magnetic,
and gravity field measurements enable more elaborate models. Second, this thesis focuses
on exploring the influence of the atmospheric thermal structure on the planet’s interior and
its thermal evolution. This approach enables a focused study of core aspects, laying the
groundwork for future, more detailed work.
Fig. 2.1 illustrates the interior model setup with its distinct layers and main constituents,
illustrating the necessity to account for both the heat flux received from the host star and the
planet’s intrinsic heat flux. Together, these factors significantly influence the thermal state of
the planet, i.e. the P–T profile.

Within MOGROP, the planetary profile is calculated as follows: the temperature profile
P–T is pre-computed, subsequently the density ϱ is calculated. Eqs. (2.1-2.3) are then solved
by numerical integration. Boundary conditions are required at r = RP: m(RP) = MP and
m(r = 0) = 0 for r(0) = 0. Further, it is P (r = RP) = 10−6 GPa. Within the model setup
of this thesis, first, the atmospheric P–T conditions are calculated, from which the radiative-
convective boundary is determined, setting the starting point (Tad, Pad) for the P–T of the
isentrope of the envelope.
To match the planetary radius RP, given the planetary mass MP, it is necessary to introduce
an additional assumption about the presence of a heavy element core with mass Mcore or to
specify a certain metallicity Zenv for the envelope. In other words, the radius fixes the core mass
Mcore or, alternatively, Zenv. This property is used to derive the metallicity ZP or the total
mass of heavy elements MZ of giant exoplanets [36, 44, 141, 342, 351, 352]. Mathematically,
the bulk metallicity ZP is

ZP = MZ/MP

= (MZ,atm + MZ,env + Mcore)/MP

= Zatm Matm/MP + Zenv Menv/MP + Mcore/MP , (2.5)

with the total planetary mass MP = Matm + Menv + Mcore. The bulk metallicity ZP and the
atmospheric metallicity Zatm are important markers of planetary formation and evolution, see
Sect. 3.1.1.

2.1.2. Radiative-Convective Boundary

The atmosphere connects to the convective envelope at the RCB. This boundary is defined by
a specific pair of values (Tad, Pad) where the interior adiabat begins. The atmospheric model,
particularly the P–T profile, determines this pair of values, making the atmospheric model a
critical input and an important outer boundary condition for calculating the internal structure
of irradiated giant planets. The shift from a radiative atmosphere to a convective interior is
defined by comparing the adiabatic gradient with the local temperature gradient:

∇local ≥ ∇ad , (2.6)

where ∇ad =
(

∂ ln T
∂ ln P

)
S

is taken from the EoS tables for the precalculated atmospheric P–T

profile. This method of transition was implemented to ensure a homogeneous description
instead of setting a constant Tad value for the isentrope to start. Fig. 2.2 illustrates the
condition from Eq. (2.6) used to calculate the RCB for a given P–T profile. The upper panel
shows the atmospheric P–T profiles for various Tint values up to the RCB which is indicated by
dots, from which the interior isentrope follows. Tint is the parametrisation of the outgoing flux
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of the planet. The lower panel shows the local and adiabatic gradient along the precalculated
atmospheric P–T .
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Figure 2.2.: Atmospheric P–T profiles for TOI-1268b (Teq =
915 K) with the RCB marked as dots for various Tint values (up-
per panel). The lower panel shows the local (solid lines) and the
adiabatic (dashed lines) gradient. The RCB is determined by the
intersection of the local and adiabatic gradient.

Compared to highly irradiated
extrasolar giant planets, the gi-
ant planets in our Solar Sys-
tem experience much lower lev-
els of irradiation. The isen-
trope starts at the surface of
the planet which is defined at
P (RP) = 1 bar [40, 182, 342].
In contrast to the weak ir-
radiation of the solar plan-
ets, radiative-convective equi-
librium calculations of the at-
mospheres of their irradiated
siblings predict a deep isother-
mal region, reaching up to sev-
eral hundred bars, and thus
shifting the RCB to larger pres-
sures [67, 182, 183], which can
be seen in the upper panel of
Fig. 2.2. In addition, it has
been found that high Teq val-
ues deepen the RCB within the
planet [179].
Further, the intrinsic outgoing flux of the planet, parametrised by Tint, significantly impacts
the depth of the RCB, descending to higher pressures with decreased fluxes, largely determined
by the entropy of the underlying adiabat [184, 353, 354]. The primary source of intrinsic flux
originates from primordial heat and is closely linked to the planet’s age as the planet cools.
Consequently, it is essential to conduct thermal evolution calculations to accurately determine
the inner boundary flux, see Sect. 2.1.4. However, often used in atmosphere models are values
of Tint ∼ 100 K, leading to large Pad ∼ kbar and deep RCBs for irradiated planets, based on
Jupiter’s outgoing flux. Contrary, Thorngren et al. [354] show that for the radii of irradiated
planets Tint values up to 700 K and therefore shallower RCBs are required. The coupled at-
mosphere, interior, and thermal evolution model in this thesis offers insight into how Tint and
Pad evolve over time [343].

2.1.3. Equations of State

Hydrogen and Helium. The phase diagrams of H and He are essential for understanding the
composition of giant planets. For example, Jupiter and Saturn are composed of these elements
by approximately 80–90% and 75–85% by mass [49], respectively. Their behaviour under
high pressures remains not fully understood, despite being the lightest and most common
abundant elements in the Universe. The EoS for astrophysical objects must span a wide range
of temperatures T , densities ϱ, and pressures P , typically ranging from low T ≈ 100 K and
ϱ < 0.1 g/cm3, over the intermediate WDM regime to very high T > 105 K and ϱ > 10 g/cm3.
The last regime is already important for neutron stars and white dwarfs with up to 1000 g/cm3,
and relativistic effects at ∼ 108 K must be taken into account. In the WDM regime, the
dissociation and metallisation transition occurs at P ∼ 100 GPa and T ∼ 1000 K. References
to reviews on the behaviour of H and He under planetary conditions can be found in [43, 355].
In this thesis, the following two EoS for H and He are used:
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• Saumon et al. (1995) [356] (SCvH95): SCvH95 is a successful empirical EoS, derived in
the chemical picture. SCvH95 covers experimental data and simulations, but does not
capture the behaviour when the interactions between particles become strong.

• Chabrier and Debras (2021) [357] (CD21): The EoS are based on the previous work
by Chabrier et al. [358] (CMS19), but consider H/He interactions in the WDM regime,
which are derived from ab initio simulations by Militzer and Hubbard [359], resulting in
effective EoS for H/He. The previous CMS19-EoS combines several EoS: for low T–ϱ,
thus the mainly molecular/atomic regime, SCvH95 is used. For the intermediate T–ϱ
regime, where pressure dissociation and ionisation occurs, various ab initio data sets are
used, without taking interactions in the mixture into account. In the fully ionised limit,
thus high T–ϱ, the analytical EoS of Chabrier and Potekhin [360] is used based on linear
response theory to treat ion-electron interactions. The CD21-EoS effectively captures
all current experimental results, i.e. the Hugoniot and isentropic shock experiments
by Knudson and Desjarlais [361].

Fig. A.1 shows the EoS of CD21 and SCvH95 in the P–T–s space, where s is the specific
entropy. The entropy is a crucial quantity, as the intrinsic heat flux is carried by convection,
thus determining the thermal evolution of the giant planets. In Paper II, the thermal evo-
lution using both EoS are compared, showing that the CD21-EoS leads to smaller planets,
confirming Chabrier et al. [362]. Additional EoS are given in [337, 360, 363], among others.
Other works have highlighted the importance of EoS for substellar objects, for example, for
Jupiter [111, 331, 334, 364, 365], and brown dwarfs [337].
Heavy Elements. Two different EoS account for the metals in the envelope and in the core, i.e.
ice (H2O–CH4–NH3-mixture) in the envelope, and rock (SiO2–MgO–FeS–FeO-mixture) in the
core. Both are analytical EoS (P–ϱ) by Hubbard and Marley [366]. In Paper I, the four-times
scaled SCvH95 He-EoS has been used to represent water.
Linear Mixing Approximation. Mixtures of different species are expected in the interior of
planets. The linear mixing approximation, also called additive volume law, is applied. It al-
lows combining the EoS of the single species by summing each pure specie weighted by their
abundance, obtaining, for example, density or entropy [143–146]. The method is exact for
ideal, non-interacting, and fully ionised mixtures, but not for interacting systems as important
in the WDM regime. The EoS by CD21 takes the interactions into account.

2.1.4. Thermal Evolution

Closely connected to the current interior structure and intrinsic state of a giant planet is its
thermal evolution [35]. Following their formation, giant planets undergo an evolutionary phase
that leads to their current observed state. Starting from initially hot and bright objects that
show an extended radius, their internal heat is gradually emitted. In this time, they cool due
to the loss of internal heat, and their interiors undergo changes and contract [44, 367]. Ther-
mal evolution modelling serves as a method to trace the history of each planet to its current
condition [25]. The evolution of the radius over time shows the rate at which the energy is
radiated away. Ideally, such models align the radius observed at the present age tage of the
planet: RP(t = tage) = RP,observed.
For irradiated planets, their cooling process is significantly influenced by the radiative outer
layer, which slows the cooling compared to non-irradiated planets, such as seen in HD 209458b
[368]. Moreover, the presence and distribution of heavy metals within a planet also affect the
rate of cooling [369, 370].
In addition to a planet’s intrinsic heat evolution, irradiation can drive atmospheric escape
mechanisms like mass loss due to extreme ultraviolet radiation [237, 239, 240, 371–373]. Fac-
tors such as cometary bombardments and internal differentiation might also influence both
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the atmosphere and the interior [192], although these aspects are beyond the scope of this
thesis.

The method used to obtain the cooling curve RP(t) is valid when assuming an interior with
homogeneous and adiabatic layers, i.e. the mean molecular weight per mass shell is conserved.
A description of the method used in MOGROP can be found in [99, 330, 343]; for deviations
to non-adiabatic models, see, for example, [25].
In order to obtain the cooling curve RP(t), the energy balance equation is needed, which
reads

Leff(t) − Leq(t) = Lint(t) = dEint(t)
dt

= 4πRP(t)2σBTint(t)4 . (2.7)

In Eq. (2.7), Leff(t) = 4πRP(t)2σBTeff(t)4, with σB as the Stefan-Boltzmann constant, is the
net infrared luminosity the planet radiates into space, that includes both the energy loss from
the interior and the transmitted sunlight. Electromagnetic radiation emitted by a body is
known as heat radiation and is the only mechanism through which the planet can release heat
into space, e.g. [277]. The Stefan-Boltzmann-law describes the total energy radiated per unit
surface area of a blackbody across all wavelengths per unit time, Leff , and sets the characteristic
effective temperature Teff . For irradiated atmospheres, it accounts for the intrinsic luminosity
Lint and the transmitted luminosity Leq.
The luminosity Leq(t) = 4πRP(t)2σBT 4

eq is the stellar energy absorbed and re-radiated by the
planet, with the characteristic temperature Teq already defined in Eq. (1.1). Teq is typically
kept constant, but can vary due to migration or stellar evolution, Teq = Teq(a, L⋆) [374, 375].
The evolving stellar irradiation was recently included in the code of Müller and Helled [376]
for WASP-193b [61].
The intrinsic luminosity Lint(t) is parameterised with the characteristic temperature Tint.
Given Tint, the time interval dt is calculated that is needed to lose dEint. This intrinsic
heat loss can have several contributions [84]:

Lint(t) = Lsec(t) + Lradio(t) + Lextra(t) . (2.8)

The first contribution of Eq. (2.8) accounts for the heat loss of each envelope mass shell and
of the core due to secular cooling which is given by

Lsec(t) = −
∫ MP

0
dm T (m, t) ds(m, t)

dt
, (2.9)

where s(m) is the specific entropy. A derivation of Lsec can be found in [330, 348]. The second
term accounts for radiogenic heating of the core, which is of minor importance for H/He-
dominated planets. However, for sub-Neptunes the contribution can be significant, enlarging
the radius [377, 378].
The third summand Lextra summarises all extra energy sources, for example those from tidal
heating [379, 380] or, in the case of Saturn or Jupiter, from the release of gravitational energy
due to the separation of chemical components, e.g. [104, 339]. The inflation of hot Jupiters is
often characterised by the extra energy necessary to explain their observed radii. The extra
luminosity is parameterised in terms of Leq [64, 65, 381], so that Lextra = εLeq, with ε as the
heating efficiency after Thorngren and Fortney [64]. ε ranges up to 2.5% for irradiated Jupiters
with MP > 0.5MJ, depending on Teq [64, 65].

2.2. Atmospheric Modelling
This section details the analytical atmospheric models used to simulate clear and cloudy ther-
mal structures. The models of Guillot (2010) [180] (hereafter Guillot10 ), already implemented
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in MOGROP, and Heng et al. (2012) [321] (hereafter Heng12 ) are presented. The Heng12
model has been expanded and automated to improve computational efficiency.
Analytical models incorporate stellar and intrinsic radiation effects, crucial for determining
deep atmospheric temperatures that determine the thermal evolution. They facilitate rapid
computation for coupled atmospheric, interior, and evolution models, using a minimal set of
parameters to capture the essential physics. In addition, the models are adaptable to planets
with varying Teq values. For this thesis, upper atmospheric conditions matter only for the
thermal evolution of planets if they influence the deep temperature. The atmospheric mass is
negligible and irrelevant for the derived bulk metallicity. For example, the atmospheric mass
for WASP-10b is < 1% MP, for WASP-39b < 2% MP, whereas the radius of the atmosphere is
up to 2% RP for WASP-10b and 50% RP for WASP-39b for high Tint values.

2.2.1. Thermal Structures of Clear and Cloudy Atmospheres

Guillot10 derive a P–T structure for the atmosphere of irradiated Jupiters, accounting for
both the insolation by the star and the planet’s intrinsic luminosity. Solving the moments of
radiative transfer, the Eddington approximation as a closure relation is made. The two-stream
(or dual-band) approximation applies, decoupling the radiation fields: Outgoing radiation is
mostly emitted in the infrared, incoming radiation is mostly emitted in the visible part of the
spectrum.1 Scattering is neglected (mirroring a purely absorbing situation)2, so that the semi-
grey opacities in the long and shortwaves refer to absorption opacities. The model delivers
the temperature structure in radiative equilibrium, i.e. each layer of the atmosphere emits the
same amount of energy as it absorbs.
Heng12 generalises the Guillot10 formalism to include additional effects on the P–T structure,
such as scattering in the shortwave, collision-induced absorption, and clouds or hazes. Since the
effects of clouds and hazes are similar, only the term clouds will be used hereafter. Guillot10
is recovered, i.e. Eq. (49) in Guillot [180] in the case of no scattering and pure absorption.
Additional longwave opacity sources are implemented as κL = κL(m), in contrast to Guillot10,
where κL is set to be constant.

The following description is based on the generalised Heng12 formalism, specifically Sect. 3.3.
of Heng et al. [321], and presents the P–T profiles, without providing a derivation. A typical
P–T profile is illustrated in Sect. 2.2.2. This is followed by Sect. 2.2.3 on how the free param-
eters are calibrated.
The generalised temperature profile T–m, with m as the atmospheric column mass, reads:

T̄ 4 =T 4
int
4

(
2 + 3

∫ m

0
κL dm′

)
+

T 4
eq
2

[
1 + γ E2

(
κsm

′)+ 3
∫ m

0
κL E3

(
κsm

′) dm′
]

. (2.10)

Tint and Teq are the intrinsic and equilibrium temperatures, respectively, defined in Sect. 2.1.4.
The grey opacities κL (longwave) and κS (shortwave) are crucial input parameters, where –
in this generalised description – the longwave opacity can adapt an arbitrary functional form:
κL = κL(m). In contrast, the shortwave opacity is assumed to be constant. The ratio of the
shortwave to the longwave opacity is γ ≡ κS/κL and it is τ = τ(m) ≡ κL(m) m. The longwave
optical depth is defined as τL =

∫m
0 κL(m) dm′. With the assumption that the gravity g [cm /s]

1The decoupling of the radiation fields, after e.g. [382], is not always accurate for heavily irradiated planets.
As the deep temperature rises, thermal emission shifts towards the visible. In some cases, such as when
the parent star is an M-dwarf, the incoming and outgoing irradiation may not differ significantly due to low
stellar effective temperatures [180].

2Scattering complicates radiative transfer solutions due to photons switching between rays, posing a long-
standing issue [383]. Scattering processes, such as Rayleigh, Mie, and Thomson scattering, are crucial for
determining the absorbed flux fraction and affect both thermal and visible radiation.
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is constant over the thin atmosphere, it is P = m g, with m as the column mass per unit area
of the atmosphere [g/cm2] and P as the vertical pressure [bar], resulting from the hydrostatic
equilibrium equation. The relation is used to convert m and P within the Heng12 formalism.
After Abramowitz and Stegun [384], the exponential integrals are defined as
En(z) =

∫∞
1 t−n exp−zt dt and En+1(z) = 1

n [exp (−z) − z En].
Eq. (2.10) is equivalent to Eq. (31) in Heng et al. [321], using the Eddington coefficients E1 =
1/3 and E2 = 1/2, scattering factor ξ = 1 resembling no scattering, and Teq = Tirr/

√
2.

(a) Clear atmosphere: case κL(m) = κL,0 (const.).
For a pressure and temperature independent opacity, it follows κL(P ) = κL,0, Eq. (2.10) can
be evaluated, so that T (τ) of the clear atmosphere results in

T̄ 4 =3T 4
int

4

(2
3 + τ

)
+

3T 4
eq

4

{
2
3 + 2

3γ

[
1 + (γτ

2 − 1) exp−γτ
]

+ 2γ

3

(
1 − τ2

2

)
E2(γτ)

}
, (2.11)

where the longwave optical depth τL = τ ≡ τL,0, and the ratio γ = κS/κL,0 ≡ γ0. The
conversion from optical depth to pressure is τ = κL,0m = κL,0(P/g). Note that τ ∼ κL,0P .
Eq. (2.11) equals Eq. (49) in Guillot [180].

(b) Cloudy/hazy atmosphere: case κL(m) = κL,0 + κc(m).
Accounting for the effect of a cloud/haze deck as an additional contribution to the total long-
wave opacity κL(P ) as

κL(P ) = κL,0 + κc(P ) . (2.12)

The longwave optical depth τL(P ) is

τL(P ) = κL,0
P

g
+ τc(P ) . (2.13)

Heng12 parameterised a purely absorbing non-uniform cloud deck opacity:

κc(P ) = κc,0 · exp
[
−∆c

(
1 − P

Pc

)2
]

. (2.14)

Here, Pc is the cloud deck location pressure [bar] and ∆c is the dimensionless cloud deck thick-
ness with smaller values describing a geometrically thicker cloud deck. κc,0 is the cloud deck
opacity normalisation [cm2/g]. The total cloud deck opacity κc takes on a Gaussian form.
Fig. A.9 shows the cloud opacity as a function of pressure. Scattering is neglected. Note that
longwave absorption and shortwave scattering by clouds have contrasting effects: enhanced
longwave absorption cools the upper atmosphere while warming the lower. In contrast, short-
wave scattering warms the upper atmosphere and cools the lower one. Among the solution
presented here, Heng12 provides a thermal structure with an uniform cloud/haze layer includ-
ing longwave absorption and shortwave scattering, see Eq. (45) of [321]. In the presented case
with a non-uniform absorption opacity due to clouds, no scattering is considered.
The corresponding cloud deck opacity reads

τc(m) =
∫ m

0
κc dm′

= κc,0mc
2

√
π

∆c

[
Ẽ
(
∆1/2

c

)
− Ẽ

(
∆1/2

c

(
1 − m

mc

))]
, (2.15)

with the error function Ẽ ≡ 2
π

∫ x
0 exp

(
−y2) dy defined by Arfken and Weber [385], and mc ≡ Pc/g.
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Inserting Eqs. (2.12–2.15) in Eq. (2.10), T–τ results in:

T̄ 4 =3T 4
int

4

(2
3 + τL

)
+

3T 4
eq

4

{2
3 + 2

3γ0

[
1 + exp(−γτ)

(
γτ

2 − 1
)]

+2γ

3 E2(γτ)
[
1 − τ2

2

(
γ

γ0

)]
+ 2J

}
.

(2.16)

Eq. (2.16) equals Eq. (50) in Heng et al. [321], not including the effect of collision-induced
absorption, as it would infer an additional parameter. The cloud integral J needs to be
evaluated numerically:

J =
∫ ∞

1
x−3J0(m, x) dx , (2.17)

with J0 = κc,0mc
2

√
π

∆c
· exp

(
(κsmc)2

4∆c
x2 − κsmcx

)

·
[
Ẽ

(
∆1/2

c − κsmcx

2∆1/2
c

)
− Ẽ

(
∆1/2

c (1 − m

mc
) − κsmcx

2∆1/2
c

)]
.

The numeric implementation of the cloud integral J , Eq. (2.17), and T (P ), Eq. (2.16), is given
in [386].
In summary, the thermal structures can be solved for the clear P–T , Eq. (2.11), and cloudy
P–T , Eq. (2.16), with the definitions shown in Table 2.1. The clear model parameters include
Teq, Tint, gravity g, and opacities κL,0 and κS. The cloudy model also requires Pc, ∆c, and
κc,0.
From a practical perspective, in the clear case, in a first step, τ is the coordinate resembling
the vertical height coordinate of the atmosphere, and T via Eq. (2.11), giving T–τ . In a
second step, P via P = (τ g)/κL,0 is assigned. One could directly convert τ into the pressure
coordinate P . However, this two-step approach has been used while investigating how to
include non-constant opacities in the clear model, i.e. pressure and temperature dependent
Rosseland-mean opacities κR(P, T ), see Sect. A.5.2. For the cloudy case, along the coordinates
P or m the optical depths τL(P ), τ(P ), the cloud integral J(m), and γ(P ) are pre-calculated,
and finally T (τ, τL, γ, J ) is obtained.

2.2.2. Schematic of the Clear Thermal Structure

To provide a first understanding of the different parts of the thermal structures, the P–T
profiles, and their relation to planetary age and radius, the P–T profiles of a planet with a
clear atmosphere, as result of Eq. (2.11), is presented. A similar explanation can be found
in Marley and Robinson [277], see Figs. 1 and 2 therein.
Fig. 2.3 shows the several P–T profiles of the atmosphere and upper envelope of the warm
Jupiter WASP-10b. The atmosphere profile is already coupled to the isentropes of the interior.
Thermal evolution calculations have been performed to infer the age, linked to the radius
RP and the intrinsic temperature Tint. The opacities are set to κL,0 = 0.01 cm2/g and κS =
0.00167 cm2/g, with a resulting γ = 0.167, taken from Paper II.
The P–T profile is determined by Teq, Tint, and the semi-grey opacities κL and κS. In Fig. 2.3,
the influence of Tint is shown for Tint = 200 − 1200 K, making up the various profiles that
are colour-coded in blue shades. Each profile corresponds to a specific radius RP and age
of the planet. Teq roughly determines the temperature range of the atmosphere, see also
Fig. 1.3 for the thermal structure of planets with different Teq. Note that Teq is a function of
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Generalised P –T

Teq [K] equilibrium temperature
Tint [K] intrinsic temperature
g [cm/s2] gravity of the planet
m [g/cm2] column mass per unit area
P [bar] = m/g pressure
κL [cm2/g] total grey opacity in the longwave
τ ≡ κLm = κL(P/g) optical depth
τL =

∫
κL dm

γ = κs/κL

Clear P –T (κL = κL,0, γ = γ0, τ = τL)
κL,0 [cm2/g] grey opacity in the longwave of the background gas
κs [cm2/g] grey opacity in the shortwave of the background gas
γ0 = κs/κL,0

Cloudy P –T (κL = κL,0 + κc(m), τL = τL,0 + τc)
Pc cloud deck location
κc,0 grey opacity in the longwave due to clouds
∆c cloud deck thickness
mc = Pc/g

Table 2.1.: Overview of parameters in the Heng12 formalism for calculating clear and cloudy P–T
conditions. Input parameters printed in bold require calibration with advanced atmosphere models.
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Teq = Teq(a, L⋆), see Sect. 2.1.4.
For the ratio of the opacities, γ ≤ 1, no inversions occur. In Fig. A.5 the interplay of κL, κS,
and γ (for γ ≤ 1) is shown. Further parameter studies can be found in the original works
of Guillot [180] and Heng et al. [321].
The profile shows the P–T conditions from the outer atmosphere to the upper interior (P =
10−1 − 105 bar, T = 800 − 3500 K). The atmosphere can broadly be divided into an upper
atmosphere, and the deep atmosphere. The atmosphere connects to the interior at the RCB at
the characteristic values Pad, Tad, and is followed by the isentrope of the interior for a given
Tint, see Sect. 2.1.2. Generally, a hotter isentrope is related to a younger planet, and a cooler
isentrope with an older planet as the planet emits the heat stored from its formation process
over time.
The thermal atmospheric structure is characterised by an upper and deep isotherm with the
characteristic values Tiso,up and Tiso,deep. The lower isotherm is a result of the strong incident
radiation (Teq >> Tint). This results in a deep vertical isothermal extended radiative zone,
before the contribution of the intrinsic heat begins to play a substantial role [67, 178–183].
Contrary, the upper isotherm is a feature of the model assumptions. In comparison to numerical
models, the semi-grey models overestimate the temperatures at low pressures and low optical
depth. Parmentier and Guillot [255] derived a non-grey analytical model and compare both
their non-grey analytical and the Guillot10 grey analytical model to the results of a numerical
model with full wavelength dependent opacities and angular dependence [387]. They find that
non-grey effects significantly cool the upper atmosphere, with discrepancies to the grey model
above 1 bar. Non-grey effects are due to opacities dominated by strong and narrow lines, or
molecular bands, allowing the upper atmosphere to cool more efficiently [255]. The analytical
solution is highly consistent with the line-by-line models in the deep atmosphere, confirming
that the grey model is sufficient for models of global evolution calculations. However, the line
blanketing effect, e.g. [388], may warm the lower atmosphere, inhibiting the cooling, if wide
or molecular opacity bands are present [255]. The effect refers to absorption and re-emission
at higher wavelength, i.e. into the infrared, acting like a blanket. In stellar physics, this is
connected to the amount of metals in the star: The more metals, the stronger the effect.

2.2.3. Calibration of the Free Parameters

This thesis includes calibrating the free parameters of the atmosphere model that are listed in
Table 2.1. For example, thermal evolution calculations determine the current Tint that matches
the observed RP. Teq is calculable using RP, AB, a, T⋆, and R⋆, see Eq. (1.1). For the gravity
g, the planetary mass MP is required. Above all, it is essential to calibrate the opacities, which
play a major role in radiative transfer and determining the thermal structure.
Clear Model. Crucial input parameters are the grey opacities κL,0 and κS. In Paper I, previ-
ously published P–T structures, that result from numerical models with an advanced treatment
of opacities, are compared to the P–T profiles presented in this work, aiming at matching the
deep isotherms while adapting the γ-ratio, similar to the approach of Jin et al. [257]. Addition-
ally, it is ensured that the thermal opacity κL,0 closely resembles an averaged Rosseland-mean
opacity across the entire atmosphere, as illustrated in Fig. 2 in Paper I and Fig. A.6. The
Rosseland mean opacity is valid when the atmosphere is optical thick and photon transport is
approximately diffusional, see Sect. A.5.1. In Paper II, a fit formula for γ(Teq) is presented,
employing the same method of matching grey profiles from this thesis to published thermal
structures for multiple planets, as explained in Sect. 2.1.1 and Fig. 2 in Paper II.
Cloudy Model. For the cloudy model, among the γ-ratio, the specific parameters of the cloud
opacity, Eq. (2.14), must be chosen. Equilibrium cloud formation starts when the vapour
pressure of a condensable species reaches saturation through vertical mixing, e.g. [136]. Under
equilibrium conditions, the location and composition of the cloud are roughly determined by
where the condensation curve of the condensable species intersects the P–T profile. This equi-
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librium cloud condensation scenario, initially developed for Jupiter by Lewis [389], is supported
by evidence from comparisons of models and data of exoplanet and brown dwarf atmospheres.
These curves are abundance dependent and independent of the planetary P–T profile, see
Sect. A.6.1.
The free parameters are the cloud deck location Pc, the cloud deck thickness ∆c, and opacity
normalisation κc,0: The cloud deck location Pc is set by comparing the clear profile with con-
densation curves. For example, see Fig. 2.3, the intersection with sodium sulfide (Na2S) would
lead to two intersections at 0.003 bar and 0.9 bar, indicating the lower cloud base, e.g. [208].
In the expanded MOGROP code, the intersection is either calculated automatically between
the pre-calculated clear atmospheric structure and the respective (pre-chosen) condensation
curve, or Pc is fixed at a certain pressure. Thermal stability curves are presented in Sect. A.6.1
and Fig. A.8. The thickness of the cloud deck ∆c as well as the opacity normalisation κc,0 are
chosen in comparison with more advanced P–T solutions. In Paper I, literature values of the
optical depth that include the simulation of clouds, such as those from [390, 391], are compared
to the outcome of the analytical model, and κc,0 is adjusted accordingly, see Figs. 3 and 4 in
Paper I. In Paper II, the cloud opacity values in the literature are used directly for κc,0, such as
those of Dobbs-Dixon and Agol [392] and Lee et al. [393]. To cover a larger parameter space,
ranges of κc,0 = 0.05 − 1.0 cm2/g and ∆c = 10 − 100 are used.
Despite challenges such as uncertainties in cloud opacity and height, and the lack of self-
consistent coupling with the thermal structure, this analytical method is valid. It facilitates
the study of effects on interior structure and thermal evolution, enabling the inclusion of more
advanced models in the coupled atmosphere-interior and thermal evolution approach.

2.2.4. Modifications of the Cloud Model

Several Cloud Decks. The Solar System giant planets show several layers of different cloud
species. For example, Jupiter inhibits clouds of NH3, NH4SH, and H2O at different pressure
levels [77]. The possibility of the Heng12 formalism to model several cloud layers by adding
up each cloud layer’s opacity has been explored, see Fig. A.9 in Sect. A.6.3. This approach
introduces more free parameters for exoplanets without considering microphysics, hence it was
not adopted in this thesis.

Cloud Gradients. In Paper I, the purely absorbing effect of clouds is modelled with the P–T
expression by Heng12. However, one result of this paper shows that the P–T profile with
clouds becomes physically unrealistic as the local temperature gradient exceeds the adiabatic
gradient: ∇local > ∇ad, becoming super-adiabatic. In Paper II, a modification to the Heng12
model is introduced, see also Sect. 3.1.3.



3. From Clouds to Cores: Results

This chapter discusses the results obtained with the coupled approach of atmosphere, interior,
and thermal evolution models, applied to two research fields in exoplanetary science. First, the
main quantity of interest is the derived bulk metallicity from coupled atmosphere, interior, and
thermal evolution modelling. Sect. 3.1 presents the studies where a cloud layer was included in
the atmosphere. The impact on the derived bulk metallicity, Paper I [394], and the impact on
the radius evolution, Paper II [395], are analysed. Second, the radius anomaly of hot Jupiters
seems to be connected with the stellar irradiation. One proposed mechanism is based on Ohmic
dissipation, for which the atmospheric P–T conditions are important. The results in Paper
III [396] and Paper IV [397] are presented in Sect. 3.2.

3.1. Cloudy Atmospheres

Modelling a planet’s interior structure and composition provides insights into its formation
and evolution, particularly through parameters such as bulk composition and heavy element
mass fraction ZP. The connection between planetary bulk and atmospheric abundances, as
well as planetary and stellar abundances, is presented in Sect. 3.1.1.
However, inferring the composition of planets from observables such as planetary mass, ra-
dius, and orbital distance along with stellar parameters is often challenging. Standard model
assumptions may not yield an interior model that aligns with observations, e.g. the over-large
radii of the inflated gas giant population or the excess luminosity of Saturn when applying a
fully convective model [105, 203]. Formation models predict heavy element masses that do not
align with the derived values, for example, the very dense gas planet HD 149026b [398–400].
Often, models fail to match all observables, suggesting missing physics in the underlying mod-
els.
The work in Sect. 3.1.2 models the interior of the inflated Saturn-mass planet WASP-39b, con-
sidering its atmospheric metallicity. It also estimates the bulk metallicity of the non-inflated
Jupiter-mass planet WASP-10b. Sect. 3.1.3 examines the impact of clouds on the radius evo-
lution and bulk metallicity of the non-inflated warm Saturn-mass TOI-1268b and WASP-10b.
Both studies assume the effect of clouds as a non-standard model assumption.

3.1.1. On the Connections of Planetary Bulk and Atmospheric, and Stellar
Abundances

In Paper I [394] and Paper II [395], the bulk metallicity of gas planets is derived with the
coupled atmosphere, interior, and evolution models as described in the previous chapter. The
bulk metallicity, which is the mass fraction of metals in the interior of the planet ZP, is a
key quantity for planetary formation and migration models, derived from the coupled models
approach, compare Fig. 1.1. The atmospheric metallicity, which is the mass fraction of metals
in the atmosphere of the planet Zatm, is a closely related key quantity, derived from the atmo-
spheric composition obtained from transmission spectra. This section serves as an introduction
to the relation between planetary formation and the bulk and atmospheric metallicities of a
gas planet. Fig. 3.1 illustrates the connection between planetary formation, evolution, and the
planetary and stellar abundances.
Connecting the observed atmospheric properties with the past protoplanetary disk conditions
is a main goal in planetary science to inform formation and evolution models. It involves
deducing precise atmospheric abundances, as is now possible with missions such as JWST,
and linking them to the bulk composition of the planet [401]. Especially the atmospheric
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metal mass fraction of giant planets is thought to be an important indicator of formation
paths [402, 403]: firstly, atmospheric metal enrichment complements the bulk material that
initially formed within the protoplanetary disk from its building components, such as plan-
etesimals, pebbles, and gases. The composition of these building components is shaped by
the astrochemistry and processes that occur within the protoplanetary disk [21, 404]. The
formation mechanism itself determines the relative importance of the components within the
planet [405, 406]. In detail, the composition and amount of heavy elements accreted by the
growing protoplanet will be influenced by its location in the disk, the time of formation in the
disk, the conditions of the disk at that location and time, and its dynamical environment, i.e.
if it appears near other planets [36]. Secondly, atmospheric abundances can inform evolution
processes, such as migration. For example, high atmospheric abundances of sodium (Na) could
be caused by the accretion of planetesimals rich in alkali metals at later time, or due to the
accretion of metal-rich gas [407].
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Figure 3.1.: Interior properties of giant planets
are hints to past formation and evolution processes.
Star and protoplanetary disk form from a molecu-
lar cloud, where the planet subsequently forms from
the protoplanetary disk (solid arrows). Stellar and
planetary bulk, as well as planetary bulk and at-
mospheric compositions are thought to be related
(dashed arrows).

Connection between Bulk and Stellar
Properties. The relation between the prop-
erties of star and planets, specifically their
metal mass fractions, Z⋆ and ZP, total plan-
etary mass MP, and heavy element mass
MZ has been extensively studied over the
years [36, 141, 351, 408]. Using interior and
evolution models, including the methods em-
ployed in this thesis, researchers have been
able to infer the bulk composition of planets
from observable parameters such as planetary
mass, radius, and age. With an expanding
sample of planets and evolving methods, this
research continually advances.
In 2006, Guillot et al. [408] investigated a
sample of nine transiting planets and in 2011,
Miller and Fortney [351] looked at the grow-
ing sample of 14 planets. In 2016, Thorngren
et al. [36] took 47 non-inflated planets and
deduced the bulk metallicity.
The authors found a relation between the
mass of heavy elements MZ and the mass
of the planet MP, with MZ ∝

√
MP (Fig. 7

in [36]). More, they found a downward trend
for the relation of the metal mass fraction
ZP–MP, and a pronounced downward trend for (ZP/Z⋆)–MP (Figs. 10/11 in [36], Fig. 3 in [351],
Fig. 16.2 in [409]). Planets with high metal abundance seem to occur less frequently around
low-metallicity stars (Fig. 9 in [36]). The frequency of Jupiter-like planets appears to increase
with the metallicity of their host stars [410]. Interestingly, Thorngren et al. [36] did not find
a correlation of MZ–Z⋆ or MP–Z⋆, whereas the smaller sample size by Guillot et al. [408] sug-
gested such a correlation.
In the core accretion model of giant planet formation, a solid core that has reached a critical
mass Mcore triggers runaway gas accretion, forming a massive envelope Menv [30, 33, 411],
leading to the total planetary mass of MP = Mcore + Menv. Naively, core accretion produces
giant planets with total metal masses MZ of approximately MZ = Mcore + Z⋆ Menv, implic-
itly assuming that the star and protoplanetary disk form from the same interstellar molecular
cloud, and that the disk’s metallicity resembles that of the star. This would result in planets
that are enriched in heavy elements compared to their host stars [36, 408]. In contrast, planets
that are formed via gravitational instability are expected to mirror the composition of their
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host star as they form without the need for a core.
Unfortunately, the picture is more complex and does not necessarily lead to a straightforward
correlation between planetary metallicities and those of their host stars. First, the planets do
not directly take on the composition of the star: the gas in the disk does not need to share
the exact composition of the parent star due to condensation and movement of solids within
the disk [404, 412], and late-stage accretion of additional planetesimal debris may occur, either
adding to the core or envelope metal mass. More, all of the above studies found that several
planets contain some hundreds ME of heavy elements, called bulk heavy element enrichment.
From an accretion perspective, this is an unsolved phenomenon, as the core mass is restricted
to at most Mcore ≈ 10−30ME before runaway gas accretion starts [400, 413, 414], and planetes-
imal capture during runaway gas accretion results in only a few additional ME of metals [415].
Bitsch et al. [414] show that through inward migration MZ ≤ 100 ME can be explained. Giant
impacts, or planet merging, can enhance the metallicity as well, e.g. [416, 417].
Thus, both core accretion and gravitational disk instability probably produce giant planets
with a range of metallicities [88, 418]. Atmospheric composition still may probe planet forma-
tion and evolution, distinguishing between both mechanisms.

Connection between Bulk and Atmospheric Metallicity. The atmospheric metal en-
richment of giant planets is believed to be an important indicator of their formation paths [402,
403]. The deep interior’s composition is linked to the planet’s formation, whereas the outer
envelope is also made up of materials that are accreted at later evolutionary stages [35]. By
interpreting the transmission spectra of the atmospheres, the total atmospheric metallicity and
abundance ratios such as the carbon-to-oxygen ratio (C/O), can be inferred from the strength of
individual absorption features such as H2O, e.g. [127, 129, 130, 223, 407, 419–421]. In Fig. 3.2,
the observationally derived atmospheric metallicity of some planets over their planetary mass
is shown. For the Solar System planets (dark blue dots), the metal enhancement decreases
with increasing planet mass. This pattern is commonly believed to be the result of the relative
importance of the accretion of solid planetesimals versus the accretion of the H/He-dominated
gas in the core accretion formation mechanism. A similar pattern is expected for exoplanets;
however, Fig. 3.2 shows a spread in observed metallicities, likely due to individual formation
and migration scenarios. Welbanks et al. [407] find a downward trend when examining the
atmospheric [H2O/H] from observations.

From an interior modelling perspective,

Zatm ≤ Zenv (3.1)

should hold, as the atmosphere cannot be more metal-rich than the interior. The atmospheric
metallicity Zatm serves as an upper limit of the envelope metallicity Zenv. Instances where Z
increases outward in the planet are short-lived, as they will be overcome by Rayleigh-Taylor
instability or convection [141]. Observational astronomers often use a different nomenclature as
interior modellers, and the conversion is not necessarily straightforward [427]; see Sect. A.2.3 for
an overview. In addition, ZP ≥ Zenv due to the possible presence of a core. Thus, atmospheric
metallicity serves as an important constraint for interior models [35, 69, 141]. Using the
relations above, Thorngren and Fortney [141] infer upper limits for atmospheric metallicities
based on the derived bulk metallicities from coupled interior and evolution models, employing
the aforementioned relations. This highlights the strong link between atmospheric observations
and interior modelling.

However, linking the atmosphere to the bulk composition of a planet is complex. For a recent
discussion, see [35, 405, 428] and references therein. Below are points on how atmospheric
composition may or may not reflect bulk composition.
(1) The atmospheric composition of fully convective giant planets is expected to mirror the
mixing ratios of heavy elements throughout their entire H/He envelope [36]. However, the
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Figure 3.2.: The observationally derived atmospheric metallicity versus planetary mass for Solar
System planets and selected exoplanets. The trends (dashed lines) are from Welbanks et al. [407], not
all planets used for the exoplanet trend are shown. For the solar planets, CH4 is used as indicator
for the atmospheric metallicity, whereas H2O serves as indicator for the exoplanets. A downward
trend for the bulk metal mass fraction ZP and MP has been shown [36]. Data of exoplanets from
private communication with H. Wakeford (April 2024), data of the Solar System planets from [422–
425]. Adapted and modified from [407, 426].

mixing of metals throughout the envelope is unclear. A composition gradient could help prevent
convection and thus prevent large-scale mixing [102, 350, 429], resulting from mixing of the
solid core into the envelope (fuzzy core model) [49, 349, 430, 431], or from phase separations, the
so-called rainouts [432]. For example, the reduction of neon (Ne) in Jupiter’s atmosphere [433]
is thought to be connected to the H-He phase separation, as Ne was found to preferentially
dissolve in the nonmetallic form of He rather than in the metallic form of H. (2) The composition
also evolves due to evaporation that retains heavier elements (i.e. Jeans escape or Roche lobe
overflow) [434] or by secular enrichment of infalling comets, e.g. [435]. (3) Due to inward
migration after forming, the enrichment in metals can differ for individual elements, as shown
in Hands and Helled [406], as planets accrete oxygen-poor material within the snowline, leading
to an enrichment in alkali metals. Generally, inward migration can lead to an enhanced mass
of heavy elements [400, 414]. (4) Giant impacts or planet merging can enhance the metallicity
additionally, for example, as shown for Jupiter in Guillot [416].
(5) A recent study for Jupiter shows that the atmosphere may be disconnected from the interior
due to a deep radiative zone between the outer envelope and the deep interior [121], suggesting
that the atmospheric composition measured in exoplanets may also not accurately represent
the bulk composition.

The connection between planetary bulk, atmospheric, and stellar metallicities provides a frame-
work for understanding the various planetary formation and evolution pathways. The bulk
metallicity ZP as a result of coupled interior and evolution models is needed as input param-
eter. Model assumptions, such as the EoS of H/He, the assumed heat transport within the
planet, the heavy element distribution, and the atmosphere model (investigated in this thesis),
influence ZP.

3.1.2. Impact on the Derived Bulk Metallicity

WASP-39b, a well-studied planet [9–12, 129, 243, 436–442], was first detected in transit by
Faedi et al. [436] in 2011. Characterised as a highly inflated gas giant, it has a mass similar to
Saturn (0.28 MJ), a large radius (1.27 RJ), and a low density of 0.14 ϱJ. It orbits a quiet G-type
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star, aged 9+3
−4 Gyr, making WASP-39b ideal for transmission spectroscopy due to its extended

atmosphere. The atmosphere of WASP-39b has been observed by several groups using trans-
mission spectroscopy in the infrared and optical wavelength bands [128, 438–440]. Atmospheric
metallicity values varied widely, from 0.003 to 300× solar metallicity, due to limited wavelength
coverage, low signal-to-noise ratios, and differences in analysis [10]. In 2018, Wakeford et al.
[129] added data from the near-infrared which allowed a detailed resolution of the water fea-
tures. An atmospheric metallicity of 151+48

−46× solar (100–200× solar is Zobs,atm = 0.25 − 0.75)
was found to be the best fit for the transmission spectra. In a previous study, Thorngren and
Fortney [141] estimated the bulk and atmospheric metallicity for 403 transiting planets using a
Bayesian statistic approach. The bulk metallicity of WASP-39b (ZP,TF19 = 0.22±0.03), which
is translated to an atmospheric metallicity of 45.5× solar, did not match the observational
data.
Motivated by the disagreement between observationally derived and model-predicted metal-
licities, the effect of clouds in the atmosphere on the model-derived metallicity was explored.
The aim was to match the observed high atmospheric metallicity of WASP-39b by including
the purely absorbing effect of a cloud/haze deck in the deep atmosphere, beyond the model
approach by Thorngren and Fortney [141]. The coupled atmosphere-interior-evolution model,
as presented in Chap. 2, was applied to both WASP-39b and WASP-10b. WASP-10b was
chosen due to its larger mass (2.96 MJ), non-inflated nature (1.03 RJ, Teq = 950 K), and age of
270 ± 80 Myr [443–445].

Approach. The approach is based on three steps: First, modelling the clear P–T structure
(Figs. 1, 2 in Paper I) and the radius evolution (Figs. 5, 7 in Paper I). Second, comparing
the clear atmospheric profile to condensation curves of possible cloud forming species in that
temperature range and thus setting Pc, resulting in the cloudy P–T structures (Figs. 3, 4, 6 in
Paper I). Third, the interplay of core mass Mc, Zenv, and Zatm with and without cloudy P–T
is explored (Figs. 8, 10 in Paper I).
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Figure 3.3.: Zoomed-in area of Fig. 3.2, with focus on the
bulk (square) and atmospheric (circle) metallicity of WASP-
39b. Displayed are the interior-model results from Paper I.
The metallicity value from Wakeford et al. [129] was reached
by including clouds in the atmosphere. However, the updated
atmospheric metallicity value from Feinstein et al. [11] is in
line with the clear atmosphere results.

Results. Different cloud scenar-
ios were investigated, showing that
cloud decks heat the lower atmo-
sphere due to increased infrared
opacity. This leads to a notice-
able increase in the inferred pres-
ence of heavy elements. For WASP-
10b, the core mass increased to
10%. For WASP-39b, the favoured
cloud scenario with a cloud base at
30 bar yielded an envelope metallic-
ity value (Zenv,PNR19 = 0.31) still
close to the lower limit of the ob-
servationally derived value. The re-
sults for WASP-39b are illustrated
in Fig. 3.3. The metallicity value
of Wakeford et al. [129] (upper pur-
ple dot) is in disagreement with the
metallicity predicted by the model
by Thorngren and Fortney [141]
(grey square, TF19) and this paper
(purple square), using a cloud-free
atmosphere model. Including clouds in the model leads to larger metallicities (light- and
dark-green squares). Furthermore, the additional heating required to explain the radius of the
inflated WASP-39b was explored, finding ε > 3%. Such elevated values could assist in align-
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ing the observationally derived metallicity with the metallicity inferred from interior models.
More, clouds have an impact on both infrared and short-wavelength absorption and scattering.
Therefore the ad-hoc Heng12 model approach is compared with the self-consistent cloud mod-
els of Mollière et al. [446], pronouncing the complexity of cloud modelling (Fig. 11 in Paper I).
In conclusion, this paper suggests that deep cloud decks below the pressure level of transmis-
sion spectra observations may influence the atmospheric P–T and thus the inferred metallic-
ity.

Outlook. JWST will provide precise measurements across a broad wavelength range of trans-
mission spectra, yielding new findings on composition and metallicity. WASP-39b has already
led to numerous publications, e.g. [9–13, 243, 441], summarised in Seidel et al. [14]. Rus-
tamkulov et al. [9] and Feinstein et al. [11] find a super-solar atmospheric metallicity that
is roughly [M/H]=10× solar, reducing the earlier value by Wakeford et al. [129], as shown in
Figs. 3.2 and 3.3 (light purple dot), delivering a metallicity that is explainable with the clear
atmosphere model.

3.1.3. Impact on the Thermal Long-Term Evolution

In the first publication, the main focus was on the effect of a cloud deck on the derived
metal content of the planet. It was intriguing to study how a cloud deck can influence the
thermal evolution of a planet. Previous studies have focused on different types of planets and
simulation methods. Kurosaki and Ikoma [447] show that condensation in heavily enriched
atmospheres of ice giants accelerates the cooling as the planet emits more energy due to latent
heat release. Vazan et al. [448] demonstrate a delayed cooling due to an atmosphere enriched in
grains. Mordasini et al. [449] investigate the impact of grains on the mass-radius relations for
a synthetic generated planet population. Linder et al. [450] find that including high-altitude
clouds have only a limited influence on the evolution tracks of isolated and non-irradiated low-
mass planets (MP < 0.6 MJ). Burrows et al. [63] show that an enhanced atmospheric opacity
leads to larger radii. The penetrating stellar irradiation flux, Leq, is considered to be the main
driver of the physics of the upper atmosphere, but the energy budget of a planet has several
contributions: Leff = Leq + Lint, see Sect. 2.1.4 and Eq. (2.7). Fortney et al. [19] emphasise
that not only the equilibrium flux, Leq, but also the heat flux from the deep interior, Lint,
shapes the atmosphere. The authors argue that the wide range of internal isentropes during
the cooling of the planet, and the corresponding variation of surface gravity, can significantly
impact the P–T profile.
In Paper II, the influence of a subsiding cloud deck, resulting from an evolving isentrope, on
the thermal evolution of gas planets is explored. Two non-inflated planets, WASP-10b and
TOI-1268b, are chosen to exclude any inflation mechanism. TOI-1268b is a warm Saturn-
mass planet (0.29 MJ, Teq = 920 K) with a density of 0.53 ϱJ orbiting a young star (110 −
1000 Myr) [451]. Their comparably low Teq values raise the possibility of clouds.

The previous code underwent two key modifications: (1) the integration of the subsiding cloud
deck and (2) the refinement of the cloud model, the latter being an improvement over the
original model used in Paper I. Both modifications are presented below.
(1) Subsiding Cloud Deck. Unlike Paper I, where the cloud deck remained fixed at a specific
pressure level Pc during the evolution, this study incorporates a dynamic cloud deck. Con-
sequently, Pc subsides in response to the evolving cooler isentrope. The pressure level Pc is
determined by calculating the intersection between the pre-calculated clear atmospheric profile
and a condensation curve for each time step, corresponding to each Tint value. The possible
condensate is chosen by comparing with other studies, such as Helling et al. [216], to reflect the
most probable condensate in the deeper atmosphere. However, this approach is highly simpli-
fied, as multiple condensates may be present in an atmosphere, and the effects of interaction
processes are not included.
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Figure 3.4.: Thermal atmospheric structure for WASP-10b under clear (a) and cloudy (b-d) conditions
through the thermal evolution states of Tint = 200−1200 K. Condensation curves of condensable species
are shown in grey lines. The clear model (a) serves as starting point for the cloud deck location Pc of
the cloudy models. The other panels show the thermal structure with a fixed cloud deck location (b),
and a dynamic cloud deck with subsiding Pc (c,d). Modified from Fig. 5 in Paper II.

(2) Refinement of the Cloud Model. In Paper I, the appearance of steep, super-adiabatic,
temperature gradients is discussed when including clouds within the Heng12 model. The tem-
perature gradient can be sub-adiabatic, when latent heat takes over; see, for example, Kurosaki
and Ikoma [447]. An adiabatic temperature gradient may occur if the opacity is high enough,
as for ozone in the Earth’s atmosphere. If enough condensed matter exists, a super-adiabatic
gradient is possible. This may be the case for CH4 in Uranus and Neptune; see, for exam-
ple, Guillot [452], Leconte et al. [453]. Without a concentration gradient, a super-adiabatic
gradient does not occur. Within the Heng12 model, for optically thin and high clouds this
manner is reproduced, i.e. not showing a super-adiabatic gradient. For optically thicker and
deeper clouds, the profile becomes super-adiabatic, which means that the temperatures below
this layer are significantly higher than expected, see Sect. 4.1 in Paper I.
Therefore, a condition for the local atmospheric gradient, ∇local, is introduced, motivated by
the work of Kurosaki and Ikoma [447]. ∇local does not exceed the adiabatic gradient of the
dry (clear) atmosphere:

d ln T

d ln P
= ∇local ≤ ∇ad,dry . (3.2)

Fig. 4 in Paper II shows the local temperature gradients of the non-modified P–T profile
(with super-adiabatic cloud gradient), and of the modified P–T profile (suppressing the super-
adiabatic cloud gradient) as well as the resulting P–T profile. The temperature with the
modification is cooler than with the super-adiabatic cloud gradient of the original Heng12
model.
Fig. 3.4 shows examples of the atmospheric P–T profiles that include both modifications de-
scribed above. Generally, the figure shows the P–T profiles at several ages for different atmo-
spheric thermal conditions of WASP-10b. Fig. 3.4 (a) shows the clear atmosphere with the
condensation curves of MnS, MgSiO3 and Mg2SiO4. Fig. 3.4 (b) shows the resulting P–T con-
ditions with a fixed cloud deck at Pc = 0.3 bar, set by the intersection with the condensation
curve of MnS in the upper atmosphere. Fig. 3.4 (c) and (d) show the resulting profiles with
a subsiding cloud deck location Pc, indicated by the arrow from high to low Tint values (light
to dark tones), with the non-modified, i.e. super-adiabatic, cloud gradient and the modified
cloud gradient, respectively. Notably, the RCB is changed by the modification of the cloud
gradient (circles), which has effects on the thermal evolution of the planets.
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Figure 3.5.: Radius evolution curves for the non-inflated warm Jupiter WASP-10b (Teq = 950 K)
derived from coupled atmosphere, interior, and evolution models, comparing cloudy (solid) to a cloud-
free (dashed) atmosphere. The left panel shows the results with the dynamic, i.e. subsiding cloud deck
during evolution, whereas the right panel shows the cloud deck being fixed at Pc = 0.3 bar. The orange
and blue colours indicate the non-modified, i.e. superad. gradient, and modified cloud model, that
yields a slower versus a faster cooling, respectively. Modified from Fig. 9 in Paper II.

In addition to the modifications presented above, a fit formula for γ(Teq) is presented, see
Sect. 2.1.1 and Fig. 2 in Paper II. More, parameter studies of the cloud deck parameters were
conducted, which required the development of a framework to streamline the process. The
MOGROP version used required compilation for each parameter set, which was inefficient.
To address this, Cython, a Python compiler for writing C extensions [454, 455], was employed
along with the job manager slurm [456].

Results. The thermal evolution of two irradiated gas planets is analysed employing the three-
layer model presented in Sect. 2.1 - comprising an isothermal core, a convective envelope, and
a radiative atmosphere. A purely absorbing cloud deck into the atmosphere was simulated,
enhancing the warming in the deep atmosphere by adding an additional grey opacity in the
long-wave. The cloud deck is located at the intersection with a condensation curve of a cloud-
forming species, allowing to explore general trends in atmospheric temperature and the radius
evolutio with the ad-hoc cloud model. The key findings are summarised as follows.

1. Radius Evolution: Increased infrared opacity of cloud decks results in a warming effect on
the lower atmosphere. This alteration can either slow down or speed up the cooling of the
planet’s thermal radius compared to a scenario without clouds. The exact effect depends
on whether the cloud gradient is superadiabatic or not. The results with the varied
atmospheric models that incorporate clouds demonstrate the substantial impact cloud
decks can have on the thermal evolution of irradiated planets (Figs. 8 and 9 in Paper
II). Fig. 3.5 shows an excerpt of the radius evolution of WASP-10b with the different
atmosphere models.

2. Radiative-Convective Boundary: The location of the RCB in the P–T space is crucial
for the outcome of the thermal evolution model, as it determines the isentrope (Fig. 10
in Paper II).

3. Bulk Metallicity: Atmospheric models including deep clouds can lead to a degeneracy in
predicting the planets’ bulk metallicity. For WASP-10b, findings indicate a metallicity
range of ≈ ZP

+0.10
−0.06. For TOI-1268b, the range expands to ≈ ZP

+0.10
−0.05.

Furthermore, the radius evolution with both the H/He-EoS by SCvH95 and CD21 for the clear
atmosphere is investigated, also varying the distribution of the metals (fully mixed planet versus
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all metals in core), see Fig. 7 in Paper II, showing a faster cooling for CD21 and fully mixed
planets.

This study emphasises the need for models that integrate the interior, atmosphere, and thermal
evolution of the planet, informed by atmospheric observations. Reducing uncertainties in the
observed radius, mass of the planet, and stellar age, is crucial; see also Müller et al. [352], Müller
and Helled [457].
To inform planetary formation models, interior models require atmospheric metallicity as an
input parameter to create an accurate picture, as discussed in Paper I. Missions such as the
current JWST [4, 458], TESS [459] and future ARIEL [7, 8] missions are designed to address
these requirements. Their goals include reducing observational uncertainties related to radius
and stellar age and accurately determining the atmospheric metallicity of planets.

3.2. Ionised Atmospheres

In Paper III and Paper IV, an ionisation and transport model for a multi-component plasma
is developed and applied to the atmospheres of the hot Jupiter HD 209458b and ultra-hot
Jupiter KELT-9b, respectively. The impact of the derived electrical conductivity profile on the
Ohmic power is explored for both planets. Paper IV also presents a broader view of magnetic
induction processes. Before presenting the publications, an introduction to the phenomenon
of the radius anomaly in hot Jupiters is provided.

3.2.1. On the Radius Anomaly of the Giant Planet Population

One of the most intriguing characteristics of the observed giant planet population are the un-
explained large radii of some of their members. The phenomenon, called the radius anomaly, is
based on the difference between the observed and predicted radius: ∆R = Robserved − Rpredicted.
The predicted radius is the result of coupled atmosphere, interior, and thermal evolution mod-
els.

HD 209458b was the first planet that was detected with the transit method and therefore
a radius estimate, showing a radius of 1.4 RJ [460–462]. Subsequent coupled interior and
evolution models indicated that a gas giant with the same characteristics as the planet – its
mass, irradiation, and age – should have a smaller radius of 1.1 RJ [62, 184, 463]. Irradiation
prevented the planet from cooling efficiently compared to non-irradiated planets, resulting in
larger radii [63, 182]. However, it was shown that including the irradiation does not suffice
to explain the inflated radius [62, 184]. Chabrier et al. [464] showed that an additional 1% of
insolation energy could explain HD 209458b’s radius. HD 209458b became the first example
of irradiated planets with larger-than-expected radii.

Since then, notable trends have emerged among the growing population of irradiated giant
exoplanets: the radius inflation is strongly correlated with the incident stellar radiation but
Weiss et al. [465] find no correlation with the semi-major axis of the planet. Gas giants with
Teq < 1000 K show no inflation [465–467]. For planets with Teq > 1200 K there is a clear trend
of RP ∝ T

1/4
eq [351, 466, 468]. Additionally, planetary mass plays an major role in the extend of

inflation, and planets MP < 1 MJ show the largest anomalous radii [64, 469]. The anomalous
power, or the heating efficiency ε, which is needed to inflate the planet (see Sect. 2.1.4), has
been found to be up to ε ∼ 3% of the incident flux [64, 65, 67]. The ε–Teq relation is described
by a Gaussian function with a peak at Teq ≈ 1860 K (εmax ≈ 2.50%) [65] or Teq ≈ 1560 K
(εmax ≈ 2.37%) [64]. For high Teq > 2000 K, ε decreases.
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As Nettelmann and Valencia [470] note, a central question in planetary science evolves around
the mechanisms of heating1 and/or cooling delay in these planets’ interiors with several mech-
anisms proposed. They can be broadly divided into two groups: as planets start off as hot and
extended objects after formation, certain mechanisms are consequently required to either (a)
decelerate the cooling and contraction of the interior, thereby maintaining the inflated state,
or (b) (re-) inflate the radius by introducing additional energy into the interior. For the latter,
the depth of energy deposition plays an important role [381, 471]. Not all mechanisms are
applicable to all planets, and several mechanisms be at work at the same time [65].

(a) The first group of possible mechanisms includes an enhanced atmospheric opacity [63], or
the existence of compositional gradients that lead to double-diffusive convection, reducing
the heat transport [350, 472]. The latter has been proposed to influence solar Saturn and
Jupiter [46, 102, 105, 106, 473].

(b) The second group encompasses both tidal dissipation mechanisms, e.g. eccentricity tides
due to the circularisation of the orbit [463, 474], or atmospheric thermal tides [475],
and the deposition of the stellar irradiation in the interior. Based on hydrodynamical
dissipation processes, heat is transported to the interior of the planet, e.g. by dissipation
of atmospheric winds due to shear instabilities [184, 188], by vertical mixing [476–478],
or via Ohmic Dissipation, which is the focus of this section. Komacek and Youdin [381]
find that extra heat deposited in the convective layer suppresses cooling, whereas heat in
the radiative layer does not until the heating rate is ≥ 10% of the received stellar flux.

(c) Another group of mechanisms is based on a variable amount of stellar radiation the
planet receives during evolution, be it due to stellar evolution [374, 479, 480] or inward
migration of the planet [375, 481].

thermal ionisationthermal ionisation

Figure 3.6.: Schematic of the interplay of the magnetic field
B from the deep interior, and the day- and night-side cir-
culation due to the stellar irradiation. Modified from Fig. 1
in [482].

Ohmic Dissipation. Batygin and
Stevenson [66] proposed a magneto-
hydrodynamic mechanism to inflate
the gas giants. The mechanism in-
volves alkali metals in the planet’s
atmosphere that partially thermally
ionise because of the strong stel-
lar irradiation, while embedded in a
mostly neutral atmosphere. Strong
zonal winds, driven by the stel-
lar irradiation, move the ionised
particles. Through interaction be-
tween the atmospheric flows and
the planet’s intrinsic magnetic field,
interior currents are induced and
travel into the planet’s interior,
dissipating ohmically and conse-
quently depositing heat in the plan-
etary interior. A sketch of the
mechanism is shown in Fig. 3.6.
The depth and degree of Ohmic
heating greatly depend on the at-

1Here it is assumed that hot Jupiters are inflated due to processes that increase internal luminosity, and thus
make the planet larger. High internal luminosities are connected with higher Tint values and a RCB at low
pressures. It is known that high Teq deepen the RCB within the planet, while high Tint values lower the
RCB pressure, e.g. [179]. Sarkis et al. [65] demonstrate that these high internal temperatures, resulting in
lower RCB pressures, are the dominant effect, with internal temperatures reaching up to 800 K.
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mospheric parameters, such as heat redistribution and deposition, wind speeds and depth, the
occurrence of magnetic drag [328, 483–485], and on the electrical conductivity of the plasma (fo-
cus in this work). Ohmic dissipation has been studied by several authors, e.g. [66, 328, 485–493].
It is one of the most favourable mechanisms to explain the radius anomaly, as its efficiency mir-
rors the statistically derived ε–Teq distribution: Menou [494] shows that the strength of Ohmic
dissipation first increases with increasing Teq, and decreases after peaking at Teq ≈ 1600 K due
to magnetic drag that breaks the winds, making Ohmic dissipation inefficient.

Assuming the planet has a large-scale dipolar magnetic field B, the atmospheric zonal winds
with velocity U carry the free electrons across the field lines. An electric field E is induced
in response to the non-zero U × B. The electric field will then drive current loops that could
close in the atmosphere or in the interior, ohmically dissipating power (after [487]).
Electric currents jind in the outer atmosphere are induced as described by Ohm’s law:

jind = σe(U × B + E) , (3.3)

where U is the wind field velocity of the neutral medium, B the background magnetic field of
the planet, E the electric field, and σe the electrical conductivity.
The source of this mechanism is the irradiation that drives the winds carrying free electrons,
leading to currents. The strength of the heating power P, i.e. Ohmic power, due to the dissi-
pation of jind must be calculated in order to assess the strength of the mechanism. Generally,
it is

dP/dV = j2
ind/σe , (3.4)

with dV as volume element.

3.2.2. Ionisation and Transport

Eq. (3.4) and Eq. (3.3) show that the electrical conductivity of the atmosphere is a crucial
input parameter for the proposed mechanism of Ohmic dissipation. The transport property is
determined by the composition and ionisation state of the partially ionised multi-component
plasma that makes up the hot Jupiter atmosphere.
With the work presented in Paper III, ionisation and transport in partially ionised multi-
component plasma is investigated. The aim is to calculate the electrical conductivity in a
hot Jupiter atmosphere. Specifically, the developed ionisation and transport model is applied
to the atmosphere of the inflated hot Jupiter HD 209458b in order to obtain the transport
properties along the P–T structure. Consequently, the Ohmic power is estimated.

Ionisation and Transport Model. The first part of the paper presents the model to calculate the
transport properties. The following summarises the calculation of transport properties. Ini-
tially, the plasma composition is derived by determining the partial number densities ni of each
species. Subsequently, the ionisation degree and the transport properties are computed.

1. The metals in the atmosphere of irradiated planets are partially or fully ionised due to
thermal ionisation. Macroscopic electrical resistivity is produced by free electrons as they
collide with ions, neutral particles, and other electrons. The relevant drivers for ionisation
in the atmosphere are assumed to be H, He, the common metals calcium (Ca) and iron
(Fe), and the alkali metals lithium (Li), sodium (Na), potassium (K), rubidium (Rb),
and caesium (Cs), taking their abundances from Lodders [495] for 1× solar abundance.
The particle number densities (i.e. the plasma composition) follow from mass action
laws (MALs) for the partially ionised plasma2 making use of Saha-like equations for

2The mass action laws state that at equilibrium the ratio of the concentrations of products to reactants remains
constant.
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dissociation and ionisation reactions, assuming the plasma is in thermal and chemical
equilibrium. The Saha equations relate the ionisation state of a gas to temperature and
pressure. The number densities of each species ni (molecules, atoms, and ions) for a given
plasma temperature and mass density are numerically derived by solving the MALs and
particle conservation equations.

2. For the calculation of transport properties, the ionisation degree of the plasma is required.
Consequently, the ionisation degree α is calculated, defined as α = ne/ntotal, where ne is
the free electron number density, and ntotal = natoms +2nH2 +ne with natoms = ∑

i ni,atom
is the number density of all atoms. The ionisation degree α increases with temperature
and decreases with mass density.

3. The electronic transport properties, such as the electrical conductivity σe and total ther-
mal conductivity λ are calculated following [496, 497]. The electrical conductivity is
derived from electron-ion and electron-neutral transport cross sections, including correc-
tions for electron-electron scattering effects [497].

The ionisation degree and electronic transport coefficients as functions of plasma temperature
and density are analysed (Figs. 2, 3 in Paper III). The thermal conductivity and its specific
contributions are also examined (Sect. 5 in Paper III).

Application to HD 209458b. The second part of the paper applies the ionisation and transport
model to HD 209458b3, considering various thermal atmospheric structures, including those
with and without thermal inversions and different deep isotherms (see Fig. 8 in Paper III).
The ionisation degree, thermal conductivity, and, in particular, electrical conductivity were
calculated along the P–T profiles (see Fig. 9 in Paper III). The aim was to compare these
results to the electrical conductivity results of Batygin and Stevenson [66] (BS10, Fig. 2),
using a P–T profile with an inversion at 30 mbar while also accounting for more recent thermal
structures (see Fig. 8 in Paper III).
BS10 predict a deep minimum in the electrical conductivity, calculated with a simpler model,
with σe decreasing by six orders of magnitude. In contrast, the current model shows a decrease
of only two orders at the 30 mbar dip, see Fig. 10 in Paper III and Fig. 3.7. Changes in
Ohmic heating compared to BS10 were estimated by rescaling their results using the updated
conductivity profile. With the new conductivity two orders of magnitude lower in the induction
layer, the electric currents and the Ohmic heating power are also reduced by two orders, as per
Eq. (3.3). That would make the effect too small to explain the radius of the planet. However,
the more recent thermal structures, with hotter deep isotherms and therefore reaching larger
electrical conductivities, would provide sufficient power at the RCB to cause the planet’s
inflation.

Summary. A model for calculating the composition and transport properties, such as the elec-
trical conductivity σe, of a multi-component plasma has been developed. Applying the model
to the conditions in a hot Jupiter atmosphere shows that the results of σe differ in several
magnitudes compared to simpler models of σe. This directly influences the estimates for the
electric currents and the resulting Ohmic heating power. The study, Paper III, shows the im-
portance of atmospheric P–T profiles for σe to estimate the strength of Ohmic heating. It also
illustrates the connection between plasma, atmospheric, and planetary physics, highlighting
the need for transport properties not only for the interior but also for the atmosphere.

3Planetary parameter of HD 209458b: 1.4 RJ, 0.7 MJ, 0.047 au, 0.35 ρJ, Teq = 1400 K, 2–6 Gyr [128, 460]
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3.2.3. Magnetic Induction Processes

leakage layer

atmosphere

induc�on layer

30 mbar10 barR
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Binterior

Figure 3.7.: Electrical conductivity σe along the radius axis of
HD 209458b, compared to the results of BS10. The atmospheric thermal
structure here shows an inversion at 30 mbar, compare Fig. 3.9, model I
(dark blue). Modified from Fig. 10 in Paper III.

Other electromagnetic ef-
fects in hot Jupiter at-
mospheres that are based
on the coupling of the at-
mospheric winds and the
planet’s deep-seated mag-
netic field also rely on an
estimate of the electrical
conductivity. For exam-
ple, the ion-wind coupling
produces a drag due to
Lorentz forces (i.e. mag-
netic drag), potentially re-
ducing the winds’ circu-
lation efficiency and en-
hancing the temperature
contrast between day and
nightside, e.g. [483, 494, 498]. Shallow atmospheric dynamos could be driven by horizontal
variations due to the strong day and nightside temperature differences, possibly reducing the
efficiency of Ohmic heating [499]. In addition to σe, the mechanisms of the induction process
play a role, that is, linear or non-linear induction processes.

Paper IV presents a broad view on magnetic induction processes in irradiated Jupiters. The
induction of atmospheric magnetic fields in irradiated Jupiters with Teq > 2000 K (i.e. ultra-
hot Jupiters) are discussed in comparison with hot Jupiters Teq ∼ 1500 K – exploring both
linear and non-linear induction processes and the potential amplitudes of induced fields and
electrical currents.
First, a general description of atmospheric magnetic field induction, internal dynamo processes,
and the thermal ionisation of metals is given. Second, the theory is applied to the atmospheres
of irradiated Jupiters. The magnetic Reynolds number is calculated for ≈ 350 irradiated
Jupiters. As a case study, the ultra-hot Jupiter KELT-9b4 is analysed similar to HD 209458b
in Paper III, estimating the Ohmic power.
Here, the results of the considerations on the induction processes and the implications for the
Ohmic power and the analysis of the thermal ionisation are presented; see Sect. A.7 for more
details.

Magnetic Induction Processes and Ohmic Dissipation. The theoretical analysis of induction
processes in hot Jupiter atmospheres distinguishes between linear and non-linear regimes, quan-
tified by the magnetic Reynolds number Rm. This number assesses the relative significance of
induction versus diffusion in the magnetic field evolution:

Rm ≈ µ0 σe U min(dη, dU , dB)
{

≤ 1, linear regime
> 1, non−linear regime

, (3.5)

where µ0 is the vacuum permeability, U a typical flow velocity, and d the characteristic length
scale for the electrical conductivity scale length, the flow, or the magnetic field (Eq. (4) in
Paper IV).
In the linear regime, magnetic diffusion limits the growth of the induced field which remains
weak compared to the background field. The Ohmic power, recall Eq. (3.4), is dependent

4planetary parameter of KELT-9b: 1.9 RJ, 2.8 MJ, 0.034 au, 0.5 ρJ, 300–600 Myr [500], Teq ∼ 4000 K, Tday =
4600 K, Tnight = 3040 K [501, 502]
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on the induced current. Here, atmospheric currents are simply a function of wind speed,
internal magnetic field strength, and σe. Therefore, the Ohmic power P is scaling with σe,
the wind speed U2, and the internal magnetic field strength B2

int: P ∝ σeU
2B2

int. This linear
approximation has been used for HD 209458b in Paper III and often implicitly in other works,
for example, in [66].
In the non-linear regime, the induced magnetic field BΦ dominates the internal magnetic field,
causing significant Lorentz forces. Magnetic field induction is rapid, halted only by non-linear
effects like magnetic instabilities. The approximation of the induced current and the Ohmic
power is complicated due to the non-linearity. The induced field is independent of σe. As a
result, with higher σe, the Ohmic dissipation decreases: P ∝ B2

Φ/(σed
2
U ).
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Figure 3.8.: Estimates of the magnetic Reynolds number Rm for ∼ 350 irradiated gas planets with
Teq. The colours refer to Teq. Highlighted with names are the individual planets from this thesis, not
colour-coded with Teq for visibility, point sizes scale with the planetary radius. Rm exceed unity at
≈ 1400 K, indicating the onset non-linear induction processes. KELT-9b is not shown due to its high
Teq > 4000 K. However, the input to Rm, σe, is calculated from a fixed density (10−4 kg/m3), even
though the density dependence is weak (cmp. Fig. 2 in Paper IV). Modified from Fig. 3 in Paper IV.

Analysis of the Thermal Ionisation and σe(T ). Based on results obtained with the ionisation
and transport model from Paper III, σe grows with temperature due to the increasing electron
contributions of the alkali metals. Interestingly, σe(T ) shows steep slopes and flat plateaus,
resulting from the species ionising step-wise at higher temperatures (see Fig. 2 in Paper IV).
Potassium, the element with the lowest ionisation energy, is the main electron source at low
temperatures, being highly ionised up to 2000 K, where it provides almost all of the free
electrons. Sodium and calcium are starting to contribute at T = 2300 − 3500 K. σe reaches
a plateau at ≈ 1 S/m until 3500 K where iron starts contributing. Hydrogen ionises above
5000 K. Due to their high ionisation energies and low mass fractions, lithium, rubidium, and
caesium are negligible in this analysis. The temperature dependence of σe is most pronounced
at low temperatures where potassium is partially ionised.
Furthermore, Rm(T ) is estimated based on the results of σe(T ). Interestingly, as seen in Fig. 2
in Paper IV, Rm exceeds unity at T = 1300 − 1500 K, indicating that planets hosting higher
temperatures than that tend to host non-linear induction processes.

Estimation of Rm(Teq). A planet-specific estimate of Rm is made, based on observable quan-
tities (Eq. (30) in Paper IV), for ≈ 350 irradiated planets. The resulting Rm(Teq) are shown
in Fig. 3 in Paper IV and Fig. 3.8: Rm exceeds unity at Teq ≈ 1400 K, making non-linear
processes probable for planets with higher Teq values. At this temperatures, Teq ⪅ 1400 K, the
electrical conductivity arises from potassium’s partial ionisation.

Application to HD 209458b and KELT-9b. The scheme above is applied to both planets in
Sect. 3 in Paper IV, estimating the Reynolds number and therefore the induction process, and
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Figure 3.9.: Atmospheric temperature and electrical conductivity σe, obtained with the ionisation
and transport model from Paper IV, along the planetary pressure coordinate. Modified from Figs. 4
and 5 in Paper III.

the desired Ohmic power. Table 1 in Paper IV provides the properties to derive the Reynolds
number.
For HD 209458b (Teq ∼ 1400 K), σe = 104 − 10−2 S/m, mainly due to the partial ionisation of
potassium. Therefore, Rm ≤ 1, and magnetic diffusion limits the growth of the induced field.
The strength of the local currents is estimated to be 10−3 A/m2. The Ohmic power is then
P = 1.35 × 1020 W5. A power of 4 × 1018 W would be required to explain the inflated radius.
For KELT-9b (Teq ∼ 4000 K), σe is two to four orders of magnitude greater than for HD 209458b
due to the higher temperatures, even on its nightside. Despite a significant temperature con-
trast of 1500 K between the day- and nightside, the variation in σe is minimal, as nearly all
alkali metals are ionised, see Fig. 2 in Paper IV and Fig. 3.9. In addition to the high σe,
higher wind speeds (UHD ∼ 103 m/s versus UKELT ∼ 104 m/s), lead to Rm ∼ 4 × 104, indi-
cating time-variable induced fields and a non-linear induction process. The induced current
strength is estimated to 0.1 A/m2. The Ohmic power in the atmospheric layer of KELT-9b
ranges from P = 1020 − 5 × 1021 W, a small fraction of its total luminosity of ∼ 1024 W. This
implies that other processes, such as tidal heating, are more crucial for maintaining its high
luminosity.

Summary. Additional heating is required to explain the radii of the the inflated hot Jupiter
population. The strength of the additional heating increases with Teq, with a maximum at
Teq = 1500 K, followed by a decrease [64, 65]. Explanations of the decrease included Lorentz
forces slowing winds at high Teq [494]. The study, Paper IV, suggests that the higher con-
ductivity in very hot planets (Teq ⪆ 1400 K) makes deep Ohmic heating ineffective due to
non-linear induction processes.

5For a more in-depth estimation of the Ohmic power available in HD 209458b dependent on the assumed P –T
profiles, see Paper III, Sect. VIc.
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4. Summary and Perspectives

Summary. This thesis explores how atmospheric thermal structures (pressure-temperature,
P–T ) affect the bulk composition and radii of irradiated giant planets, including potential
radius inflation. This is achieved by implementing an atmospheric model in a widely used
interior code and performing coupled atmosphere, interior, and evolution calculations.
First, the impact of cloudy atmospheres on the inferred heavy element content and the ther-
mal evolution of planetary radii is investigated [394, 395]. Using coupled atmosphere, interior,
and evolution models, the planets WASP-39b, WASP-10b, and TOI-1268b were analysed to
understand how cloudy atmospheres contribute to variations in characteristic interior param-
eters. The studies reveal that cloudy atmospheres introduce a degeneracy that complicates
the interpretation of planetary interiors by examining the derived bulk metallicity and radius
evolution. The findings highlight the importance of considering atmospheric processes that
affect the lower atmosphere, such as the warming effect caused by clouds.
Second, ionised elements observed in the atmospheres of close-in planets support the idea that
stellar irradiation leads to thermal ionisation. The interaction between planetary magnetic
fields and atmospheric winds induces magneto-hydrodynamic effects, such as induced currents
dissipating heat ohmically within the planetary interior, potentially inflating the radii. By de-
veloping and applying an ionisation and transport model for partially ionised multi-component
plasma, the Ohmic dissipation mechanism for the planet HD 209458b was reassessed, reveal-
ing lower Ohmic power estimates than previous studies [396]. Further analysis suggests two
regimes of magnetic induction in gas planets [397]: planets with Teq < 1400 K exhibit linear
induction processes due to a low electrical conductivity, while those with Teq > 1400 K display
non-linear processes, making deep Ohmic heating inefficient, such as for ultra-hot Jupiters as
KELT-9b.
The results of this thesis underscore the importance of understanding the deep atmospheric
P–T conditions for modelling the interior structure and evolution of irradiated giant plan-
ets. The thermal structure significantly contributes to the degeneracy of possible structure
outcomes and influences the transport properties and magnetic induction processes.

Perspectives. Atmosphere and interior models face challenges with degeneracies in interior
structure and composition. Reducing these uncertainties requires increasing the number of
observables and improving the accuracy of fundamental parameters, such as the planetary ra-
dius.
Regarding the interior, measurements from transit light curves of the fluid Love number k2, a
measure of tidal forces and therefore of the internal density distribution, have been achieved for
two hot Jupiters [503, 504] and could be extended to more exoplanets [505–507]. These mea-
surements can help decrease degeneracy in interior models [508–511]. Further, measurements
of magnetic fields can inform interior, magneto-hydrodynamic, and plasma models [512, 513].
Magnetic fields could be assessed directly or indirectly [514] through observations such as the
polarisation in the He 1083 nm absorption features [238, 515, 516] or indications of a magneto-
tail [134].
Addressing theoretical uncertainties within coupled interior and evolution models is also vi-
tal [352]. Understanding the equations of state for warm dense matter is fundamental to
resolving these uncertainties. This includes the solubility of matter in metallic hydrogen,
e.g. [49, 104, 142, 167, 517], demixing, e.g. [153, 518–520], and material properties, i.e. ther-
modynamic and transport properties, to understand energy transport and the generation of
planetary magnetic fields [175, 177, 521]. Focus must also be on equations of state and trans-
port properties, like electrical conductivity, in irradiated atmospheres.
Regarding the atmosphere, space missions such as the current JWST [4], and the upcoming
ARIEL [7, 8] and PLATO [5, 6] missions aim at characterising the atmospheres, measuring
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albedos, day and nightside temperature contrasts, atmospheric abundances, and cloud prop-
erties.
Refining planetary models also depends on small error margins for input parameters like mass
and radius, achieved through ground-based instruments like HARPS [522], NIRPS [523], and
ESPRESSO [524]. The upcoming PLATO mission will provide precise stellar ages [5, 6]. In
light of this work, adopting probabilistic inference methods like Markov chain Monte Carlo
sampling to address observational uncertainties and infer the interior structure represents a
next step, aligning with state-of-the-art techniques, e.g. [64, 106, 141, 457, 525–527].
Lastly, the detection towards both young (< 500 Myr) and small, low-mass planets is extremely
promising to help to understand the formation and evolution of planets and planetary systems,
e.g. [528, 529].

This thesis significantly contributes to the understanding of irradiated giant planets by shed-
ding light on how their atmospheric conditions influence key bulk characteristics, which are
directly linked to broader theories of planetary formation and evolution.
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Abstract: Atmospheres regulate the planetary heat loss and therefore influence planetary thermal
evolution. Uncertainty in a giant planet’s thermal state contributes to the uncertainty in the inferred
abundance of heavy elements it contains. Within an analytic atmosphere model, we here investigate
the influence that different cloud opacities and cloud depths can have on the metallicity of irradiated
extrasolar gas giants, which is inferred from interior models. In this work, the link between
inferred metallicity and assumed cloud properties is the thermal profile of atmosphere and interior.
Therefore, we perform coupled atmosphere, interior, and evolution calculations. The atmosphere
model includes clouds in a much simplified manner; it includes long-wave absorption but neglects
shortwave scattering. Within that model, we show that optically thick, high clouds have negligible
influence, whereas deep-seated, optically very thick clouds can lead to warmer deep tropospheres
and therefore higher bulk heavy element mass estimates. For the young hot Jupiter WASP-10b,
we find a possible enhancement in inferred metallicity of up to 10% due to possible silicate clouds
at ∼0.3 bar. For WASP-39b, whose observationally derived metallicity is higher than predicted
by cloudless models, we find an enhancement by at most 50%. However, further work on cloud
properties and their self-consistent coupling to the atmospheric structure is needed in order to reduce
uncertainties in the choice of model parameter values, in particular of cloud opacities.

Keywords: extrasolar planets: hot Jupiters; atmospheres; clouds; individuals: WASP-10b, WASP-39b

1. Introduction

Metallicity and core mass of giant planets contain information on protostellar disks and on the
process of planet formation. Therefore, planetary metallicity, or bulk heavy element mass fraction Zp,
is an important parameter. Core accretion formation models that reproduce the metallicity of the solar
system giant planets [1] predict a rapid decrease of Zp with increasing planet mass Mp, still allowing
for up to 14× solar (Zp ∼ 20%) for a Saturn-mass planet but for less than 3× solar (ZP ∼ 4.5%) for a
2 MJup planet.

Atmosphere 2019, 10, 664; doi:10.3390/atmos10110664 www.mdpi.com/journal/atmosphere
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Recently, Wakeford et al. (2018) [2] used transmission spectra to determine the metallicity in the
atmosphere of the Saturn-mass planet WASP-39b. They retrieved a high value of ∼100–200× solar.
This is not only higher than the prediction from core accretion formation but also higher than the upper
limit of 55× solar for the atmospheric metallicity as inferred from structure models for this planet [3].
Moreover, for some massive giant planets such as the 3 MJup planet WASP-10b [4], structure models
predict a significant heavy element enrichment of Zp of 10% or more [5].

In this paper, we pursue the possibility of uncertainty in the planet’s inferred bulk metallicity
due to an additional opacity source of limited vertical extent. We call it a cloud layer; however,
we do not model any physical aspect of real clouds except the potential additional longwave
opacity. Because of their optical properties, clouds in the atmosphere are known to modify the
observable transmission spectrum [6] and the temperature structure of the atmosphere itself [7].
Clouds also influence the atmospheric scale height, which provides a direct link to the mean molecular
weight of the atmosphere [8]. Since the latter depends on atmospheric metallicity, its value can be
inferred from the observed transmission spectrum in combination with radiative transfer calculations,
which yield the scale heights of the observed portion of the atmosphere. In this work, we follow
a different approach—inferring the atmospheric metallicity from planetary structure models that
are primarily constrained by the observed mass, radius, and age of the star as explained below.
In gaseous planets, the radiative atmosphere transitions smoothly into the adiabatic deep interior.
The pressure—temperature (P–T) conditions at this transition influence the internal temperatures and
the possible intrinsic heat loss [9]. Higher temperatures at a given pressure level in a fluid planet lead
to lower densities and to expansion if not compensated for by an increase in heavy element abundance,
an effect that is still relevant for the ice giants Uranus and Neptune [10]. Therefore, atmospheric
temperature profile and our inference of a planet’s metallicity are strongly coupled. We include a
cloud layer into our coupled planetary atmosphere, interior, and evolution calculations by using
the semi-analytic model of Heng et al. (2012) [11], which allows us to conveniently investigate the
influence of assumed cloud opacity and assumed cloud pressure level on the atmospheric P–T profile.
This model is applied to the two giant planets: WASP-10b and WASP-39b. Both planets may harbor
clouds since their atmospheric P–T profiles intersect with a number of condensible species, as shown
in Figure 1.

Candidates of cloud forming species for these planets are Na2S, MnS, Cr, and silicates. This study
is not the first one to investigate the influence of cloudy and cloud-free atmospheres on the evolution
of gaseous planets. Clouds have been considered in models for planets with hydrogen-dominated
atmosphere before. For instance, Linder et al. (2018) [12] studied the influence on the spectra and
thermal evolution of weakly irradiated exoplanets while Kurosaki et al. (2017) [13] studied the
influence of water clouds on the cooling of the ice giant Uranus. For strongly irradiated hot Jupiters,
Barman et al. (2001) [14] find a large heating effect in the upper atmosphere from reflection of stellar
incident flux and absorption of dust grains at infrared wavelengths in comparison to clear atmospheres,
with consequences on the emergent spectra, while Baraffe et al. (2003) [15] find a minor influence of
dusty versus clear irradiated atmospheres for the luminosity evolution of hot Jupiters.

Publications 45



Atmosphere 2019, 10, 664 3 of 18

800 1200 1600

T [K]

10
-3

10
-2

10
-1

10
0

10
1

10
2

P
 [

b
ar

]
WASP-10b

MgSiO
3

Mg
2
SiO

4

Fe

WASP-39b

MgSiO
3

Mg
2
SiO

4

Fe

Fortney 
(priv. comm. 2012)

this work
Mollière et al. (2017)

800 1200 1600

T [K]

Wakeford et al. (2017)

this work 
Mollière et al. (2017)

KCl

ZnS
Na

2
S

MnS

Cr

T
int

 = 0, 300, 400, 500 K

KCl

ZnS
Na

2
S

MnS

Cr

Figure 1. Condensation curves (grey dashed) of some species as labeled for solar-metallicity
atmospheres (taken from Ref. [16]) and cloud-free P–T profiles (solid) for WASP-10b (left) and
WASP-39b (right). Intersection points are possible cloud forming pressure levels. Orange P–T profiles
are our fits to the profiles for WASP-10b from J. Fortney (pers. comm. 2012) as well as our fit to the
global average profile of Wakeford et al. [2] for WASP-39b for different Tint values. Additionally, we
show the obtained clear profiles by Mollière et al. [17] for their deduced atmospheric enrichment in
[Fe/H] (solid blue) and 10× smaller vs. larger enrichment (dashed light blue vs. dashed dark blue).

In Section 2, we list the relevant observed system parameters and describe our modeling approach
for the atmosphere with a cloud layer, the interior, and the thermal evolution. Results for WASP-10b
are presented in Section 3 and for WASP-39b in Section 4. In particular, we take the Zp value of
Thorngren and Fortney (2019) [3] for WASP-39b as an input parameter for our models and see if the
high predicted atmospheric metallicity of Wakeford et al. (2018) [2] can be reached just by including
an additional opacity source which may mimic the effect of a cloud deck. We compare the obtained
atmospheric models with self-consistent clear and cloudy models by Molliére et al. (2017) [17] in
Section 5. A summary is given in Section 6.

2. Methods

2.1. Planet and Star Parameters

WASP-10b is a massive (2.96 MJup) and non-inflated (Teq = 950 K) hot Jupiter. Its young age of
270± 80 Myr [18–20] makes it an interesting object to study planet formation and evolution. While
early radius estimates predicted a rather large radius of ∼1.27 RJup [19], subsequent careful analysis of
the spots on the K5 dwarf host star suggested a 20% smaller planet radius of 1.02 RJup [4], which we
use in this study.

WASP-39b is a Saturn-mass planet (0.28 MJup) with a large radius (1.27 RJup) and therefore low
density ρ = 0.141 ρJup [21]. It is orbiting a late G-type star, which is smaller and, with an age of 9+3

−4 Gyr,
possibly older than the Sun. The observational parameters used here for WASP-10b and WASP-39b are
listed in Table 1.
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Table 1. Stellar and planetary parameters.

WASP-10b WASP-39b 5

MP 2.96+0.22
−0.17 MJup

1 0.28± 0.03 MJup
RP 1.03+0.077

−0.03 RJup
4 1.27± 0.04 RJup

a 0.0369+0.0012
−0.0014 AU 1 0.0486± 0.0005 AU

e 0.013± 0.063 3 0
Teq,A=0 950+30

−26 K 4 1116+33
−32 K

P 3.09 d 4.05 d

M? 0.75 MSun
2 0.93± 0.03 MSun

R? 0.67 RSun
4 0.895± 0.023 RSun

T? 4675± 100 K 1 5400± 150 K
age τ? 270± 80 Myr3 9+3

−4 Gyr
1 Ref. [19], 2 Ref. [18], 3 Ref. [20], 4 Ref. [4], 5 Ref. [21].

Since we are interested in the effect of clouds relative to cloudless atmospheres on the inferred
planet metallicity, we compute here planet models for a variety of cloud parameters but do not
account for the observational uncertainties in planet mass and radius. The only exception is thermal
evolution calculations for WASP-39b, where we request its radius at present time to drop below the 1σ

upper limit.

2.2. Interior

To estimate the present structure of the planets, we connect the atmosphere to the interior and
perform thermal evolution calculations. For the interior, we assume a three-layer structure of rocky
core, an adiabatic, convective envelope, and a radiative atmosphere. Atmosphere and envelope consist
of a mixture of hydrogen, helium and metals. Respective equations of state (EOS) are combined via
the linear mixing rule. By heavy elements or metals, we denote all elements or molecules heavier
than helium. Zatm and Zenv are the heavy element mass fractions in the atmosphere and envelope,
respectively, which we assume to be equal, Zatm = Zenv = Z. This is an assumption, not ruling out
other relations between atmospheric and envelope abundances [17,22]. The planetary bulk heavy
element mass fraction is ZP = ZenvMenv/MP + Mcore/MP, and Menv and Mcore are the masses of
envelope and core. For the solar reference metallicity we use Z� = 1.5% [23]. For WASP-10b, we set
Z = Z� and allow only the core mass to vary while, for WASP-39b, we allow also Z to vary. The helium
to hydrogen mass fraction is set to the protosolar value of Y = 0.27, where Y = MHe/(MHe + MH).
For hydrogen and helium, we use the SCvH EOS [24]. Metals in the envelope are represented by that
He-EOS scaled in density by a factor of four, or by the ice EOS presented in [25]. The rocky core obeys
the pressure–density relation given in [25]. The density ρ(P, T) is obtained from the linearly mixed EOS
at the pressure P and temperate T by interpolation. We obtain the mixed EOS by adding heavy elements
to the interior and the atmosphere via the linear mixing rule ρ−1(P, T) = ∑i Xi/ρi(P, T), where Xi
denotes the mass fraction of component i and XH := X, XHe := Y, XZ := Z [26]. The density profile
follows a pre-computed P–T profile along the adiabat of the envelope. Increasing the temperature at
fixed pressure usually decreases the density. Lower densities in the mantle result in a larger core mass
to conserve the given planet mass. This is why the P–T profile is so important. Otherwise, we rely on
the usual structure equations for non-rotating, spherical giant planets as previously done in [26,27].

2.3. Atmosphere Model with Clouds

The atmosphere model yields the atmospheric P–T profile. We use the 1D, plane-parallel,
analytical atmosphere model by Heng et al. (2012) [11] for hot Jupiters. It is based on the two-stream
solution and dual band approximation, where the incoming and outgoing radiation fluxes are
described by different frequency-averaged mean opacities. The incoming flux is represented by
the short-wave opacity κS, equivalent to the opacity κvis for visual light used in [28], while the
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outgoing flux is described by the long-wave opacity κL equivalent to κth in [28] for thermal radiation.
Following Heng et al. [11], κS is constant with respect to temperature and pressure while κL may have
a dependence on pressure. Indeed, gas opacities significantly depend on pressure because of pressure
broadening or collision induced absorption. Cloud decks are included as an additional opacity source
κc(P) to the constant long-wave opacity κL,0 of the otherwise cloudless atmosphere,

κL(P) = κL,0 + κc(P) . (1)

The analytic model atmosphere provides a relation between global mean temperature T and
longwave optical depth dτL = κLdm, where m is column mass from top to bottom, as well as the
parameter τ = κLm. We call the latter here optical depth although this holds only if κL = const..
The T–τ relation makes use of the Eddington coefficients E1 = 1/3 and E2 = 1/2 to close the set of
equations for the moments of radiation transfer. It reads (cf. Equation (31) in [11])

T4 =
T4

int
4

(
2 + 3

∫ m

0
κLdm′

)
+

T4
eq

2

[
1 +

γ√
ξ

E2

(
κSm′√

ξ

)
+ 3

∫ m

0
κLE3

(
κSm′√

ξ

)
dm′

]
, (2)

with Ej(x) =
∫ ∞

1 y−j exp(−xy) dy as the exponential integrals. Equation (2) depends on the cloud
opacity through κL and the opacity ratio γ = κS/κL. Furthermore, the global mean temperature T
depends on the intrinsic heat flux Fint = σB T4

int, which is the outgoing flux from the planet at the
bottom of the atmosphere, and on the zero-albedo irradiation flux σBT4

eq, 0 = σBT4
? (R?/2a)2 where σB is

the Stephan–Boltzmann constant. Thus, (1− A)1/4Teq,0 is the globally averaged temperature a planet
of albedo A would adopt if in radiation equilibrium with the incident flux. Since a scattering parameter
ξ < 1 would be inconsistent with a non-uniform opacity, here κL(P), we set ξ = 1 (no scattering) and
take scattering into account only via the albedo in Teq, which we set to AB = 0.3 [29,30], while noting
that other work suggests smaller values (e.g., [31]). More recently, the geometric albedo of several
exoplanets has been derived from secondary eclipse data and found to be quite small, even less than
0.1 [32]. On the other hand, the Bond albedo value of Jupiter itself has recently been revised upward
from its Voyager-data based value of 0.34 to the new Cassini-data based value of 0.5 [33]. To study
the thermal evolution of irradiated giant planets as a function of uncertainty in albedo is left to future
work. For a more consistent treatment of scattering in the presence of non-uniform absorption, see
Ref. [34]. For the cloud-free (κL = κL, 0) atmosphere without scattering (ξ=1), Equation (2) reduces to
the global average temperature profile of Guillot (2010) [28]. The P–τ relation for constant gravity g
and pressure-dependent longwave opacity reads

P = m · g = (τ/κL) g . (3)

We use the cloud-free model to constrain the parameter γ. For WASP-10b, we fit to 1D, non-gray,
atmospheric P–T profiles specifically calculated for this planet for different values of Tint [35] (see
Figure 1). For WASP-39b, we fit κS and κL, 0 to the global averaged P–T profile from Ref. [16] for a
1× solar composition metallicity. We find κL,0 = 0.0136 cm2/g, κS = 0.002 cm2/g (γ = 0.147) for
WASP-10b and κL,0 = 0.006 cm2/g, κS = 0.00037 cm2/g (γ = 0.062) for WASP-39b. However, albeit
using solar-composition models to fit our double-gray clear atmosphere, it is important to notice
that an increase (or decrease) of atmospheric enrichment changes the position of the isotherm [36,37].
An increase in atmospheric metallicity leads to higher temperatures in the isothermal part of the
atmosphere [38]. In the case of WASP-39b, where possibly the atmosphere is enriched by a factor of
100–200× solar value, the isotherm would be pushed to even hotter temperatures.

The results of these fits are shown in Figure 1. In Figure 2, we show the Rosseland mean opacities
along the P–T profiles for the present planets using the fit formula of Valencia et al. [39] to the tabulated
values of Freedman et al. [40]. We conclude that our obtained long-wave opacity values κL,0 ∼ 0.01 cgs
are appropriate mean Rosseland mean opacities in the radiative atmospheres of both planets.
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Figure 2. Fit of Valencia et al. [39] to the Rosseland mean opacities κR of Freedman et al. [40] along
isobars (dashed) and κR along the present P–T profiles for WASP-10b (solid orange) and WASP-39b
(solid blue). The transition from the atmosphere to the interior is marked by grey circles.

2.4. Cloud Model

The model of Heng et al. [11] for a purely absorbing cloud provides a simple toy model
approach that reduces the complexity of the problem to few parameters while including the important
greenhouse effect of clouds. The cloud opacity can be assumed to take the shape

κc(P) = κc0 exp
[
−∆c (1− P/Pc)

2
]

. (4)

The cloud opacity depends on the normalization factor κc0 , the location of the cloud deck Pc,
and the cloud deck thickness parameter ∆c, where small ∆c values yield vertically extended cloud
decks while large ∆c values lead to thin cloud decks. By construction, the cloud opacity adopts a
Gaussian shape. The cloud optical depth τc adds to the longwave optical depth τL. This is illustrated
in Figures 3 and 4 for WASP-10b and WASP-39b, respectively, for cloud parameters considered in this
work. The cloud normalization opacity κc0 was adjusted to reach optical depth values τL as in [7,41].

In this cloud model, cloud decks lead to warming of the atmosphere above the cloud, although
high above the cloud deck the effect may reverse and lead to cooling (not shown in Figures 3 and 4).
Nevertheless, the enhancement of opacity and optical depth in a limited region of the atmosphere leads
to a strong heating of the deep atmosphere (left panel) and the typical isothermal region of temperature
Tiso, which is most clearly seen for Tint = 0, is shifted toward higher Tiso values. For Tint = 0,
the isothermal region extends all the way down to the center of the planet. Of interest to this study
is the question of how much the warming effect of the clouds affects the deep interior of planets of
finite intrinsic heat fluxes (Tint > 0), and how much this warming effect affects our inferred heavy
element abundances.
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Figure 3. Influence of two cloud decks (optically thin, blue; optically thick, violet, cloud-free, orange)
on the P–T relation of WASP-10b for Tint = 0 K (left) and P–τ-relation (right) for optical depth τL

(dashed) and cloud optical depth τc (solid), which contributes to τL (cf. Equation (49) in [11]). The cloud
decks are located at 0.3 bar and are of vertical extension ∆c = 1.
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Figure 4. Similar to Figure 3 but for WASP-39b and three possible cloud locations at 0.001 (green),
0.3 (purple) and 30 bar (orange) as well as the cloud-free atmosphere (blue, only left panel). For the
cloud deck at 30 bar, we show the resulting P–T profiles for Tint = 300, 400, 500 K (from darker to
lighter orange) as well as the isotherm (dash-dotted, orange).

To address this question, we investigate six different possible cloud layers for WASP-10b and three
for WASP-39b. They are selected based on the condensation curves of typical cloud species [16,42,43]
shown in Figure 1. Possible cloud forming species and their approximate intersection pressures
are listed in Table 2. We take those pressures as the cloud deck mean location Pc in Equation (4).
We consider optically thick (κc0 ∼ 10 κL,0, τc > 1, see Figures 3 and 4) and optically very thick
(κc0 ∼ 100 κL,0, τc > 10) cloud decks. However, for simplicity, we label them optically thin and optically
thick, respectively. The vertical extension is set to ∆c = 1 where possible in order to allow for a non-zero
(∆c sufficiently large) but not tremendously too strong (∆c sufficiently small) effect. In the real planet,
several cloud decks may be present simultaneously and they may be patchy, while, in this model,
only one permanent cloud deck is considered and assumed to be uniform.
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Table 2. Cloud deck parameters considered in this work.

Cloud Species Pc [bar] ∆c [-] κc0 [m2/kg]

WASP-10b

KCl/ZnS 0.01 1 0.01
KCl/ZnS 0.01 1 0.1

Na2S 0.3 1 0.01
Na2S 0.3 1 0.1
MnS 10 10 0.01
MnS 10 10 0.1

WASP-39b
Na2S 0.001 1 0.2
MnS 0.3 1 0.1

MgSiO3/Cr 30 10 0.01

2.5. Atmosphere-Interior Connection

The transition to the adiabatic interior is made where the local numeric temperature gradient
∇T,local is larger than the adiabatic gradient∇ad taken from the EOS table. Further, we see a convective
region forming in most cloudy models above the cloud deck. As the starting point for the adiabatic
interior we take the lower intersection of ∇T,local with ∇ad. Generally, the boundary moves to lower
pressures with increasing Tint and Teq [9].

2.6. Planetary Evolution

To determine the present Tint value of a planet, we perform thermal evolution calculations.
The planets are assumed to be of the same age as the parent star within an uncertainty of a few Myr.
Further, we assume an orbital location constant in time. Of course, the planets once migrated to their
present location, but this is thought to have happened on a comparably short timescale during the first
10 Myr [44]. Integrating the energy balance equation over time, we obtain the evolution of luminosity
L and radius RP(t)

Leff − Leq = Lint = Lsec + Lradio + Lextra (5)

with Leq = 4πR2
PσBT4

eq being the absorbed and re-emitted flux. The heat loss from the interior

Lint = 4πR2
PσBT4

int contains three further components. Lsec = −4πR2
P
∫ M

0 dmT(m) ds
dt accounts for

cooling and contraction of the planet, Lradio stands for radiogenic heating, but is of minor importance
for H/He-dominated gas giants, and Lextra = ε4πR2

PσBT4
eq denotes an extra energy that may be needed

to inflate the planet. In Ref. [45], the statistically most likely values of ε as a function of irradiation flux
are determined for a sample of planets that exclude planets with MP < 0.5 MJup. Here, we need the
extra heating term in order to reach the large age of the 0.28 MJup planet WASP-39b. Depending on
the distribution of heavy elements in the envelope vs. core, we find ε = 2.75–4.00% compared to the
majority of hot Jupiters where ε = 1–3% [45]. In Figure 5, we show the radius evolution of WASP-39b
with and without extra heating. For the young WASP-10b, we do not need extra heating to explain its
measured radius.
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Figure 5. Radius evolution for WASP-39b with (bluish) and without (purple) extra heating. The planet
stays hot and inflated for several Gyrs as the additional heating ε prevents further contraction.

3. Results for WASP-10b

In Figure 6, we show atmospheric P–T profiles for WASP-10b for finite Tint values for a cloud
deck at 0.3 bar and two different cloud opacities κc = 0.01 and 0.1 m2/kg.

As shown in Figure 3 for Tint = 0 K, clouds can shift the temperature in the isothermal region
significantly toward higher values. This is also the case for finite Tint values. Figure 6 also shows that
clouds shift the onset of the adiabatic interior to deeper regions. Both effects become more pronounced
with increasing cloud opacity. However, we find that the interior adiabat follows the adiabat of the
cloud-free case of same Tint value.
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Figure 6. Atmospheric P–T profiles of WASP-10b for finite Tint values of 300, 400, 500, and 600 K
(from bottom to top) and three cloud deck scenarios: optically thin at 0.3 bar (blue), optically thick
at 0.3 bar (purple), and cloud-free (orange). Circles mark the transition between atmosphere and
adiabatic interior.

The optically thin cloud (blue) in Figure 6 shifts Tiso by about 400 K from ∼1400 K to ∼1800 K.
Under these conditions, the initially assumed Na2S molecules would no longer condense while silicate
clouds (Mg2SiO3 and Mg2SiO4) might form in present WASP-10b. In this sense, we consider the
optically thin cloud at 0.3 bar a more likely option for WASP-10b. On the other hand, the assumption of
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the optically thick cloud at 0.3 bar (purple) clearly shifts Tiso far beyond any temperature regime where
heavy elements might condense out. Similar reasoning applies to the four other cloud cases considered
for WASP-10b. Our optically thick clouds cause too strong heating, evaporating any clouds, while in
the atmosphere heated by the optically thin clouds condensible species could still condense out. This is
the picture that emerges if using condensation curves for solar-metallicity atmospheres. Despite the
apparent inconsistencies with the optically thick clouds, we keep them in the loop. This allows us to
place an upper limit on the quantitative influence of assumed long-wave absorbers on the inferred
metallicity.

We proceed with the case of the cloud at 0.3 bar and show the radius evolution in Figure 7.
Cooling times in agreement with the known age of the system can easily be obtained for all

considered cloud models. Lower assumed Tint values for the present planet lead to longer cooling
times. We find that optically thick clouds with their strong heating effect slow down the heat loss from
the interior, leading to higher Tint values. They also slow down the contraction of the planet. To obtain
a radius for the present planet in agreement with the known age and radius, the planet with optically
very thick clouds must harbor a larger amount of heavy elements. That leads to the link between Mcore

in representation of planetary bulk heavy element mass ZP and Tint(t0) shown in Figure 8. Thick lines
in Figure 8 show the models matching RP, MP and the error range of the age of the system.

The higher is Tiso, rising with the optical thickness and Pc, the larger is the core mass. The more
likely option of the optically thin cloud deck at 0.3 bar (solid dark blue) leads to a 10% higher core
mass compared to the cloud-free model (orange). For optically thin clouds high in the atmosphere,
the heating effect on the atmosphere is lower and the influence on inferred metallicity is negligible
(the blue-dashed curve in Figure 8 coincides with the orange curve). For the optically thin clouds deep
in the atmosphere the heating effect is strong and therefore we had to make the cloud more tenuous by
increasing ∆c instead. The maximum enhancement in inferred heavy element abundance is about 10%
and well represented by the medium-height cloud at 0.3 bar. For optically thick clouds, which are not
likely options, we obtain a maximum increase in inferred heavy element content of up to 100%.
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Figure 7. Radius evolution of WASP-10b for the cloud-free atmosphere (orange) as well as for optical
thick (purple) and optical thin (blue) clouds decks at Pc = 0.3 bar. Solid lines yield a cooling time of
270 Myr while dashed lines within the 1σ uncertainty of the age, e.g., light dashed lines then describe
models reaching the lower limit of the age constraint of 190 Myr.

Thorngren and Fortney (2019) find for WASP-10b ZP = 0.12± 0.02, using MP = 3.15 MJup and
RP = 1.08 RJup, in agreement with our results for the cloud-free model, where we obtain ZP = 0.13 at
Tint = 400 K.
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Figure 8. Mcore-Tint relation for WASP-10b assuming cloud-free atmosphere (orange) and six different
cloud decks in the atmosphere. Thin lines indicate the results obtained by MP, RP, thick bars highlight
the solutions that also satisfy the age constraint.

4. Results for WASP-39b

4.1. Cloud Height

In Figure 9, we show the atmospheric P–T profiles for WASP-39b with and without cloud decks.
We find that the high cloud deck at 0.001 bar would heat the upper atmosphere so much that only
silicates could condense out at such low pressures.

T
int

fgdg

600 K
500 K
400 K

1000 2000 3000 4000 5000 6000 7000

T [K]

10
-9

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

P
 [

G
P

a]

10
-4

10
-2

10
0

10
2

10
-5

10
-3

10
-1

10
1

10
3

P
 [

b
ar

]

WASP-39b

cloud-free atmosphere

0.3 bar
 cloud decks at

0.001 bar
0.3 bar
30 bar

Figure 9. Atmospheric P–T profiles of WASP-39b for finite Tint values of 400, 500, and 600 K for three
decks located at 0.001 (green), 0.3 (purple), and 30 (orange) bar as well as the cloud-free atmosphere
(blue). Circles mark the transition between atmosphere and adiabatic interior.

The analysis in Ref. [2] indicates the presence of clouds on only one side of the limb while a clear
sky on the other. In their 3D global circulation models, a high-metallicity atmosphere was clearly
required to explain the spectra while optically thick, uniform clouds would not much influence the
fit. Thus, the observations do not well constrain the presence of clouds, in particular in the deep
atmosphere below∼0.1 bar or deeper. We proceed with the cloud deck at 30 bar. According to Figures 1
and 9, this cloud deck could be a more likely solution for the 10–30 bar region while the heating of the

54 Publications



Atmosphere 2019, 10, 664 12 of 18

deeper troposphere for the deep-seated cloud at 30 bar is very strong. At 3000–4000 K, condensible
species will not condense out. On the other hand, a uniform silicate cloud layer at 30 bar may impose
a compositional gradient, which itself may inhibit convection unless the super-adiabaticity becomes
sufficiently strong. As a result, the temperature gradient needed to transport the internal heat outward
must be larger than in the adiabatic case without cloud. For the solar system giant planets, this effect
may amount up to several 100 Kelvins [46]. Therefore, we consider the deep, optically thin cloud at 30
bar a possible option for WASP-39b. We caution that a number of further effects may lead to a more
complex picture than drawn here. Condensation of heavier species decreases the mean molecular
weight of the surrounding medium and condensates may decouple from the gas phase, affecting the
density difference between vertically moving parcels and the background state and thus the possible
stability. Moreover, since the Rosseland mean opacity depends on metallicity [40], redistribution of
condensible species by condensation also influences the radiative gradient of the background state.
Leconte et al. (2017) [46] also found that possible stability requires a sufficiently high mixing ratio of
condensible species. Whether sufficient conditions for stability are satisfied in the atmospheres of the
hot Jupiters remains to be investigated.

4.2. Metallicity

WASP-39b is an interesting planet because of its observationally determined atmospheric water
abundance. Recently, Wakeford et al. (2018) completed the existing transmission spectrum data in the
optical obtained with HST STIS [47] and VLT FORS2 [48] and in the infrared obtained with Spitzer
IRAC [47] by adding spectral data in the near infrared using the HST WFC3 camera. The clearly
detected water absorption features allowed them to retrieve the atmospheric metallicity, temperature,
and cloudiness of the observationally accessible part of the atmosphere amongst other parameters.
Combined likelihood analysis of their isothermal equilibrium model yielded a high-metallicity
atmosphere of ∼151+48

−46× solar abundances, though their free-chemistry model yielded a lower
metallicity of ∼117+14

−30× solar abundances.
The high metallicity of 100–200× solar corresponds to a heavy element mass fraction Zenv ∼

0.25–0.75 (see Table 3). Cloud-free structure model of WASP-39b yield a maximum Zp value of 0.25 [3],
where Zp ≥ Zenv due to the possible presence of a core.

First, we require our cloud-free models to have ZP = 0.22± 0.03 as found in Ref. [3] for cloud-free
models. Because this planet seems to be inflated (see Section 2.6), we account for extra heating ε > 0.
For Zenv = 0.05, we find ε ≈ 2.75%, whereas for Zenv = 0.2 we find ε ≈ 3.90%. These ε values are
then used also for the models with clouds. From our experience with the models for WASP-10b, where
optically thin clouds have a minor effect on Tint, we also use the same range of Tint values as found
for the cloud-free case, so that no additional evolution calculations are necessary. Figure 10 shows
the results on Zenv and Zp. Even for the extreme case of the optically thick cloud, high atmospheric
metallicities of Zenv ∼ 0.5 as observationally derived can barely be reached. Interestingly, however,
for the optically thin deep cloud the enhancement in inferred metallicity amounts to about 50%,
which allows us to obtain solutions just within the observational uncertainty of Wakeford et al. [2]. A
summary of the metallicities for WASP-39b is given in Table 3.

With our favored cloud model for WASP-39b, the optically thin deep cloud, we obtain a maximum
envelope metallicity of 0.3, which is 50% higher than our value in the cloud-free case. However,
the maximum Zenv value still falls short of the observed value. Our results therefore confirm the
conclusion of Thorngren and Fortney (2019) of additional sources of uncertainty relevant to WASP-39b.
One source of uncertainty is the EOS. While the H/He-EOS was found to induce an uncertainty of a
few percent only for massive hot Jupiters and brown dwarfs, wherein matter is largely degenerate [49],
this effect might be stronger for warm, lower-mass planets where temperature effect on the P–ρ relation
can be stronger. The composition of heavy elements matters as well. Icy cores typically have a 50%
higher mass than rocky cores if otherwise the same modeling procedure is applied.
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Figure 10. Range of envelope metallicity Zenv due to different atmosphere models without clouds
(blue), with optically thick cloud deck at 0.3 bar (purple), and optically thin at 30 bar (favored case,
orange). Circles/diamonds indicate the maximum Zenv value for a fully-mixed planet. The solid and
dashed colored lines indicate models with different Tint/ε-values obtained for the cloud-free models.
The arrows indicate the increase of Zenv when clouds are switched on.

Table 3. Constraints on atmospheric metallicity of WASP-39b.

WASP39-b

Wakeford et al. (iso. eq.) [M/H]=151+48
−46× solar Zenv = 0.514+0.25

−0.24
Wakeford et al. (free-chem.) [M/H]=117+14

−30× solar Zenv = 0.45+0.09
−0.17

Thorngren and Fortney Z:HP = 40.51± 8.3× solar ZP = 0.22± 0.03 (=Zenv, fully mixed)
This work, cloud-free Zenv,max = 0.2

This work, 0.3 bar cloud deck Zenv,max = 0.47
This work, 30 bar cloud deck Zenv,max = 0.31

Notes. For conversion of [M/H] to Z, we use Equation (3) in [3] with water as heavy element. The ratio
Z:HP is the atmosphere abundance for a fully mixed planet, as derived derived from interior models in [3],
Equation (3).

Since WASP-39b is likely to be heavy element-rich, it could also be that the heavy elements are not
homogeneously distributed but that their abundance increases with depth. Even slight compositional
gradients can suppress convection and delay cooling. This may be the case in exoplanets [50] and in
Saturn itself [51].

5. Comparison to Self-Consistent Cloud Models

Clouds will not only be important at infrared wavelengths, but they can also contribute to
absorption and scattering of irradiation at short wavelengths. This is neglected in the cloud model we
use. Out of the codes capable of calculating the structure of self-luminous and/or irradiated planets
(e.g., [52–54]), we here compare the ad-hoc approach of Heng et al. (2012) [11] to the self-consistent
atmosphere models with clouds of Mollière et al. (2017) [17], who used the petitCODE [37]. Within this
code, models with clouds and different metallicities have been calculated specifically for WASP-10b and
WASP-39b. That code calculates radiative-convective equilibrium atmospheric structures and spectra
of extrasolar planets self-consistently, assuming chemical equilibrium. The radiative transfer model
implements absorption, emission and scattering. It implements the Ackerman and Marley (2001) [55]
cloud model for clouds composed of MgAl2O4, Mg2SiO4, Fe, KCl and Na2S. Particle opacities are
calculated using Mie theory (assumption of spherical, homogeneous grains) or the distribution of
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hollow spheres (approximating irregularly shaped dust aggregates). For both planets, WASP-10b
and WASP-39b, we plot the clear and cloudy solutions of Mollière et al. (2017) in comparison to
our clear and cloudy atmosphere models for Tint = 400 K in Figure 11. Mollière et al. (2017) used
cloud models which differ in the assumptions of the grain shape, the standard settling parameter
fsed from the Ackerman and Marley model, the maximum cloud mass fraction, the width of the
cloud particle size distribution as well the inclusion of iron clouds (see Table 2 in [17]). The different
model assumptions result in different atmospheric structures. For temperate giant planets, such as
WASP-10b and WASP-39b, they investigated cold cloud models as well, where only Na2S and KCl are
considered as possible cloud species (Figure 11, red) as for this temperature regime higher temperature
condensates may not mix up from their deep cloud deck locations.

For both planets, the cloudy atmospheric structures from Mollière et al. (2017) lead to both cooler
and hotter isotherms. Their favored cold cloud models, only using Na2S and KCl as cloud species,
lead to cooler isotherm for all different cloudy model parameters compared to the clear atmosphere
in orange. In contrast, in this work, the fit parameter of the double-gray atmosphere and the added
cloud opacity lead to a warmer atmosphere beneath the cloud deck for all of our assumed cloud decks
in the atmosphere. For WASP-10b, there is only one model (dashed light blue) that yields a hotter
isotherm, whereas for WASP-39b there are three cloudy models that yield a hotter isotherm compared
to the cloud-free case. This comparison suggest that our favored 0.3 bar cloud model for WASP-10b
may be supported by the hot cloud model of Mollière et al. (2017), down to significant depths of
∼1 kbar, while for WASP-39b our favored 30 bar cloud model is supported to ∼100 bar and thus may
overestimate the here obtained influence on the Zenv of WASP-39b.
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Figure 11. Atmospheric temperature structures for WASP-10b (left) and WASP-39b (right). Our result
for the clear atmosphere is shown in orange for Tint = 0 K as well some of our cloudy solutions in
dark blue. The bunch of profiles in red (cold models) and light blue (hot models) are from Mollière
et al. (2017) for different cloud model parameter, see text. The condensation curves assume solar
elemental abundance.

6. Conclusions

We performed coupled atmosphere, interior, and evolution calculations for the two giant planets
WASP-10b and WASP-39b and investigated the effect of additional absorbers, which we call cloud
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decks, of the inferred metallicity. We assumed cloud optical thicknesses of τc ≈ 1–10 (named optically
thin) and τc ≈ 1–100 (named optically thick), as well as different cloud heights in the atmosphere
corresponding to certain condensible species. The clouds decks are purely absorbing and based on the
model of Heng et al. (2012) [11]. Our major findings are as follows:

(I) Through their additional infrared opacity, these cloud decks tend to warm the atmosphere
beneath. This leads to a more or less pronounced enhancement in inferred heavy element
abundance.

(II) For the optically thicker cloud decks, the heating is too strong so that condensible species would
no longer condense out. This puts an upper limit on the enhancement in metallicity of 100% on
both planets.

(III) For optically thin clouds, the heating of the atmosphere can be sufficiently small so that
condensible species can condense out. In this case, we find an increase of the core mass of
up to 10% for WASP-10b.

(IV) For WASP-39b we find a maximum atmospheric metallicity of Zenv = 0.31 if we assume a
deep cloud at 30 bars in the troposphere that in addition would lead to inhibited convection.
Even in this favored case, the possible envelope metallicity is still near the lower limit of the
observationally inferred value. Further effects that lead to a heating of the planet are clearly
required. Since the heating efficiency is empirically not yet constrained, as it is for hot Jupiters [45],
ε > 3% is not excluded for such planets. Such high values would help to bring the observationally
inferred Z in agreement with interior-model inferred Z.

Due to the complexity of modeling clouds in a realistic manner, we applied a simple cloud
model that is a crude representation of real cloud decks. The predictive power of that model stands
and falls with the assumed cloud opacity, cloud height, and cloud thickness, which are poorly
known parameters. Another important point is how to couple this cloud model to the atmospheric
structure self-consistently. Nevertheless, this work suggests that deep cloud decks below the pressure
level accessible to transmission spectra observations may influence the temperature structure in the
atmosphere and the inferred metallicity to some extent. A more sophisticated approach is desired.
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A B S T R A C T 

We are interested in the influence of cloudy atmospheres on the thermal radius evolution of warm exoplanets from an interior 
modelling perspective. By applying a physically motivated but simple parametrized cloud model, we obtain the atmospheric 
P –T structure that is connected to the adiabatic interior at the self-consistently calculated radiativ e–conv ectiv e boundary. We 
investigate the impact of cloud gradients, with the possibility of inhibiting superadiabatic clouds. Furthermore, we explore the 
impact on the radius evolution for a cloud base fixed at a certain pressure versus a subsiding cloud base during the planets’ 
thermal evolution. We find that deep clouds clearly alter the evolution tracks of warm giants, leading to either slower/faster 
cooling than in the cloudless case (depending on the cloud model used). When comparing the fixed versus dynamic cloud base 
during evolution, we see an enhanced behaviour resulting in a faster or slower cooling in the case of the dynamic cloud base. 
We show that atmospheric models including deep clouds can lead to de generac y in predicting the bulk metallicity of planets, Z P . 
For WASP-10b, we find a possible span of ≈ Z P 

+ 0 . 10 
−0 . 06 . For TOI-1268b, it is ≈ Z P 

+ 0 . 10 
−0 . 05 . Further work on cloud properties during 

the long-term evolution of gas giants is needed to better estimate the influence on the radius evolution. 

Key words: planets and satellites: atmospheres – planets and satellites: gaseous planets – planets and satellites: individual: 
(WASP-10b, TOI-1268b) – planets and satellites: interiors. 

1  I N T RO D U C T I O N  

Giant planets are essential for understanding how planets form and 
evolv e because the y hide important information within their interiors 
(e.g. Turrini et al. 2018 ; Helled et al. 2021 ). In particular, both the 
mass of the heavy elements and their distribution within the planet 
are of interest, as the bulk and atmospheric composition of the planets 
are related to their formation and evolutionary history. For example, 
the heavy element content of the planet may be correlated with the 
star’s metallicity, both forming from the same protostellar cloud (e.g. 
Guillot et al. 2006 ; Thorngren et al. 2016 ). 

Characterization of the interior is initially based on observational 
parameters of the planet, such as planetary mass, radius, and stellar 
age, as a proxy for the age of the planetary system and the planet 
itself. The ensuing description of the current (today’s) bulk structure 
then relies on purely numerical models and delivers, among other 
things, the desired heavy-element content. Making use of the full set 
of observational parameters, one has to couple atmosphere, interior, 
and thermal evolution models (e.g. F ortne y, Marle y & Barnes 2007 ; 
Baraffe, Chabrier & Barman 2008 ; Poser, Nettelmann & Redmer 
2019 ; M ̈uller & Helled 2023a , b ). 

In this context, the atmosphere of the planet plays a unique role. It 
is critical for the planet’s radiative budget, in particular for irradiated 
planets, as it serves as a bottleneck for both the incoming stellar 
irradiation and the emitted intrinsic flux. As a result, it has a direct 

� E-mail: anna.poser@uni-rostock.de 

impact on the planet’s cooling behaviour because the intrinsic heat 
from the inside is radiated away through the atmosphere over time. 

Over the past years, several atmosphere models have been de- 
veloped that account for stellar irradiation and intrinsic heat flux, 
including atmospheric characteristics such as grains, hazes, and 
clouds (e.g. Guillot 2010 ; Heng et al. 2012 ; Molli ̀ere et al. 2015 ; 
Baudino et al. 2017 ; Malik et al. 2019 ). 

Few earlier works have investigated the impact of the atmospheric 
conditions including grains and clouds on the planets’ long-term 

thermal evolution: For example, Kurosaki & Ikoma ( 2017 ) show 

that condensation in heavily enriched atmospheres of ice giants 
accelerates the cooling as the planet emits more energy due to latent 
heat release. In contrast, Vazan et al. ( 2013 ) show a delayed cooling 
due to an atmosphere enriched in grains for giant planets. 

For isolated, non-irradiated low-mass planets ( M P < 0 . 6 M J ), 
Linder et al. ( 2019 ) find that including clouds or using different 
atmospheric codes have only a limited influence on the evolution 
tracks. 

In many atmospheric models, the stellar irradiation flux is consid- 
ered to be the main driver of the physics of the upper atmosphere. 
F ortne y et al. ( 2020 ) emphasize that not only the equilibrium 

temperature ( T eq ) as a measure for the stellar irradiation characterizes 
the atmosphere of giant planets but also the heat flux from the deep 
interior (characterized by the intrinsic temperature T int ), stressing that 
the appearance of clouds might as well depend on the atmospheric 
pressure–temperature conditions ( P –T ) in the deep atmosphere. 

© 2024 The Author(s). 
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In coupled atmosphere-interior models with conv ectiv e interiors, 
the atmosphere connects to the inner envelope at the radiative–
conv ectiv e boundary (RCB; e.g. Poser et al. 2019 ; Thorngren & 

F ortne y 2019 ; Thorngren, Gao & F ortne y 2019 ). During the planets’ 
long-term evolution, the RCB mo v es towards higher pressures for 
progressing time-steps as the planet cools down. To the best of our 
kno wledge, the ef fect of deep-seated cloud decks on the RCB and on 
the long-term thermal evolution of warm irradiated planets has not 
been studied so far. Knowing the impact on the evolution curves may 
help characterize giant planets with regard to their heavy element 
mass and distribution. 

Therefore, we aim at estimating the influence of atmospheric P –
T conditions with and without clouds on the long-term evolution 
of irradiated giant planets. In detail, we vary the atmospheric model 
while performing thermal evolution calculations for two young warm 

giant planets, TOI-1268b and WASP-10b. We concentrate our study 
on warm Jovian planets as they do not show an inflated radius. Inflated 
gas giants with T eq > 1000 K need an additional amount of extra 
energy that would induce another model uncertainty (Thorngren & 

F ortne y 2018 ; Sarkis et al. 2021 ). Also, it is more probable that 
clouds occur at lower T eq (e.g. F ortne y et al. 2020 ). 

In this paper, we look at the difference of cloud-free and cloudy P–
T structures, exploring how a possibly variable cloud deck location 
affects the evolution. Our idea is that during evolution, the deep parts 
of the atmosphere cross the condensation curves of possible cloud 
condensation curves at different pressure levels, resulting in changing 
(evolving) cloud deck bases. For our purpose, we apply the approach 
of Poser et al. ( 2019 ), adapting and extending the cloud model by 
Heng et al. ( 2012 ). In that approach, the semigrey atmosphere model 
is employed for coupled interior and thermal evolution calculations. 
It allows us to approximate the complex radiative transfer and 
microphysics of cloudy atmospheres in a much simplified manner 
suitable for this study. A cloud deck is added as an additional absorber 
in the longwave ignoring shortwave scattering. To understand the 
general impact of cloud decks in the interior modelling procedure, 
we also investigate the influence on the T int –Z env phase space. 

The paper is structured as follows. Section 2 outlines our modelling 
approach to study the thermal evolution of gaseous planets, focusing 
in Sections 2.1 and 2.3 on the description of the atmospheric model. 
Section 2.2 briefly describes the interior and thermal evolution 
model, while Section 2.4 summarizes the modelling procedure. The 
planets under study, TOI-1268b and WASP-10b, are introduced in 
Section 3.1 . Presenting the results, we first show the impact on 
the static T int –Z env phase spaces for both planets in Section 3.2 , 
comparing both cases with and without clouds. Static means, our 
approach matches the planetary mass and radius, without performing 
additional evolution calculations matching the planets’ age. In Sec- 
tion 3.3 , we show the radius evolution curves for a clear atmosphere. 
In Section 3.4 , we present the main results quantifying how the radius 
evolution changes for different cloudy models. A discussion of the 
results follows in Section 4 . 

2  M O D E L  

Fig. 1 shows a sketch of the combined atmosphere and interior model 
setup applied. The planet is made up of up to three layers: a radiative 
atmosphere, an adiabatic envelope, and an isothermal solid core, 
follo wing our pre vious approach in Poser et al. ( 2019 ). We continue 
by presenting the atmosphere model accounting for a cloud deck 
in Section 2.1 , followed by a short description of the interior and 
thermal evolution model in Sections 2.2 and 2.3 . We outline our 

Figure 1. The model setup in this work: A Jovian planet is irradiated by its 
star. The atmosphere acts as a bottleneck for the incoming irradiation flux 
and the outgoing intrinsic heat flux, indicated by arrows. The interior consists 
of a radiative atmosphere, an outer convective envelope, and an isothermal 
core. The main constituents are hydrogen and helium, replenished by metals. 
We consider clouds in the atmosphere and combine atmosphere, interior, and 
thermal evolution models to obtain the radius evolution of the planet. The 
atmosphere model is used as an outer boundary condition for the interior 
model, connecting both models at the RCB. 

modelling process in Section 2.4 , which sets the foundation for the 
results presented in Section 3 . 

2.1 Atmosphere 

To account for radiative transfer in the atmosphere, we make use of 
(semi-)analytical 1D, plane-parallel atmosphere models. The clear, 
cloud-free model goes back to the work of Guillot ( 2010 ). It depends 
on the equilibrium temperature T eq , the intrinsic temperature T int , 
and a semigrey description of opacities in the short- and longwave 
wavelength range: κS , κL . The cloudy atmosphere model is based on 
the work of Heng et al. ( 2012 ) extending the work of Guillot ( 2010 ) 
to include the effect of a cloud deck. Here, clouds are added as 
additional absorbers in the longwave (Section 2.1.2 ). These models 
have been employed in prior studies for coupled atmosphere-interior 
calculations. (e.g. Jin et al. 2014 ; Poser et al. 2019 ; Kumar et al. 
2021 ; Dietrich et al. 2022 ; MacKenzie et al. 2023 ). 

2.1.1 The parameter γ of the basic grey atmosphere model 

Both clear and cloudy atmosphere models account for radiative 
transfer via semigrey opacities κL , κS . The parameter γ = κS / κL is an 
essential input to the models, determining the amount of absorption 
of the incoming flux. To determine the ratio γ , and consequently to 
use it for the atmosphere model of our planets, our objective is to 
find a correlation between γ and the equilibrium temperature T eq of 
irradiated gas planets. 

We fitted the T ( P ) relation by Guillot ( 2010 ) for clear atmospheres 
to published P –T profiles of warm to ultrahot Jupiters with different 
equilibrium temperatures by matching the deep isothermal regions 
manually. The deep isothermal region is characterized by the tem- 
perature T iso . Note, that varying κL for constant γ does not affect 
the location of the deep isothermal region as the optical depth τ
is proportional to ∝ κL P (assuming constant gravity in the thin 
atmosphere). But with larger κL , the isotherm expands to lower 
pressures, resulting in a vertical shift of the isotherm. 

We find the following fit for γ ( T eq ) for T eq = (500 −4000)K: 

γ ( T eq ) = 6 . 24 − 4 . 78 log ( T eq ) + 0 . 92 ( log ( T eq )) 
2 , (1) 

which is shown in Fig. 2 in black solid. We estimate a deviation 
in γ of ≈±0.1, based on different possible P –T -profiles resulting 
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Figure 2. The parameter γ = 

κS 
κL 

is an essential input parameter for semi-analytical atmosphere models. We derive a γ –T eq relation useful for a fast calculation 
of the temperature–pressure conditions. The resulting fit is shown in black. For comparison, we show the relation by Guillot ( 2010 ) in grey dashed and the 
results from Jin et al. ( 2014 ) in grey diamonds. T iso is the temperature of the deep isotherm of the atmospheric P– T profile which may extend to several hundred 
bars. We match the isotherm obtained with the analytical, clear Guillot ( 2010 ) model to the isotherm of previously published atmosphere models, which are 
based on a more complex solution of radiative transfer and treatment of opacities. Generally, with higher metallicities, the γ value shifts to smaller values as the 
deep isotherm becomes hotter. 

in different isothermal re gions. F or e xample, for HD 189733b with 
T eq = 1170 K, we fit to four different published profiles and get 
γ = 0.14–0.19. In Table A1 , we present the observational data 
and publications of the planets used for the fits. The equilibrium 

temperature of each planet is either given in publications or we 
calculate T eq = (1 − A ) 1/4 · T eq, 0 with T eq, 0 as the given zero-albedo 
equilibrium temperature, and given or estimated albedo A ≈ [0 −0.1], 
or via the definition of the irradiation temperature: The equilibrium 

temperature is defined as T eq = ((1 − A ) · f ) 1/4 · T irr , where the 
irradiation temperature is T irr = T � · ( R � / a ) 1/2 . Here, we set f = 1/4 as 
the heat redistribution factor. Other parameters are albedo A , T � and 
R � are the stellar ef fecti ve temperature and stellar radius, respectively, 
and a is the spatial separation between star and planet. Additionally, 
we plot planets with higher metallicity or higher albedo in Fig. 2 , see 
Table A2 . 

Our resulting fit formula differs from the proposed γ -relation by 
Guillot ( 2010 ), and from the results by Jin et al. ( 2014 ). Guillot ( 2010 ) 
set κL = 10 −2 cm 

2 g −1 and κS = 6 × 10 −3 √ 

( T irr / 2000 K) cm 

2 g −1 , 
specifically adapting these values for HD 209458b. 

We expect the fit, equation ( 1 ), to be a useful tool when using the 
Guillot ( 2010 ) or Heng et al. ( 2012 ) models. 

2.1.2 Cloud parameter for the semi-analytical Heng model 

Heng et al. ( 2012 ) use a parametrized depiction of a purely absorbing 
cloud deck where the long-wave opacity κL is modified by an 
additional cloud deck opacity κc . A cloud deck can be added through 
an additional contribution to the longwave opacity κL : 

κL ( P ) = κL , 0 ( P ) + κc ( P ) . (2) 

For the cloud-free Guillot model, it is κL = κL, 0 . For both planets, we 
use κL , 0 = 10 −2 cm 

2 g −1 which we found to be an appropriate mean 
Rosseland mean opacity in Poser et al. ( 2019 ). The advantage of 
the Heng model lies in its simplicity of formulation and the reduced 
number of free parameters. It only allows for the case of a purely 
absorbing cloud deck without scattering, so that the resulting cloud 

decks have a warming effect (for γ < 1) – which serves as an upper 
limit of the influence on the radius evolution. 

The cloud opacity takes on a Gaussian form, describing a non- 
uniform cloud deck: 

κc ( P ) = κc , 0 · exp 

[ 

−� c 

(
1 − P 

P c 

)2 
] 

. (3) 

The cloud deck thickness � c , the cloud deck position P c , and the 
cloud opacity normalization κc, 0 account now for an additional 
opacity in the longwave. A thinner cloud deck corresponds to a 
larger value of � c . 

Please note that equation ( 3 ) can easily be extended to several 
cloud decks (by adding up each deck’s κc ), as one expects several 
cloud decks to be present in an atmosphere, e.g. in Jupiter, Uranus, 
and Neptune (e.g. West 2017 ; Bjoraker et al. 2018 ; Bhattacharya 
et al. 2023 ; Wong et al. 2023 ). Ho we ver, we decided to use only one 
cloud deck to minimize the amount of free parameters. 

In the following paragraphs, we describe how we choose the free 
parameter of equation ( 3 ). 

Cloud deck location P c 

For the purpose of this work, we implicitly assume that clouds are 
formed by equilibrium processes and that we can comment on poten- 
tial cloud layers by comparing the clear P –T profiles to condensation 
curves of possible cloud-forming species (e.g. Mbarek & Kempton 
2016 ; Ohno & Okuzumi 2018 ). In this work, the intersection between 
the clear atmospheric profile and the respective condensation curve 
(e.g. MgSiO 3 ) yields the cloud deck pressure P c . Ho we ver, the 
cloud formation process is much more complex and dynamic, as 
assumed in this work, see Helling ( 2019 , 2021 ) for re vie ws. For our 
work, we need to deduce cloud parameters from studies that include 
advanced condensation chemistry. Helling et al. ( 2021 ) compare 
cloud properties for hot to ultrahot gas giants. For the coolest planet 
in their sample, WASP-43b with T eq = 1400 K, they find metal 
oxides (e.g. SiO, MgO), high-temperature condensates (e.g. iron 
Fe) and silicates (e.g. enstatite MgSiO 3 and forsterite Mg 2 SiO 4 ) 
to be possible condensates, looking at gas pressures P < 10 2 bar. 
Ho we ver, input to their models are 3D P –T structures obtained by 
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Figure 3. Fits to condensation curves of manganese sulfide (MnS), enstatite 
(MgSiO 3 ), and forsterite (Mg 2 SiO 4 ) as used in this work based on previously 
published formulas of Visscher et al. ( 2006 ) and Visscher et al. ( 2010 ) 
(dashed) for solar metallicity [M/H] = 0. Additionally, we show the values 
from Visscher et al. ( 2010 ) at high pressures (squares) for Mg 2 SiO 4 and 
MgSiO 3 as well as their melting temperatures (circles). Their condensation 
temperatures are depressed for high pressures which is not captured by the 
fits (dashed). 

global circulation models (GCMs) with a specific (and constant) T int 

value. Our work assumes a deep isotherm extending to a few kbar for 
lo w T int v alues for e volved planets which may change pressure range 
considered for condensation to occur. For our calculations here, we 
continue by using the condensation curves of MgSiO 3 for WASP-10b 
and TOI-1268b, when we calculate the intersection dynamically , see 
Section 2.3 . 

Here, we aim at modelling the effect of a (one) possible cloud 
deck in the deep atmosphere within the coupled thermal evolution 
calculations. The cloud deck location is the intersection of the pre- 
calculated clear P –T profile with a condensation curve. We use 
the previously published P –T relations for condensation curves by 
Visscher, Lodders & Fe gle y ( 2006 , 2010 ) that are also dependent 
on the metallicity [M/H]. We show their models for [M/H] = 0 
(1 × solar metallicity) in dashed in Fig. 3 . Furthermore, for Mg 2 SiO 4 

and MgSiO 3 , we plot the normal melting temperatures (circled) and 
the condensation curves for higher pressures (squared) as published 
by Visscher et al. ( 2010 ). Both Mg 2 SiO 4 and MgSiO 3 are reduced at 
higher pressures because SiO gets replaced by SiH 4 (Visscher et al. 
2010 ). This behaviour is not included in our fit. Furthermore, MgO 

condenses at P > 10 3 . 5 bar (Visscher et al. 2010 ) which in turn is 
represented by our fit for Mg 2 SiO 4 for P > 10 3 . 5 bar. In support of 
this, Helling et al. ( 2021 ) study cloud properties for a range of gas 
giants, e.g. suggesting that metal oxides (SiO, MgO) become more 
common than silicates (Mg 2 SiO 4 , MgSiO 3 ) at higher pressures. 

Cloud deck opacity and thickness 
To account for the remaining parameters, the cloud deck opacity 

κc, 0 and the cloud deck thickness � c , we compare our model with 
the P –T structure solutions with clouds from Linder et al. ( 2019 ), in 
particular the ones simulated with PETITCODE (Molli ̀ere et al. 2015 ; 
Baudino et al. 2017 ; Molli ̀ere et al. 2017 ), and with the cloud opacities 
of Helling & Casewell ( 2014 ), Lee et al. ( 2017 ), and Dobbs-Dixon & 

Agol ( 2013 ). 
In this study, we use κc, 0 = 0.05–1.0 cm 

2 g −1 and a cloud 
deck thickness of � c = [10, 25, 50, 75, 100] which we base on 
the comparison with the results in the papers mentioned abo v e. 
Following equation ( 2 ), the opacity at cloud level is characterized by 

a Rosseland mean opacity. Please note that – depending on the cloud 
location – a Planck mean opacity might be a better approximation, 
as the Rosseland mean opacity is better suited for regions, as it is 
the deep atmosphere because it weighs more for wavelengths that 
contribute a low opacity (Freedman et al. 2014 ; MacKenzie et al. 
2023 ). 

Atmospheric pr essur e–temperatur e gradients 
Kurosaki & Ikoma ( 2017 ) study the effect of low-temperature 

condensation clouds on the radius evolution using the pseudo-moist 
adiabatic temperature gradient for the troposphere. Moti v ated by 
our previous study and Kurosaki & Ikoma ( 2017 ), we introduce a 
modification of the local atmospheric gradient, so that it does not 
exceed the adiabatic gradient of the dry (clear) atmosphere: 

∇ local ≤ ∇ ad , dry . (4) 

Fig. 4 (left) depicts the implications for the P –T profile. Fig. 4 
(right) shows both the superadiabatic/non-modified (dashed) and the 
modified gradient (solid) o v er the same pressure range. Here, for two 
T int v alues, we sho w the clear profile (dotted) and two cloudy profiles 
with superadiabatic (dashed) and the modified gradient (solid). 

First, the warming effect of the cloud deck with the modified gradi- 
ent is reduced compared to the unmodified gradient. Furthermore, the 
P –T profiles with the modified gradient result in a cooler adiabat than 
for the clear case (for a constant T int of the atmosphere model), and the 
upper atmosphere is not influenced. This is opposite to Kurosaki & 

Ikoma ( 2017 ), where the inclusion of condensation shifts the P –T 

profile to lower temperatures for evolving times/cooling of the planet. 
Further, Kurosaki & Ikoma ( 2017 ) connect the atmosphere to the 

interior at a fixed pressure P ad where the (convective) interior starts. In 
this work, the RCB is calculated by equation ( 5 ), comparing adiabatic 
and local gradients of the P –T profile of the atmosphere. This yields 
an individual pair of ( T ad , P ad ) for different P –T conditions. In Fig. 4 , 
we plot the RCB as circles. The different P –T profiles lead to different 
( T ad , P ad ) values for the RCB. 

Despite the differences, we continue with our modification of the 
atmospheric model description as we expect the reradiated energy 
(due to latent heat release) does not directly influence the adiabat of 
the interior but the o v erall (enhanced) emission is then mirrored by 
the colder adiabat for a given T int value. 

2.2 Interior and thermal evolution model 

The interior model is composed of three discrete layers (atmosphere, 
envelope, and core), see Fig. 1 . While the atmosphere and the 
envelope differ in the assumed energy transport, the mass fractions 
of hydrogen X , helium Y , and metals Z are the same in atmosphere 
and envelope ( X + Y + Z = 1). The helium/hydrogen mass fraction 
abundance for all models is Y 

′ : = M H /( M H + M He ) = 0.27 (Bahcall, 
Pinsonneault & Wasserburg 1995 ). 

The transition from the radiative atmosphere to the conv ectiv e 
interior is determined by the adiabatic and local numeric temperature 
gradients: 

∇ local ≥ ∇ ad , (5) 

where ∇ ad = 

(
∂ ln T 
∂ ln P 

)
s 

is taken from the EoS tables. The RCB is then 
defined by ( T ad , P ad ) characterizing the entropy s of the interior 
adiabat. To account for the thermal evolution of the planet, we 
assume: 

L eff − L eq = L int = L secular + L radio . (6) 

The luminosity L eff describes the ef fecti ve luminosity reradiated 
o v er the entire surface of the planet. L eq = 4 πR 

2 
P σB T 

4 
eq is the 
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Figure 4. Left: Pressure–temperature profiles of the atmosphere for two intrinsic temperatures T int = 600 , 800 K (colour-coded) for a warm Jupiter. The clear 
P– T profile is shown (dotted), as well as the cloudy atmosphere profile Heng et al. ( 2012 ) (dashed), and the cloudy P– T profile with modified adiabatic gradient 
(solid). Transitions to the interior are marked by a dot. The cloud base P c is chosen by the intersection with the condensation curve of MgSiO 3 . Right: The local 
gradient of the cloudy atmosphere (dashed), the adiabatic gradient of the clear atmosphere (dashed dotted), and the modified gradient of the cloudy atmosphere 
(solid) are shown. 

absorbed and re-emitted stellar flux. The interior heat loss has 
different contributions: 

L secular = −
∫ M P 

0 
d m T ( m, t) 

d s( m, t) 

d t 
(7) 

accounts for cooling and contraction of the planet, and the radiogenic 
heating is denoted as L radio . For further information on the evolution 
and interior calculations, see Poser et al. ( 2019 ). 

Several other works have shown that the thermal evolution of a 
planet is influenced by the choice of the equation of state (EoS) for hy- 
drogen, helium, and metals (e.g. Vazan et al. 2013 ; Miguel, Guillot & 

Fayon 2016 ). We compare the influence of hydrogen and helium EoS 

by Chabrier & Debras ( 2021 ) (CD21) and Saumon, Chabrier & van 
Horn ( 1995 ) (SCvH95) on the clear radius evolution and the static 
T int –Z env phase space in Section 3.2 . For the cloudy radius evolution, 
we use the newer H/He – EoS by CD21 (Section 3.4 ). Note that the 
SCvH95 – EoS is based on a chemical model, while that of CD21 
includes ab initio data in particular for the warm dense matter region. 
The metals of the envelope ( Z env ) are represented as ice, while the 
core is made of rocks (both EoS from Hubbard & Marley ( 1989 )). 

Other model assumptions that may influence the heat transport and 
consequently the thermal evolution of the planet are the possibility 
of thermal boundary layers (e.g. Nettelmann et al. 2016 ; Scheibe, 
Nettelmann & Redmer 2019 ; Bailey & Stevenson 2021 ; Scheibe, 
Nettelmann & Redmer 2021 ), inefficient convection due to composi- 
tional gradients causing double-dif fusi ve or layered convection (e.g. 
Stevenson 1985 ; Leconte & Chabrier 2012 , 2013 ), or non-adiabatic 
interiors (Debras & Chabrier 2019 ; Debras, Chabrier & Stevenson 
2021 ). 

2.3 Variable cloud deck location during the long-term evolution 

In this work, we want to investigate the effect of the cloud deck 
location during the planets’ thermal evolution with two approaches. 
The first uses a fixed cloud deck location for all P –T profiles for the 
v arious T int v alues during the e volution of the planet. The second, 
which we denote further as dynamic or subsiding P c , uses the 
intersection between the pre-calculated clear profile (for each T int 

value) and the respective condensation curve. With that approach, 

the effect of cloud decks deep in the atmosphere at several hundred 
bar can be modelled at low T int values (as for an old or already cooled 
down planet). 

We show the effects of both approaches on the P –T profiles in 
Fig. 5 , using WASP-10b as an example. Starting on the left, Fig. 5 (a) 
shows clear, non-cloudy, P –T profiles for T int = 300 –1000 K. They 
intersect the condensation curves of MnS, MgSiO 3 , and Mg 2 SiO 4 at 
high pressures ( P > 1 bar). Then, we show the P –T profiles obtained 
with a fixed cloud deck pressure P c = 0 . 3 bar in subfigure (b). The 
very right subfigures (c) and (d) show the results obtained with the 
dynamic approach where P c is subsiding with the evolving age of 
the planet. With that, we mimic an atmosphere variable in time – not 
only in T int , but also in the total cloud opacity κc ( P , P c ), see equation 
( 3 ). 

Specifically, for WASP-10b and TOI-1268b, we take the intersec- 
tions with MgSiO 3 when we calculate the intersection dynamically . 
Else, for the fixed case, where the cloud base pressure P c is constant 
throughout the thermal evolution, we choose P c = 1, 10 bar for 
TOI-1268b and P c = 0.3 bar for WASP-10b. 

2.4 Ov er view of the model pr ocedur e 

In this section, we give an o v erview of our method. The key 
components are as follows: 

(i) Interior structure. We construct the planetary profile along the 
mass coordinate m – mass m , radius r , temperature T , pressure P , 
density ρ, and entropy s – from m = 0 to m = M P . This model 
matches the given (observationally derived) planetary mass M P and 
radius R P . Assuming a bulk composition of hydrogen, helium, and 
metals with a fixed H/He ratio and a specified metal mass fraction 
for the atmosphere Z atm 

and envelope Z env , our model iteratively 
determines the core mass M core to obtain M P : 

M P = M atm 

+ M env + M core , (8) 

where M atm 

and M env are the total mass of the atmosphere and 
envelope of the three-layer model. 
Static T int –Z env phase space. The intrinsic temperature T int of the 
planet is a crucial input, dictating the internal heat. A higher T int 
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Figure 5. Pressure–temperature profiles of the atmosphere for WASP-10b under clear (a) and cloudy (b–d) conditions for T int = 200–1100 K. The condensation 
curves ([M/H = 0]) of different cloud-forming species (grey) cross the entire atmosphere during the T int evolution. The RCB (dot) connects the atmosphere 
to the interior. The clear P –T atmosphere model (a) serves as a starting point for the cloud deck location of the cloudy atmosphere models. The three right 
subfigures show the resulting P –T conditions during evolution with a fixed cloud deck location ( P c = 0 . 3 bar) (b), and a dynamic cloud deck with subsiding P c 

(c, d). Parameters are κc , 0 = 0 . 1 cm 

2 g −1 , � c = 75. The profiles are coloured based on the age of the planet, determined through thermal evolution calculations. 
The corresponding radius evolution curves are shown in the second row of Fig. 9 . 

results in a lower envelope density and thus variations in M Z, env for 
a given Z env , affecting the core mass M core to align with the given 
planetary mass. For Z env = Z atm 

, it is for the total planetary metallicity 
Z P with the total mass of the metals M Z : 

Z P = M Z /M P = Z env ( M atm 

+ M env ) /M P + M core /M P . (9) 

The T int –Z env –Z P phase space is explored in Section 3.2 to understand 
the relationship between these parameters. Higher T int values typi- 
cally lead to higher values of Z P due to an increasing core mass, as 
depicted in Fig. 6 . Here, the x -axis label, present intrinsic temperature 
T int , is intended to illustrate that the models displayed are possible 
solutions that yield the observed M P and R P (but not necessarily the 
age constraint). In order to make Fig. 6 , we calculate for Z env = 

0–0.52 (in intervals of 0.01) for T int = 0–1000 K (in intervals 10 or 
50 K) single interior structure models. That makes for each bulge 
≈1000 − 5000 models. We do not employ any Bayesian or Markov 
chain Monte Carlo (MCMC) methods in our algorithm, as it has 
not been specifically designed to accommodate such techniques 
at this time. We refer to this as static , indicating that the phase 
space illustrates the influence of the model assumptions and does not 
consider the thermal evolution of the planet but instead represents 
the parameter space. 

(ii) Radius evolution. By considering the age of the planetary 
system, we set tighter constraints on the metal content of the planet. 
First, for a fixed set of M P , M core , Z env , we calculate interior models 
for ≈60–80 T int values in the range of 100–1000 K. Here, the free 
parameter is the radius of the planet R P : the higher T int , the larger 
R P . Applying equation ( 7 ) allows us to calculate the evolution of the 
radius of the planet, R P ( t ). The results are shown in Sections 3.3 and 
3.4 . 

3  RESULTS  

We introduce the planets for this study in Section 3.1 . We then 
continue to present the results for the static T int –Z env phase space 
in Section 3.2 . From a modelling perspective, the T int –Z env phase 
space contains information on the metal content of the planet. We 
present the impact of the observational uncertainties in mass and 

radius on the T int –Z env phase space, the impact of the H/He-EoS 

(SCvH95 versus CD21), and finally, the impact when including the 
cloud models. While our main focus lies in understanding the impact 
of clouds on the radius evolution, the radius evolution with a clear 
atmosphere (no clouds) serves as anchor point for the comparison. 
Subsequently, in Section 3.3 , we present the clear radius evolution 
for both planets. The key results, the effects of various cloud models 
on the radius evolution, are presented in Section 3.4 . 

3.1 Choice of planets 

We consider two planets similar in their young age and equilibrium 

temperature, but with different densities and masses. The first one, 
TOI-1268b (Dong et al. 2022 ; Šubjak et al. 2022 ), has a similar 
mass as the hot Saturn WASP-39b, but a higher density of ρ = 

0 . 53 ρJup due to its smaller radius compared to WASP-39b’s density 
of ρ = 0 . 14 ρJup (Faedi et al. 2011 ). With an age of 110–1000 Myr, 
it falls within a group of young ( < 1 Gyr ) gas giants with measured 
masses and radii, making the planet a candidate for testing evolution 
and formation theories. TOI-1268b resides at the inflation threshold 
(Sarkis et al. 2021 ) and is probably not inflated. The second planet, 
WASP-10b, is characterized by an age of 190–350 Myr (Christian 
et al. 2009 ; Johnson et al. 2009 ; Maciejewski et al. 2011a ), a mass 
of 2 . 96 M Jup , and a planetary radius of 1 . 02 R Jup (Maciejewski et al. 
2011b ). We extend our studies of WASP-10b in Poser et al. ( 2019 ) to 
this paper. The observational parameters used in this work are listed 
in Table 1 . 

We have chosen the planets for different reasons: First, they 
reside at the inflation limit. This allows us to reduce a possible 
additional uncertainty due to the amount of extra energy needed 
to explain the inflated radius (Thorngren & F ortne y 2018 ; Sarkis 
et al. 2021 ). Second, it is more probable that clouds occur at lower 
T eq (e.g. F ortne y et al. 2020 ). Ho we ver, the planets dif fer in mass 
and o v erall density, comparing possible arising uncertainties for 
both a warm Saturn (TOI-1268b) and a warm Jupiter (WASP-10b). 
Furthermore, the investigation of explicit young planets contributes 
to understanding formation and (early) evolution processes. 
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Figure 6. Phase space ( T int –Z P –Z env ) of our interior model setup for TOI-1268b and WASP-10b, highlighting the influence of uncertainties in mass and radius, 
EoS and atmosphere model. The higher the present T int , the more metals can (theoretically) be included in the envelope (with higher Z env values possible), and 
subsequently a higher Z P may arise. The same degree of colour shade is used in the upper and lower panels (lighter shade: lower Z env , darker shade: higher 
Z env ). The vertical black lines show Z P values obtained by other works: for TOI-1268b, the black dashed line indicates the Z P values considered by Šubjak 
et al. ( 2022 ), whereas the solid lines indicate the derived Z P value from this work. The contour lines of models in the background are shown for visualization. 
Additionally, the grey area, contoured by grey dashed lines, indicates the resulting model space when taking the observational uncertainties in M P and R P into 
account (shown for CD21 EoS and a clear atmosphere model). 

3.2 Static T int –Z env phase spaces 

3.2.1 General description of the T int –Z env phase space and 
approach 

We here show the static T int –Z env phase space, spanning the ( T int –
Z P –Z env )-plane. We want to see how the space changes when 
applying different model atmospheres, comparing to the reference 
clear atmosphere case. We compare the effects to the observational 
uncertainties and the impact of different H/He-EoS. 

The first step towards the static interior modelling is to find the 
γ value of a clear atmosphere using the fit-formula, see equation 
( 1 ). We find γ = 0.152 for TOI-1268b ( T eq ( T � , R � , a) = 913 K) and 
γ = 0.167 for WASP-10b ( T eq ( T � , R � , a) = 960 K). Interestingly, we 
find that in the case of WASP-10b, our parameter choice results in 
the same P –T structure as in Poser et al. ( 2019 ), fitted to a known 
P –T structure. We conclude that the fit formula gives a good first- 
order estimate of the P –T structure for irradiated planets with an 

unknown P –T structure. Continuing our previous work on WASP- 
10b and WASP-39b, we set κL , 0 = 0 . 01 cm 

2 g −1 (equi v alent to κL for 
the clear model). 

In the second step, we model the T int –Z env phase space: The 
combination of a given planetary mass and radius leads to an inferred 
heavy element mass Z P . Without the age constraint of the system, the 
parameter space of possible solutions can be large, as shown in Fig. 6 . 
The parameter space is a function of the atmosphere and interior 
model setup, and input parameter, e.g. the EoS and distribution of 
the heavy elements (fully mixed planet versus all metals in the core). 
A possible constraint for the envelope metallicity Z env can be given 
by the derived atmospheric metallicity (e.g. Wakeford et al. 2017 ; 
Poser et al. 2019 ; M ̈uller & Helled 2023a ). 

In Fig. 6 , we show the relation of the total heavy element content 
Z P , the metal distribution (displayed as Z env ), and the internal heat 
flux, represented by the intrinsic temperature T int for TOI-1268b 
(upper row) and WASP-10b (lower row). For both planets, the 
influence of different H/He EoS and the influence of observational 
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Table 1. Stellar and planetary parameters. 

TOI-1268b 1 WASP-10b 

Planetary parameter 
M P [ M Jup ] 0.29 ± 0.04 2 . 96 + 0 . 22 

−0 . 17 
2 

R P [ R Jup ] 0.82 ± 0.06 1 . 03 + 0 . 077 
−0 . 03 

5 

T eq,A=0 [ K] 919 950 + 30 
−26 

5 

ρ [ ρJup ] 0.53 1.43 

Orbital parameter 
e 0 . 09 + 0 . 04 

−0 . 03 0.013 ± 0.063 4 

a [AU] 0.072 ± 0.01 0 . 0369 + 0 . 0012 
−0 . 0014 

2 

P [d] 8.15 3.09 

Stellar parameter 
M � [ M 	] 0.96 ± 0.04 0 . 75 3 

R � [ R 	] 0.92 ± 0.06 0 . 67 5 

T � [K] 5300 ± 100 4675 ± 100 2 

age τ � [Myr] 110-1000 270 ± 80 4 

References. 1 Šubjak et al. ( 2022 ), 2 Christian et al. ( 2009 ), 3 Johnson et al. 
( 2009 ), 4 Maciejewski et al. ( 2011a ), 5 Maciejewski et al. ( 2011b ). 

uncertainty are shown in the first column, the possible de generac y 
due to the chosen atmospheric model is shown in the second column. 

In general, with hotter interiors (higher T int ), the more heavy 
elements can be included in the planet. The uppermost line of each 
bulge in each subfigure highlights the case in which all metals are 
in the core ( Z env = 0). For a fully mixed planet ( M core = 0), the 
maximum Z env is then the lower limit of the T int –Z env phase space 
bulge: F or a giv en T int , the total metal content of the planet is higher 
if all metals reside in the core than in the envelope (due to different 
EoS for the metals in the core and envelope). 

The matching T int value for the observed mass, radius, and age 
has to be determined with calculations of the thermal evolution, see 
Section 3.3 . 

3.2.2 Impact of the observational uncertainties in planetary mass 
and radius 

The left subfigures show the T int –Z env phase space with a clear, non- 
cloudy atmospheric model. The blue-shaded bulge in the foreground 
shows the T int –Z env phase space with the CD21 EoS for H/He. The 
uni-colour grey area depicts the uncertainty in observational mass and 
radius, displayed for the model setup using the CD21 EoS for H/He. 
It is the combination of M P and R P resulting in the largest and smallest 
density within the observational uncertainty (e.g. for the most dense 
combination of WASP-10b: M P = 3 . 18 M Jup , R P = 1 . 00 R Jup ). The 
most probable value for Z P lies then in between the grey dashed 
boundaries. A statistical analysis is left for future work. We point out 
that M ̈uller, Ben-Yami & Helled ( 2020 ) investigated the influence of 
observational uncertainties on the modelling process. 

Generally, the T int –Z env phase space for WASP-10b is narrower 
than the one for TOI-1268b due to the different bulk densities. For 
TOI-1268b, it is possible to include up to Z P = 0.8 for high intrinsic 
temperatures ( T int = 1000 K). For the same intrinsic temperature, 
WASP-10b may include only up to Z P = 0.4. 

3.2.3 Impact of the H/He EoS 

The green bulges in the background show the results using SCvH95 
EoS – instead of the newer CD21 – for H/He. For TOI-1268b, for a 

given T int < 600 K, we can include more metals in the planets using 
SCvH95 EoS instead of CD21 EoS. The newer CD21 EoS leads to 
denser planets than SCvH95, so that we need a smaller core mass to 
match M P , leading to a smaller Z P . For T int > 600 K, using CD21 
leads to slightly higher metallicities than using SCvH95. For WASP- 
10b, we see a similar behaviour with a turning point at T int ≈ 550 K. 
For T int < 550 K, the difference between CD21 and SCvH95 is not 
as large as for TOI-1268b and increases for higher T int . 

A comparison between SCvH95, CD21, and the EoS published by 
Chabrier, Mazevet & Soubiran ( 2019 ) (CMS19) for H/He has been 
investigated for the evolution tracks of brown dwarfs by Chabrier 
et al. ( 2023 ). As they point out, the new CD21 EoS leads to cooler 
isentropes in the conv ectiv e interiors than SCvH95 and CMS19. We 
can see this behaviour as well when we can include more metals (for 
T int < 600 K), see also Section 3.3 for a comparison in the radius 
evolution. 

3.2.4 Impact of the atmosphere model including clouds 

The right subfigures show the T int –Z env phase space using cloudy at- 
mosphere models instead of a clear model. For both planets, we depict 
the model space for two different sets of cloud models. For TOI- 
1268b, we use κc , 0 = 0 . 1 cm 

2 g −1 and � c = 10, and as cloud base P c 

the intersection with the condensation curve of MgSiO 3 which may 
differ for each T int value. For WASP-10b, we use κc , 0 = 0 . 2 cm 

2 g −1 

and � c = 10, and the same P c (MgSiO 3 ). In both subfigures, the 
orange model space uses the non-modified (superadiabatic) cloud 
gradient, while the grey-lilac model space employs the modified 
gradient for the ( P –T ) profile of the atmosphere. 

Including a purely absorbing cloud layer in the atmosphere alters 
the phase space. Inserting the cloud deck with superadiabatic cloud 
gradient allows for a higher metal content (higher Z P ) in the envelope 
compared to the clear case (as shown in Poser et al. ( 2019 )). We can 
see that as the orange bulge shifts to higher metallicities. This is 
because the change of the atmosphere model with the non-modified 
gradient shifts the interior model towards higher entropies which 
leads to a higher Z P . The case of the cloud deck with modified 
gradient (grey-lilac model space), conversely, restricts the amount of 
metals within the planet’s interior as the atmosphere model leads to 
lower entropies compared to the clear atmosphere model. 

This behaviour is mainly determined by the RCB. The location 
of the RCB plays an important role for the T int –Z env phase space, 
see also Thorngren et al. ( 2019 ). In our model, it is self-consistently 
determined by the adiabatic and local gradients in the atmosphere. 
Compared to the clear model, the cloudy atmosphere model with the 
modified gradient shifts the RCB to lower pressures and tempera- 
tures. As a result, the entropy is shifted to lo wer v alues, leading to a 
colder interior. 

For TOI-1268b, the impact of the two cloud models chosen here, 
is of about 10 per cent in Z P . For example, for T int = 200 K, we 
obtain a span of the total heavy element content of Z P = 0.25–0.35 
between both cloud models. 

For the higher density WASP-10b, the narrower form of the 
clear atmosphere T int –Z env phase space is mirrored for the cloudy 
atmosphere. Compared to TOI-1268b, the differences of the cloudy 
atmosphere spaces to the clear case are larger due to a larger grey 
cloud opacity and lie in the range of the observational uncertainties. 

One can see a bend of the cloudy atmosphere model with modified 
gradient (grey-lila bulge) at T int ≈ 500 K. This may be due to the 
calculation of the RCB and the ensuing adiabat. When calculating the 
RCB, the atmospheric local gradient is compared with the adiabatic 
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Figure 7. Radius evolution curves for TOI-1268b and WASP-10b with a 
clear atmosphere. The grey box represents the uncertainty in measured radius 
and age. For TOI-1268b, we compare the H/He EoS of CD21 (solid) and 
SCvH95 (dashed) on the radius e volution. Additionally, e volution curves for 
different total Z P in the planet (different colours) are shown, as well as the 
influence of the metal distribution inside the planet: The planet cools faster for 
a fully mixed (solid) versus all metals in the core (dash-dotted). For WASP- 
10b, the difference between a fully mixed planet versus all metals in the core 
is smaller than for TOI-1268b. Here, a slight difference is noticeable only for 
Z P = 0.01. 

gradient which we get from the EoS tables. As soon as the local 
gradient becomes larger than the adiabatic, we set the RCB, see 
equation ( 5 ) and Fig. 4 . For smaller T int values, we see that the 
intersection shifts to higher temperatures, so that we have a bend in 
the RCB in the P –T space, similar to that seen in Fig. 5 (d) where the 
RCB (white circled dots) is in the range of 4000 –5000 K. 

3.3 Clear radius evolution 

In Fig. 7 , we plot several possible evolution curves for TOI-1268b 
and WASP-10b. For both planets, we show the influence of the H/He 
EoS, and in the case of TOI-1268b, we additionally show the effect 
of the metal distribution. 

For TOI-1268b, the difference in H/He EoS of CD21 (solid) and 
SCvH95 (dashed) is up to 1 R E . It mirrors the results from the 
static T int –Z env phase space, where a difference between the EoS 

is apparent. The larger Z P , the smaller the difference between both 
EoS, as the amount of H/He decreases. M ̈uller et al. ( 2020 ) showed 
the same systematic for the use of CMS19 and SCvH95 EoS. 

To derive the metallicity of the planets, Šubjak et al. ( 2022 ) 
compares its planetary mass and radius with the isochrones calculated 
from the evolution curves of Fortney et al. ( 2007 ), finding a total 
heavy element mass of M Z = 50 M E to be a good fit. We modelled 
the thermal evolution within our model setup and found, in contrast to 
Šubjak et al. ( 2022 ), a heavy element content of about ≈ 15 − 25 M E 

( Z P ≈ 0.1 − 0.3) that matches the observed mass, radius, and age, see 
Fig. 7 for TOI-1268b. The best match is for Z P = 0.22 ( M Z = 20 M E ). 
This would correspond to the present intrinsic temperatures ≈ 160 K. 
The heavy element content would be similar to the expected amount 
of heavy elements in the cold Solar System analogue Saturn (e.g. 
Helled 2019 ). We assume the difference of our findings and those of 
Šubjak et al. ( 2022 ) primarily stems from the H/He EoS by F ortne y 
et al. ( 2007 ) (SCvH95). 

In contrast to TOI-1268b, for the heavier WASP-10b, the dif- 
ference between both EoS for the radius evolution is more subtle 
and the derived metal content would not change much. For WASP- 
10b, we find a heavy element content of M Z ≈ 0 –130 M E ( Z P 

≈ 0–0.15) which is consistent with the findings of others, for 
example Thorngren & Fortney ( 2019 ). Looking at the static T int –
Z env phase space for WASP-10b, the green point in Fig. 6 shows the 
interior model used in Poser et al. ( 2019 ) whereas the underlying 
pink box show the probable T int –Z env phase space suggested by 
Thorngren & F ortne y ( 2019 ). The y used a Bayesian model to infer the 
metallicity of the planets, placing an upper limit on the atmospheric 
metallicity. 

3.4 Cloudy radius evolution 

Now we present our main results in Figs 8 and 9 . Both figures display 
radius evolution curves for TOI-1268b and WASP-10b, respectively. 
Here, we investigate the impact of different atmospheric pressure–
temperature conditions, including clouds as an additional opacity 
source, on the long-term radius evolution. We perform a parameter 
study for both planets, varying the main parameter of our atmosphere 
model in each panel. 

As visual anchor points, we plot the observational uncertainty 
in planetary radius and stellar age (grey area in the background). 
We calculate the evolution curves of the clear and various cloudy 
radius evolution curves for a fixed Z P (TOI-1268b: Z P = 0.27 (with 
Z env = 0.015, M core = 24 M E ), WASP-10b: Z P = 0.11 (with Z env = 

0.015, M core = 100 M E ) to compare within a set of models. Here, 
Z env = 0.015 is the protosolar value (Lodders 2003 ) which we define 
as 1 × solar metallicity or [M/H] = 0. As we have seen before in 
Section 3.3 and Fig. 8 , the thermal evolution is heavily dependent on 
the bulk metallicity of the planet Z P . Additionally, we show reference 
models with a clear, non-cloudy atmosphere for different Z P (thin 
black dashed lines). As we are interested in the influence of the 
different parameters of the atmosphere model on the radius evolution, 
we vary the grey cloud opacity normalization κc, 0 in each row of the 
matrix, and within each panel we vary the cloud deck thickness 
� c = 10–100 where a small number describes a (geometrically) 
thicker cloud deck. Furthermore, for each set of ( κc, 0 / � c ) we vary 
the gradient, see Section 2.1 . The atmospheric profiles from the Heng 
model may result in a superadiabatic P –T gradient in the atmosphere 
(orange tones) whereas we modify the P –T profile so that we inhibit 
the superadiabaticity (blue tones). We are particularly interested in 
two different options for the long-term evolution of the atmospheric 
model. The first column shows the results for a dynamic cloud deck 
position (subsiding P c ) during evolution, which changes the location 
in the atmosphere of the added longwave opacity, see Section 2.3 . 
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Figure 8. Radius evolution curves for TOI-1268b with subsiding P c (left column) using MgSiO 3 as possible condensate in the deeper atmosphere and fixed 
P c = 1 , 10 bar (middle and right column). The evolution model with subsiding P c has a greater impact on the radius evolution than models with a fixed cloud 
deck. The grey box in each panel represents the uncertainty in measured radius and age. Each panel compares the radius evolution without clouds (dashed 
curves) and with clouds (solid coloured) for a set of κc, 0 and � c . The cloudy models are calculated for Z P = 0.27, the corresponding clear model is shown in 
thick dashed black. Each panel shows the results of the modified gradient (blue tones) and the superadiabatic gradient (orange tones). Additionally, we show in 
thin dashed black the results with a clear atmosphere for Z P = 0.22, 0.33. 
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Figure 9. Same as Fig. 8 , but for WASP-10b. The first column shows the results that include the dynamic model to calculate P c using MgSiO 3 as the possible 
condensate, while the second uses the fixed location at P c = 0 . 3 bar. The cloudy evolution curv es hav e been calculated for Z P = 0.11, the corresponding clear 
model is shown in thick dashed black. Additionally, we show in thin dashed black the results with a clear atmosphere for Z P = 0.05, 0.15. Each panel shows 
the results of the modified gradient (blue tones) and the superadiabatic gradient (orange tones). The atmospheric profiles of Fig. 5 are input for the evolution 
curves of the second row. In cases where the evolution curves for the complete set of parameters are not shown, for example, κc, 0 = 50 · κL, 0 at P c = 10 bar, it 
indicates that we did not obtain a numerical result. 
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The second and third columns show the results for the evolution 
curves for a fixed cloud base pressure P c . 

We detected the following trends for WASP-10b and TOI-1268b: 

(i) There is a clear influence of the different cloud gradients on the 
planets thermal evolution. The cloudy atmospheres with the modified 
and the superadiabatic cloud gradient separate into two bundles of 
evolution curves for all parameter sets. The atmosphere models with 
the superadiabatic gradient (orange) slo w do wn the cooling, keeping 
the planet hotter than in the clear case. Contrary, the curves with the 
modified non-superadiabatic gradient (blue) accelerate the cooling. 
Especially for very early time-scales, the cloud decks enhance the 
cooling and fuel the rapid contraction of the planet. For example, 
for TOI-1286b (Fig. 8 ), this is apparent for t < 0 . 25 Gyr. In further 
evolution, this rapid cooling stops and the planet shrinks more slowly 
( t > 0 . 25 Gyr). The findings of rapid cooling are consistent with the 
previous work of Kurosaki & Ikoma ( 2017 ) for Uranus. Ho we ver, 
our results are based on a colder adiabat for a given T int due to 
our modification of the cloud model and may not directly represent 
atmospheric physics as in Kurosaki & Ikoma ( 2017 ). 

(ii) Variation in the thickness of the cloud deck thickness � c has 
dif ferent ef fects: In the case of the non-modified, superadiabatic 
cloud gradient (orange), we see that the smaller � c is, the larger is 
the effect of keeping the planet hot, as the greenhouse effect comes 
more into play (smaller � c equals a larger cloud deck thickness). 
The behaviour is systematic. In the case of the modified gradient 
(blue), for the modified, non-superadiabatic evolution curves and the 
subsiding P c , the (geometrical) thickness has a minor influence. 

(iii) With larger cloud opacity normalization κc, 0 , the effects 
of the abo v e points are ev en more pronounced. F or models with 
superadiabatic cloud gradient, the heat is trapped more efficiently, 
and the cooling slows down more enhanced. In addition, the influence 
of the thickness of the cloud deck on the evolution of the radius 
increases as the set of respective evolution curves spreads more. For 
the modified cloud gradient, the larger κc, 0 , the more pronounced is 
the cooling of the very young planet, and the difference from the clear 
case becomes larger. For WASP-10b (Fig. 9 ), the effect of the cloud 
deck thickness behaves systematically for both gradients, leading to 
a light spread of evolution curves for the modified cloud gradient and 
a larger spread for the superadiabatic gradient compared to the clear 
case. For TOI-1268b (Fig. 8 ), the effect of an enhanced systematic 
influence of the cloud deck thickness with larger cloud opacity 
is given for the superadiabatic gradient, but not for all parameter 
combinations of the models with the modified gradients. 

(iv) Lastly, we want to focus on the effects of a variable cloud 
deck location versus a fixed cloud deck location during the long- 
term evolution, see Section 2.3 . For TOI-1268b, the first column 
takes into account the variability of the cloud deck location. The 
second and third columns keep the cloud deck fixed at P c = 10 bar 
and P c = 10 bar, respectively. The fixed cloud deck at P c = 10 bar 
has a minor influence compared to the other two columns and the 
clear case. Only for t < 0 . 25 Gyr is the effect of faster cooling 
apparent for models with a modified cloud gradient. Interestingly, the 
influence of the variable cloud deck location compared to the fixed 
cloud deck at P c = 1 bar depends on the cloud deck opacity. For 
κc , 0 = (10 , 20) κL , 0 , the effect of the variable cloud deck is greater. 
The effect reverses for κc , 0 = (50 , 100) κL , 0 , where the effect is larger 
for the fixed cloud deck location. For WASP-10b, the effect of a 
variable cloud deck location compared to a fixed cloud deck location 
is greater for all κc, 0 . 

Our aim is to investigate the effects and impact of atmosphere 
models with and without clouds on the long-term evolution, which 

is ultimately important to take into account to determine the planets’ 
bulk metallicity. Therefore, we estimate the effect on Z P as follows: 

We find for TOI-1268b a total heavy element mass of approxi- 
mately 10 –18 M E < M Z < 27 –35 M E with a clear atmosphere using 
CD21 ( Z P ≈ 0.1–0.3 with CD21, Z P ≈ 0.2–0.38 with SCvH95) 
within the observational error bars. We find that including a cloudy 
atmosphere model for a specific Z P can result in similar clear 
evolution curves for ≈Z P ± 0.05 when taking into account a variable 
cloud deck position during the planet’s long-term evolution. For the 
fixed cloud deck position at P c = 1 bar and high κc , 0 = (50 , 100) κL , 0 

we find that the curves equal ≈ Z P 
+ 0 . 10 
−0 . 05 . 

For WASP-10b, we find a total heavy element mass of approx- 
imately M Z < 140 − 160 M E with a clear atmosphere using CD21 
( Z P ≈ 0–0.15 with CD21, Z P ≈ 0.01–0.17 with SCvH95). We find 
that including a cloudy atmosphere model for a specific Z P can 
result in similar clear evolution curves for ≈ Z P 

+ 0 . 06 
−0 . 03 (for smaller 

κc , 0 = (5 , 10) κL , 0 ) when taking into account a variable cloud deck 
position during the planet’s long-term evolution. For the variable 
cloud deck position and high κc , 0 = (20 , 50) κL , 0 we find that the 
curves equal ≈ Z P 

+ 0 . 10 
−0 . 06 . 

We argue that the atmosphere model is therefore a source of 
de generac y while determining the planets’ metallicity and suggest 
taking into account the atmospheric P –T structure during the planet’s 
evolution. This is especially important when the observational 
uncertainties become smaller with upcoming missions. 

Note that we have not applied a statistical approach. We computed 
the thermal evolution of individual models ( ≈200), adjusting the 
parameter space of the atmosphere model rather than accounting for 
observational uncertainties such as the mass of the planet. Regarding 
the interplay between observational and theoretical uncertainties, 
M ̈uller et al. ( 2020 ) disco v ered that theoretical uncertainties can be 
comparable to or ev en e xceed observ ed uncertainties. Ho we ver, we 
have not specifically explored this dynamic within our set of planets 
in this particular study. 

4  DI SCUSSI ON  

Matching the observed radius, mass, and age of the planet with 
numerical models naturally leads to a number of degeneracies of the 
resulting interior structure. In this work, we show the impact of H/He 
EoS, the distribution of metals, and the uncertainty of the observable 
parameters (planetary mass and radius) on the T int –Z env phase space 
of the two warm giant planets. We highlight the additional uncertainty 
that comes into play with a cloudy atmosphere model which we 
focus on in this paper. Second, by comparing the radius evolution 
curves using different atmospheric models, we confirm the results of 
previous publications that atmospheric conditions have an impact on 
the planets’ thermal evolution (e.g. Vazan et al. 2013 ; Kurosaki & 

Ikoma 2017 ). We refine this result by inserting cloud decks into the 
atmosphere, looking at the effects of the P– T structure on the planet’s 
evolution. We want to point out and discuss the obtained results in 
the following paragraphs. 

First, there are sev eral cav eats re garding the atmosphere model 
used in our study: The real atmosphere is much more diverse than 
represented by our 1D averaged atmospheric model. Pressure and 
temperature vary in 3D and in time. Most of the hot Jupiters are 
tidally locked, with the effect of day/night side temperature gradients 
with a varied heat distribution depending on T eq . Furthermore, an 
enhanced atmospheric metallicity pushes the P –T profile to higher 
temperatures (e.g. F ortne y et al. 2006 ; Drummond et al. 2018 ), which 
may underestimate the cloud base. Observational measurements, 
such as phase curve observations and transmission spectra, can only 
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Figure 10. Exemplary, we plot values of the adiabatic temperature T ad , 
pressure P ad as the RCB v alues (lo wer panels) and resulting entropy s (upper 
panel) for the evolution of T int during the thermal evolution of WASP-10b 
for different model atmospheres. The parameters of the atmosphere models 
correspond to κc , 0 = 10 κL , 0 and subsiding P c (MgSiO 3 ), see Fig. 9 . The 
dashed line indicates the reference clear atmospheric case. We calculate the 
RCB by comparing the local and adiabatic gradients, see equation ( 3 ). 

give estimates of the physical conditions, e.g. resulting in broad 
assumptions on temperature and pressure. The occurrence of clouds 
may depend on stellar irradiation: By analysing the spectra of a 
sample of irradiated planets, Estrela, Swain & Roudier ( 2022 ) find 
a group of atmospheres with a trend from cloudy/hazy to clear, 
in the range of T eq = 500 –1500 K. We infer that both planets of 
this study with T eq ≈ 900 K could possibly accommodate clouds. 
We note that clouds may additionally not occur as one permanent 
cloud deck, but patchy. Furthermore, within the atmosphere model 
used, we consider the effect of clouds as purely absorbing without 
scattering effect. Adding an extra cloud opacity in the longwave 
then leads to a warming Greenhouse effect, which places an upper 
limit on our considerations. In addition, we do not consider the 
possible interaction of cloud decks. We note that there must be 
enough material to condense out in the deep atmosphere regions 
to build up a cloud deck, and that rainout may play a role (e.g. 
Mbarek & Kempton 2016 ). 

Second, an important aspect of our coupled atmosphere-interior- 
evolution model is the connection to the deep interior at the RCB. 
The location of the RCB determines the interior adiabat and hence 
influences the planets’ thermal evolution. At the RCB, temperature 
fluctuations may not be as strong as in the upper atmosphere, 

influencing the P –T profile in a minor way. On the other hand, 
the chosen atmosphere model does greatly impact the RCB and 
hence the cooling behaviour. In Fig. 10 , we show the development 
of the entropy of the interior and the corresponding T ad , P ad during 
the planet’s evolution, plotted o v er the intrinsic temperature. F or this 
example, we use the results of Fig. 9 (model parameter: κc , 0 = 10 κL , 0 

and subsiding P c (MgSiO 3 )). The reference case with the clear 
atmosphere is shown in black dashed. In line with the results of 
the radius evolution, the faster cooling of the atmospheric models 
with the modified gradient (blue curves) is due to the lower entropy 
of the adiabat. On the contrary, the slower cooling is due to a higher 
entropy. The adiabatic pressure P ad is higher than in the clear case 
for a specific T int value. The adiabatic temperature T ad is ≈ 1000 K 

higher for the atmospheric model with the modified gradient. In 
Figs 5 (a), (c), and (d), the position of the RCB is shown as a circle. 
The wobble in T ad for T int < 500 K stems from the calculation of 
the RCB where we compare the gradients, equation ( 5 ), using the 
adiabatic gradient from the EoS tables. We want to point out that, 
regardless of the physical phenomena, the RCB is impacting the 
thermal long-term evolution of the planet. 

Third, looking at the impact of observational uncertainties versus 
the uncertainty given due to the atmosphere model with and without 
clouds, we note that the results due to different atmospheric models 
for nearly all parameters lie in the uncertainty range of radius and 
age. Better constraints on planetary radius, mass, and stellar age are 
needed to characterize the planets and to narro w do wn the parameter 
space, such as aimed at by space missions, e.g. PLATO (Rauer et al. 
( 2014 )). 

In general, the findings of this study confirm that the atmosphere 
plays a crucial role for the radius evolution of a planet. Further, time- 
variable cloud decks may have a significant impact on the contraction 
of the planet, adding substantially to the model de generac y when 
coupling atmosphere-interior -thermal ev olution models for warm 

giant planets. We suggest taking into account the time variability 
of the deep atmosphere during the long-term evolution of gas 
giants. 

5  SUMMARY  A N D  C O N C L U S I O N S  

In this paper, we explore the impact of cloud decks on the T int –Z env 

phase space and radius evolution for two young warm gas giants, 
WASP-10b and TOI-1268b. The main focus of this paper was to 
extend the previous work on the effect of clouds on the thermal 
evolution of irradiated gas planets. We focus on cloud decks in the 
deep atmosphere. Ultimately, this may help to constrain the metal 
content of the planet. 

This work is based on the previous work by Poser et al. ( 2019 ). 
We used a conventional three-layer model consisting of a core, an 
adiabatic envelope, and a radiative atmosphere to model the thermal 
evolution of the planets. For the pressure and temperature of the 
atmosphere, we used a semi-analytical model with grey opacities. 
To account for cloud decks in the atmosphere, we added a purely 
absorbing cloud deck resulting in a warming effect for the deep 
atmosphere. The cloud deck is described as an additional grey 
opacity, added to the long-wave opacity. We assume the cloud deck 
to be formed where there is an intersection with a condensation 
curve of a cloud forming species. Within this model, it is possible to 
investigate general trends in the atmospheric temperature structure 
for the (thermal) radius evolution. To illustrate the impact of cloud 
decks, we compare several atmospheric model setups during the 
planets’ thermal evolution. We summarize our main findings as 
follows: 
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(i) The additional infrared opacity due to clouds warms the 
atmosphere beneath. The warming has an impact on the thermal 
radius evolution of the planet. We found that it can lead to a slower or 
faster cooling compared to the clear, non-cloudy case. The specific 
outcome (slower or faster cooling) hinges on the choice of cloud 
gradient, whether superadiabatic or not, see Figs 8 and 9 . 

(ii) When comparing the effect of a fixed cloud base level versus 
a dynamic cloud base level during the planets’ thermal evolution, 
there is a slight dependence on the cloud opacity for TOI-1268b: 
For smaller cloud opacities ( κc , 0 < 20 κL , 0 ), we see an enhanced be- 
haviour that results in a faster/slower cooling behaviour (depending 
on the cloud gradient used) for the dynamic cloud base lev el. F or 
WASP-10b, the dynamic cloud base shows a stronger effect than the 
fixed cloud deck case for all cloud opacities. 

(iii) We demonstrate that atmospheric models including deep 
clouds can lead to a de generac y in predicting the planets’ bulk 
metallicity. For the Jupiter-mass WASP-10b, we find a possible span 
of ≈ Z P 

+ 0 . 10 
−0 . 06 . For the Saturn-mass TOI-1268b, this range extends to 

≈ Z P 
+ 0 . 10 
−0 . 05 . 

Additionally, we find that the choice of the EoS (CD21 versus 
SCvH95) plays a more significant role in affecting the less dense 
warm Saturn TOI-1268b compared to the denser warm Jupiter 
WASP-10b. When comparing the impact of the atmosphere model 
on the radius evolution of both planets, we find that quantifying the 
results with respect to the planets’ density is not feasible. Ho we ver, 
it is likely that such quantification could be achieved with a larger 
sample size, which we did not undertake. Our findings are based 
on a non-statistical approach, calculating individual models, solely 
varying the parameter of the atmosphere model. The results can be 
seen as a first step towards a more sophisticated modelling approach, 
including the observational uncertainties. 

Ho we ver, this study is important in the context of modelling 
the interior properties of giant planets. It highlights the importance 
of coupled interior, atmosphere, and thermal evolution models and 
underlines the role of atmospheric chemistry and cosmochemistry. 

Overall, we stress the importance of reducing not only the 
observational uncertainties in planetary radius and mass but also 
the uncertainty in stellar age as a proxy for the planets’ age, 
supporting the work of, e.g. M ̈uller et al. ( 2020 ) and M ̈uller & Helled 
( 2023b ). Additionally, to further inform planetary formation models, 
interior models require the planets’ atmospheric metallicity as input 
parameter to point a proper picture. Missions such as JWST , TESS , 
and the upcoming ESA ARIEL mission will address these points, 
aiming at reducing observational error bars for radius and stellar age 
as well as providing values of the planets’ atmospheric metallicity. 
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APPENDI X:  PLANETA RY  DATA  USED  F O R  T H E  

γ -FIT  F O R M U L A  

Table A1. Planetary parameter used for the γ -fit shown in Fig. 2 . Note that κL here refers to the notation of the clear atmosphere model by Guillot ( 2010 ). It 
corresponds to κL, 0 in the notation used by Heng et al. ( 2012 ). 

Planet Gravity [cm s −2 ] T eq [K] A B [M/H] T iso [K] γ κL [m 

2 kg −1 ] κS [m 

2 kg −1 ] 

GJ1214b 880.0 544.0 0.1 1 1000.0 0.050 1.0e-03 5.00e-05 Miller-Ricci & F ortne y ( 2010 ) 

GJ436b 1270.0 655.0 0.1 1 1100.0 0.060 1.0e-03 6.00e-05 Morley et al. ( 2017 ) 

generic 2570.0 857.0 0.1 1 1350.0 0.100 1.0e-03 1.00e-04 F ortne y et al. ( 2007 ) 

WASP-39b 430.4 1088.4 0.1 1 1546.0 0.154 5.0e-04 7.70e-05 Wakeford et al. ( 2017 ) 

HD189733b 2120.0 1169.0 0.1 1 1700.0 0.140 1.0e-03 1.40e-04 Madhusudhan & Seager ( 2009 ) 

HD189733b 2120.0 1169.0 0.1 1 1500.0 0.260 1.0e-03 2.60e-04 F ortne y et al. ( 2010 ) 

HD189733b 2120.0 1169.0 0.1 1 1520.0 0.240 1.0e-03 2.40e-04 F ortne y et al. ( 2010 ) 

HD189733b 2120.0 1169.0 0.1 1 1600.0 0.190 1.0e-03 1.90e-04 Heng et al. ( 2012 ) 

fid. planet 1500.0 1267.0 0.0 1 1602.0 0.243 7.0e-04 1.70e-04 Jin et al. ( 2014 ) 

HD209645b 965.0 1402.0 0.1 1 1720.0 0.330 1.0e-03 3.30e-04 F ortne y et al. ( 2005 ) 

HD209458b 924.7 1479.5 0.0 1 1732.0 0.357 7.0e-04 2.50e-04 F ortne y et al. ( 2005 ) 

HD209458b 924.7 1479.5 0.0 1 1796.0 0.300 2.0e-04 6.00e-05 F ortne y et al. ( 2005 ) 

fid. planet 1500.0 1577.0 0.0 1 1995.0 0.250 6.0e-04 1.50e-04 Jin et al. ( 2014 ) 

HAT-P −13b 1286.0 1605.0 0.1 1 2000.0 0.300 1.0e-03 3.00e-04 Kramm et al. ( 2012 ) 

HD149026b 1697.7 1629.0 0.1 1 1900.0 0.424 1.0e-03 4.24e-04 F ortne y et al. ( 2006 ) 

WASP-103b 1574.0 2444.0 0.1 1 2700.0 0.600 1.0e-03 6.00e-04 Kreidberg et al. ( 2018 ) 

fid. planet 1500.0 2777.0 0.0 1 2905.0 0.717 6.0e-03 4.30e-03 Jin et al. ( 2014 ) 

KEL T -9b 1902.5 4050.0 0.0 1 4100.0 0.900 1.0e-03 9.00e-04 Fossati et al. ( 2020 ); Mansfield et al. ( 2020 ) 
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Table A2. Planets not used for the γ -fit, but displayed in Fig. 2 . Here, the metallicities are larger than 1x solar abundance, or it is A B > 0.1. Note that κL here 
refers to the notation of the clear atmosphere model by Guillot ( 2010 ). It corresponds to κL, 0 in the notation used by Heng et al. ( 2012 ). 

Planet Gravity [cm s −2 ] T eq [K] A B [M/H] T iso [K] γ κL [m 

2 kg −1 ] κS [m 

2 kg −1 ] 

WASP-10b 6915.9 869.0 0.3 1 1360.0 0.147 1.4e-03 2.00e-04 F ortne y et al. ( 2007 ) 

WASP-39b 430.4 1088.4 0.1 10 1835.0 0.065 1.3e-03 8.27e-05 Molli ̀ere et al. ( 2015 ) 

HD149026b 1697.7 1629.0 0.1 3 2000.0 0.320 1.0e-03 3.20e-04 F ortne y et al. ( 2006 ) 

HD149026b 1697.7 1629.0 0.1 10 2200.0 0.202 1.0e-03 2.02e-04 F ortne y et al. ( 2006 ) 
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We study ionization and transport processes in partially ionized multicomponent plasmas. The plasma compo-
sition is calculated via a system of coupled mass-action laws. The electronic transport properties are determined
by the electron-ion and electron-neutral transport cross sections. The influence of electron-electron scattering
is considered via a correction factor to the electron-ion contribution. Based on these data, the electrical and
thermal conductivities as well as the Lorenz number are calculated. For the thermal conductivity, we consider
also the contributions of the translational motion of neutral particles and of the dissociation, ionization, and
recombination reactions. We apply our approach to a partially ionized plasma composed of hydrogen, helium,
and a small fraction of metals (Li, Na, Ca, Fe, K, Rb, and Cs) as typical for atmospheres of hot Jupiters. We
present results for the plasma composition and the transport properties as a function of density and temperature
and then along typical P-T profiles for the outer part of the hot Jupiter HD 209458b. The electrical conductivity
profile allows revising the Ohmic heating power related to the fierce winds in the planet’s atmosphere. We show
that the higher temperatures suggested by recent interior models could boost the conductivity and thus the Ohmic
heating power to values large enough to explain the observed inflation of HD 209458b.

DOI: 10.1103/PhysRevE.103.063203

I. INTRODUCTION

Partially ionized multicomponent plasmas are composed
of molecules, atoms, and ions of various species as well as
of free electrons. The plasma parameters of density and tem-
perature determine their ionization degree and thus also their
equation of state and transport properties such as electrical
and thermal conductivity [1–8]. Profound knowledge of the
thermophysical properties of such plasmas is important for
applications in astrophysics, atmospheric science, and plasma
technology. For instance, Earth’s ionosphere [9,10] and the
atmospheres of hot Jupiters [11,12] can be treated as low-
density partially ionized multicomponent plasmas. Another
example is the formation of stars out of initially cold and
dilute clouds which consist mostly of molecular hydrogen,
helium, and a small fraction of heavier elements and collapse
due to gravitational instability [13,14]. The evolution to a
protostar, which is much hotter and denser, runs through the
plasma regime, where dissociation and ionization processes
determine the heating and contraction dynamics essentially.
The quenching gas in high-power circuit breakers [15] or arc
plasmas [16] are examples of important technical applications
of multicomponent partially ionized plasmas (PIPs).

The transport properties of partially ionized plasmas are
determined by the ionization degree and the charge state
distribution of its constituents. This defines the number of
free electrons and the strength of the collisional interactions
between the plasma species and determines their mobility. At

*sandeep.kumar@uni-rostock.de

low temperatures, the ionization degree is very low and the
transport properties are dominated by neutral particles (atoms
and molecules), while charged particles become more and
more important with increasing temperature due to thermal
ionization. Such thermal ionization conditions are typical for
the outer atmospheres of planets in close proximity to their
star, like hot Jupiters and hot mini-Neptunes [17]. The electri-
cal conductivity, in particular due to the ionization of alkali
metals, can rise to values where magnetic effects become
important for the evolution and dynamics of the planetary
interior.

Hot Jupiters orbit their parent stars in close proximity and
are locked in synchronous rotation, which means that they
always face the same side to the star. Several physical mecha-
nisms are discussed to explain why the radii of hot Jupiters are
significantly larger than expected [12,18,19]. One possibility
is Ohmic dissipation that directly scales with the electrical
conductivity.

The differential stellar irradiation drives fierce winds in
the outer atmosphere that tend to equilibrate the difference in
dayside and nightside temperatures. Interaction of the winds
with a planetary magnetic field induces electric currents that
can flow deeper into the planet. When efficient enough, the
related Ohmic heating transports a sufficient fraction of the
stellar irradiation received by the planet to deeper interiors
where it could explain the inflation.

Accurate data on the composition and the transport coef-
ficients along realistic pressure-temperature (P-T ) profiles of
hot Jupiters are also critical input in corresponding magne-
tohydrodynamics simulations [20]. Using the corresponding
plasma composition, i.e., the molar fractions of the various

2470-0045/2021/103(6)/063203(12) 063203-1 ©2021 American Physical Society
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species, and the absorption coefficient of the plasma, the opac-
ity of the planet’s atmosphere can be calculated, which in turn
determines the P-T profile [21].

In this paper we calculate the ionization degree, the elec-
trical and thermal conductivity, and the Lorenz number for
a PIP as a function of temperature and mass density. Mass-
action laws (MALs) are used to calculate the composition
of the PIP [22–26]. We assume that the plasma is in ther-
mal and chemical equilibrium so that Saha-like equations for
each dissociation and ionization reaction can be derived, from
which the partial densities of all species are calculated, i.e.,
the plasma composition. Furthermore, the electron-ion and
electron-neutral transport cross sections have to be determined
[27]. The effect of electron-electron scattering is considered
by introducing a correction factor to the electron-ion con-
tribution according to the Spitzer theory [28]. Note that the
influence of the electron-electron interaction on the transport
coefficients is currently of interest also for dense nonideal
plasmas [29,30]. The contributions of the translational motion
of neutrals and of the heat of dissociation, ionization, and
recombination reactions to the thermal conductivity of PIP
were also studied. For a benchmark we have compared the
thermal conductivity of hydrogen plasma obtained from our
model to the experimental arc-discharge results of Behringer
and van Cung [31]. In the next step we study the general trends
of the ionization degree and of the transport coefficients with
respect to the plasma density and temperature. Finally, we
calculate the ionization degree as well as the electrical and the
thermal conductivity along typical P-T profiles through the
atmosphere of the inflated hot Jupiter HD 209458b. These re-
sults are then used to assess the Ohmic heating in the planet’s
atmosphere and to infer whether this effect is efficient enough
to explain the inflation. Batygin and Stevenson [11] (BS) have
used simplified expressions for the calculation of the plasma
composition (ionization scaled with the density scale height)
and the electrical conductivity (weakly ionized gas) and con-
cluded that Ohmic heating is indeed sufficient to explain the
inflation of this hot Jupiter. We use our refined conductivity
values to calculate updated estimates for the Ohmic heating in
HD 209458b.

Our paper is organized as follows. In Sec. II we outline the
theoretical basics for the calculation of the equation of state
and the composition of the PIP. Section III provides the basic
formulas used for the calculation of the electronic transport
coefficients in the PIP. In Sec. IV we report the results for
the ionization degree and the electronic transport coefficients
in dependence on the plasma temperature and mass density.
Section V gives details of the calculation of the translational
motion of neutral particles and of the contribution of the heat
of dissociation, ionization, and recombination reactions to the
thermal conductivity. In Sec. VI, results for the ionization de-
gree and the transport coefficients along typical P-T profiles
through the atmosphere of the hot Jupiter HD 209458b are
presented. A summary and conclusions are given in Sec. VII.

II. EQUATION OF STATE AND COMPOSITION

We consider an ideal-gaslike model for the partially ion-
ized plasma and calculate its chemical composition using a
canonical partition function Z ({Ni},V, T ), which depends on

TABLE I. Abundances of constituents considered in this work,
with the molar and mass fractions according to Refs. [32,33].

Element Molar fraction (%) Mass fraction (%)

H 92.23 74.84
He 7.76 25.02
Li 1.75 × 10−7 9.82 × 10−7

Na 1.79 × 10−4 3.3 × 10−3

K 1.18 × 10−5 3.74 × 10−4

Ca 1.88 × 10−4 6.1 × 10−3

Fe 2.7 × 10−3 0.119
Rb 2.21 × 10−8 1.52 × 10−6

Cs 1.16 × 10−9 1.23 × 10−7

the number of particles Ni of species i as well as on the
volume V and temperature T of the plasma. We assume the
constituent elements H, He, Li, K, Na, Rb, Ca, Fe, and Cs to
be the relevant drivers of ionization in hot Jupiter atmospheric
plasmas. The abundances of these constituents are given in
Table I, which is adopted from Refs. [32,33].

In a mixture of c noninteracting chemical species, the par-
tition function Z ({Ni},V, T ) can be written as a product

Z ({Ni},V, T ) =
c∏

i=1

zi(Ni,V, T ), (1)

with

zi(Ni,V, T ) = ztrans
i (Ni,V, T )

[
zint

i (T )
]Ni

, (2)

where ztrans
i (Ni,V, T ) is the translational partition function

of species i and zint
i (T ) is its one-particle internal partition

function (IPF). The translational partition function is given by

ztrans
i (Ni,V, T ) = V Ni

Ni!λ
3Ni
th,i

, (3)

in which λth,i = h/
√

2πmikBT is the thermal wavelength with
the Planck constant h, the mass mi of species i, and the Boltz-
mann constant kB. The internal partition function modes are
considered to be independent of each other, which gives the
formula [34]

zint
i = znuc

i zel
i zvib

i zrot
i , (4)

where znuc
i , zel

i , zvib
i , and zrot

i are the nuclear, electronic, vi-
brational, and rotational partition functions of the species i,
respectively.

The nuclear IPF is considered as

znuc
i = 2Ins

i + 1, (5)

which depends on the spin quantum number Ins
i of the nucleus.

The electronic partition function is approximated as follows:

zel
i = (2J + 1) exp

( − E0
i /kBT

)
. (6)

Here E0
i is the energy and J the electronic angular momentum

quantum number of the atom, ion, or molecule in the ground
state. We do not consider excited states in this study because
their population is small for the plasma parameters considered
here so that their effect on ionization and transport is negligi-
ble. Note that each excited state introduces a new species for
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which all related atomic, ionic, or molecular parameters need
to be known for the calculation of the plasma composition
and the transport cross sections which would unnecessarily
complicate the PIP model as long as their effect is small.
For the calculation of the vibrational and rotational partition
functions of the H2 molecule we use the high-temperature
approximation

zvib
H2

= 1

1 − exp(−θv/T )
, (7)

zrot
H2

= T

2θr
, (8)

where θv = hν/kB and θr = h2/8π2IkB are the vibrational and
rotational temperatures, respectively. The latter depends on
the moment of inertia I = μHHr2 of the H2 molecule; μHH

= mH/2 is its reduced mass and r its bond length.
The plasma considered here is in thermal and chemical

equilibrium, so the particle densities follow from MALs as
follows [26]:

∏
i

nνi,a

i =
∏

i

(
zint

i

)νi,a

(
λ3

th,i

)νi,a
≡ Ka(T ). (9)

In this expression, ni = Ni/V are number densities of species
i, Ka(T ) is the reaction constant, and νi,a are the stoichiometric
coefficients of the reaction a. The νi,a for the reaction products
and reactants are chosen to be positive or negative, respec-
tively. The MALs and particle conservation equations of the
PIP are solved numerically to calculate the number density
of each species for a given temperature and mass density. We
allow the constituents to be doubly ionized at maximum. This
sets a maximum temperature of about 30 000 K for our appli-
cations, which corresponds to about 10% of the lowest third
ionization energy (30.651 eV for Fe [35]) of all constituents
considered. The MALs for dissociation and ionization read

n2
H

nH2

= KH, (10)

n+
ion,ine

natom,i
= K+

ion,i, (11)

n2+
ion,ine

n+
ion,i

= K2+
ion,i, (12)

in which n+
ion and n2+

ion denote the number densities of a singly
or doubly charged ion, respectively. The charge neutrality
condition in the PIP leads to the equation

ne =
∑

i

n+
ion,i +

∑
i

2n2+
ion,i, (13)

where ne represents the free electron number density in the
PIP. Mass conservation in the plasma provides the relation

ρ =
c∑

i=1

mini, (14)

where ρ is mass density of the plasma. The relative abundance
χr of each constituent with respect to the H abundance is set
as follows:

χr,i = natom,i + n+
ion,i + n2+

ion,i

2nH2 + nH + nH+
. (15)

Most of the parameters such as ground-state energies E0
i ,

ionization energies, total angular momentum quantum num-
bers J , and atomic weights mi of the species are taken from
the NIST database [35]. The nuclear partition function and
ground-state energy of the H2 molecule are taken as znuc

H2
=

4 and E0
i = −31.738 eV [26], respectively. The ground-state

energy of the H2 molecule already includes the vibrational
ground-state energy. Therefore, the vibrational partition func-
tion (7) includes only excited states. We have taken θv =
6321.3 K and θr = 88.16 K for the vibrational and rotational
temperatures of the H2 molecule [36], respectively. The num-
ber densities ni of each species (molecules, atoms, and ions)
for a given plasma temperature and mass density are calcu-
lated by solving the coupled equations (10)–(15) using the
Newton-Raphson method. The resulting ionization degree α

of the plasma is defined as

α = ne

ntotal
, (16)

with ntotal = natoms + 2nH2 + ne and the density of all atoms
natoms = ∑

i ni,atom.
The numerical calculations were benchmarked against the

analytical solution of Eqs. (17)–(19) for a pure hydrogen
plasma composed of H2, H, H+, and electrons:

mH2

KH2

n2
H + mHnH + mH+

√
nHK+

H − ρ = 0. (17)

In the analytical model, the density of H atoms nH is obtained
from the solution of Eq. (17). Furthermore, using nH, we can
calculate nH2 and nH+ via the following equations:

nH2 = n2
H

KH
, (18)

nH+ =
√

nHK+
H . (19)

FIG. 1. Composition of hydrogen plasma as a function of tem-
perature for a mass density of ρ = 10−5 g/cm3. Solid lines show
analytical results via Eqs. (17)–(19) and dashed lines numerical
results. The normalization n0 = nH2 + nH + nH+ refers here to the
total number density of hydrogenic species in the plasma.
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For benchmarking, the mass density ρ of the plasma is kept
constant at 10−5 g/cm3 and the composition is calculated as
a function of the temperature (see Fig. 1). The analytical and
numerical results are virtually identical. At low temperatures,
hydrogen is a molecular gas; the molecules dissociate into
atoms with increasing temperature. At even higher tempera-
ture, the ionization processes lead to a hydrogen plasma. For
further validation, we compare our results for the ionization
degree with those of Schlanges et al. [37] and find good
agreement.

III. ELECTRONIC TRANSPORT COEFFICIENTS

The electronic contribution to the electrical conductivity
σe, the thermal conductivity λe, and the Lorenz number L are
defined as [27,38]

σe = e2K0, (20)

λe = 1

T

(
K2 − K2

1

K0

)
, (21)

L =
( e

kB

)2 λe

σeT
, (22)

where e is the elementary charge and Kn are Onsager coef-
ficients (n = 0, 1, 2) that are composed of individual specific
Onsager coefficients Kn,es via

K−1
n =

∑
s

K−1
n,es. (23)

The expressions for Kn,eN and Kn,eI are taken from French
and Redmer [27] and describe the contribution of electron
scattering from neutral (index N) and ionic (index I) species,
respectively. We have considered electron-neutral scattering
only for H, H2, and He atoms or molecules because of the
very small overall abundance of the heavier elements. The
analytical expression of the specific Onsager coefficients for
electron-neutral scattering for Eq. (23) is

Kn,eN = 211/2π1/2(n + 3)!ε2
0 (kBT )n+3/2ne

3Z2
N e4m1/2

e nN ln AN (xN )
. (24)

The specific Onsager coefficients for electron-ion scattering
for Eq. (23) read

Kn,eI = 211/2π1/2(n + 3)!ε2
0 (kBT )n+3/2ne

3Z2
I e4m1/2

e nI ln �(Bn)
. (25)

The logarithmic functions ln AN (xN ) and ln �(Bn) are de-
fined in Ref. [27]. Electron-electron scattering is accounted
for by correction factors according to Spitzer and Härm [28]
in the Onsager coefficients for electron-ion scattering Kn,eI .
The respective formula and parameters are taken from French
and Redmer [27]. The effect of electron-electron scattering
on the electrical and thermal conductivity of dense plas-
mas in the warm dense matter regime has been studied by
Reinholz et al. [29] using the linear response theory and by
Dejarlais et al. [30] using the Kohn-Sham density functional
theory. The expressions for the Onsager coefficients including

FIG. 2. Ionization degree of the PIP as a function of temperature
for different mass densities.

electron-electron scattering are

K0,eI+ee = fe

fI
K0,eI , (26)

K1,eI+ee = ae fe

aI fI
K1,eI

+5

2
kBT

(
fe

fI
− ae fe

aI fI

)
K0,eI , (27)

K2,eI+ee = Le fe

LI fI

(
K2,eI − K2

1,eI

K0,eI

)
+ K2

1,eI+ee

K0,eI+ee
, (28)

where the factors fI , fe, aI , ae, LI , and Le are defined in
Ref. [27].

IV. RESULTS FOR ELECTRONIC TRANSPORT IN PIP

The plasma composition, i.e., the partial number densities
ni of each species obtained from solving the coupled equa-
tions (10)–(15), is a necessary input for the calculation of the
electronic transport coefficients. Therefore, we first show the
behavior of the ionization degree as a function of the tempera-
ture at different mass densities in Fig. 2. The ionization degree
α is increasing with the temperature due to thermal ionization
of the constituents and decreasing with the mass density of the
plasma.

The variation of σe and λe with the temperature at different
mass densities is displayed in Figs. 3 and 4, respectively.
The curves for σe and λe show a systematic increase with
temperature, caused by thermal ionization of the constituents
in the order of their ionization energies, which leads to an en-
hancement of the free electron density in the PIP. On the other
hand, σe and λe are decreasing with mass density due to more
frequent scattering processes with neutral species. At high
temperatures (above 20 000 K), σe and λe are increasing with
mass density, oppositely to their low-temperature characteris-
tics. This reversal is emerging because the ionization degree
is still increasing with temperature for the higher densities but
it is already saturated for the lower densities. The quantities
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FIG. 3. Electrical conductivity of the PIP as a function of tem-
perature for different mass densities.

α, σe, and λe show plateaulike structures. When the plateau
is reached, all metals (see Table I) are ionized but H and He
require still higher temperatures to contribute to the ionization
degree significantly and thus to the electrical and thermal
conductivities, which lead to the increase after the plateau.
The Lorenz number shown in Fig. 5 first increases with the
temperature and, after passing through a maximum, decreases
for still higher temperatures. This behavior is shifted system-
atically towards higher temperatures with increasing density.
The high- and low-temperature limiting values of L are deter-
mined by the known Spitzer limit in the fully ionized plasma
and electron-neutral cross sections in the weakly ionized gas,
respectively. The occurrence of the pronounced maximum in
L is caused by different energetic weightings of the cross
sections in the specific Onsager coefficients [see Eqs. (24) and
(25)]. It should be noted that the correction due to electron-

FIG. 4. Thermal conductivity of the PIP as a function of temper-
ature for different mass densities.

FIG. 5. Lorenz number of the PIP as a function of temperature
for different mass densities.

electron scattering is only important when the majority of
constituent elements are at least singly ionized.

V. THERMAL CONDUCTIVITY FROM NEUTRALS
AND CHEMICAL REACTIONS

At low temperatures, the ionization degree is small and
therefore the neutral particles contribute significantly to the
heat transport. In addition to their translational contribution
λtr , the occurrence of dissociation and ionization reactions
also enhances the thermal conductivity in the corresponding
temperature region, described by a term λr . These contribu-
tions have to be added to the electronic heat conductivity λe

so that the total thermal conductivity λ of the PIP is given by

λ = λe + λtr + λr . (29)

We have neglected the translational contribution of ions to the
thermal conductivity because it is very small in comparison
to that of the electrons λe [39,40]. For the neutrals, we have
adopted the Chapman-Enskog model for the calculation of the
translational heat transport. The first-order expression for λtr

for a single-component gas is given by [41]

λtr
i = 25

32

(
kBT π

mi

)1/2 Cv,i

�
(2,2)
ii (T )

, (30)

where �
(2,2)
ii (T ) is a collision integral and Cv,i = 3kB/2 is the

heat capacity for atoms of species i at constant volume. The
collision integral depends upon the energy-dependent trans-
port cross section. We have simplified the collisional integral
by assuming the atoms or molecules to be rigid spheres of di-
ameter dii so that �

(2,2)
ii (T ) becomes temperature independent

and is reduced to πd2
ii . The simplified formula of λtr

i is then
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given by

λtr
i = 25

32

(
kBT π

mi

)1/2 Cv,i

πd2
ii

. (31)

The vibrational heat capacity Cvib
v,H2

of hydrogen molecules is
calculated using the harmonic approximation [34]

Cvib
v,H2

= kB

(
θv

T

)2 exp( θv

T )[
exp

(
θv

T

) − 1
]2 . (32)

The rotational heat capacity Crot
v,H2

of hydrogen molecules is
calculated by considering T � θr so that

Crot
v,H2

= kB. (33)

For a multicomponent plasma as considered here, we use
a generalized formula for the calculation of the translational
thermal conductivity of mixtures, which reads [42–44]

λtr =
∑

i

xiλ
tr
i

1 + ∑
j �=i

x j

xi
φi j

. (34)

Here xi is the molar fraction of species i and φi j = (2μi j/mi )2

depends on the reduced mass μi j and mass of species i.
In the calculation of λr we assume that the chemical

reactions occur in different temperature regions, so their con-
tributions are additive, according to an expression given by
Butler and Brokaw [45,46],

λr =
∑

a

(�Ha)2

RT 2

1

Aa
, (35)

with

Aa =
β−1∑
k=1

β∑
l=k+1

(
RT

PDkl

)
xkxl

[(
νk,a

xk

)
−

(
νl,a

xl

)]2

, (36)

where �Ha is the heat of the reaction a, β is the number of
species involved in the reaction, k represents the kth species,
R is the universal gas constant, P = ∑

i nikBT is the ideal
pressure, and Dkl is the binary diffusion coefficient between
components k and l . The heat of the reaction �Ha is calculated
from the reaction constant by van’t Hoff’s equation [47,48]

�Ha

RT 2
= d ln Ka

dT
. (37)

We use the following expression for the neutral-neutral and
neutral-ion binary diffusion coefficients [49]:

PDkl = 3

16

√
2πk3

BT 3/μkl

πd2
kl

. (38)

For the electron-neutral and electron-ion diffusion coeffi-
cients, we have used the Darken relation and the adiabatic
approximation [50], which leads to

Dke = xkDe + xeDk ≈ xkDe. (39)

This expression depends only on the self-diffusion coefficient
De of the electrons that can be related to their electrical con-
ductivity using the Nernst-Einstein relation

PDke = xk

xe

(
kBT

e

)2

σe. (40)

FIG. 6. Thermal conductivity of partially ionized hydrogen
plasma as a function of temperature at a constant pressure of
1 bar. We compare our results with the arc-discharge experiment of
Behringer and van Cung [31], which was evaluated using the local
thermodynamic equilibrium assumption.

We consider the λtr and λr contributions to the thermal
conductivity only for species and reactions containing the ele-
ments H and He. The hard-sphere diameters of H2, H, and He
are taken from Table II in Ref. [51], specifically of H-H2 colli-
sion data at 3500 K. We have parametrized the effective H-H+

interaction diameter in our model by matching the height
of the second peak in the thermal conductivity profile with
that from hydrogen arc-discharge experiments at P = 1 bar
[31]; the comparison is shown in Fig. 6. The He-He+ and
He+-He2+ interaction diameters have been calculated from
Eq. (38) by using the diffusion coefficient value of Devoto
and Li at 24 000 K [52]. All hard-sphere diameter values used
for the calculation of the thermal conductivity are compiled in
Table II.

The variation of λ, λr , λtr , and λe with the temperature
is displayed in Fig. 7, again for a constant density of 10−5

g/cm3. The λtr contribution fully determines the total thermal
conductivity at the lowest temperatures considered here. Note
that the electronic contribution can be neglected there because
the ionization degree is virtually zero (see Fig. 1). The first
peak in λ at about 4000 K emerges due to the dissociation
reaction heat conductivity of H2 molecules in the PIP. This

TABLE II. Square of the hard-sphere diameters di j for the inter-
actions between the various species as used in the calculation of the
thermal conductivity.

Collision d2
i j (Å2)

H2-H2 2.634
H-H2 2.634
H-H 2.634
H-H+ 11.00
He-He 2.634
He-He+ 13.978
He+-He2+ 13.978

063203-6

Publications 85



IONIZATION AND TRANSPORT IN PARTIALLY IONIZED … PHYSICAL REVIEW E 103, 063203 (2021)

FIG. 7. Total thermal conductivity λ according to Eq. (29) as
a function of temperature at 10−5 g/cm3. The contributions of the
translational motion of neutrals λtr and of the heat of chemical
reactions λr and the electronic contribution are shown separately.

contribution becomes smaller at higher temperatures because
most of the H2 molecules are dissociated into H atoms. As
temperature increases further, the H atoms are ionized, which
leads to a second peak in the thermal conductivity at about
20 000 K due to the corresponding ionization reaction heat. A
shoulder in λr emerges at about 30 000 K due the ionization
of He. The free electron density ne is systematically increasing
with temperature so that λe dominates the thermal conductiv-
ity λ in the high-temperature limit above 25 000 K and both
λtr and λr can be neglected there.

VI. APPLICATION TO THE ATMOSPHERE
OF THE HOT JUPITER HD 209458b

HD 209458b was the first exoplanet observed transiting its
host star [53]. With an orbital period of 3.5 days, a semimajor
axis of only 0.047 AU, a radius of 1.36RJ , and a mass of
0.69MJ , HD 209458b is clearly an inflated hot Jupiter [54].
Here RJ and MJ denote Jupiter’s radius and mass, respectively.

In this section we apply the methods discussed above to
HD 209458b and discuss how the updated electrical con-
ductivity would affect Ohmic heating. The electrical currents
responsible for the Ohmic heating could penetrate down to
a pressure level of few kbar according to BS. We therefore
focus the application of our PIP model on this pressure range
and start by discussing the corresponding P-T profile.

A. The P-T profile of the atmosphere

We calculate the composition and the transport coefficients
of the planetary PIP for the four planetary models shown
in Fig. 8. The atmospheric models are obtained by fitting
semianalytical one-dimensional parametrizations to pressure-
temperature profiles suggested in the literature, following the
approach by Poser et al. [55]. The parametrization guarantees
a consistent description and allows us to extend all models to

FIG. 8. Pressure-temperature profiles of the atmosphere of HD
209458b. Shown are the four atmospheric models used in this work,
three without an inversion, namely, G (yellow), L (red), and S (or-
ange), and one with an inversion in the temperature, I (blue), located
at about 0.03 bar. Further features of the models are displayed: the
location of the radiative-convective boundary, the onset of the con-
vective interior, and the characteristic temperatures Tiso,1 and Tiso,2.

the same pressure range and to connect them to an adiabatic
interior.

Model G is based on the globally averaged theoretical P-T
curve by Guillot [56], while model L replicates the most
recent result by Line et al. [57], which is based on high-
resolution spectroscopy data of the Hubble Space Telescope
and data from the Spitzer Space Telescope for the planet’s
dayside. Both profiles turn out to be very similar. Profiles S
and I follow suggestions by Spiegel et al. [58]. While profile
S has a particularly high temperature between 0.3 and 100 bar,
model I, based on the variant with a solar abundance of TiO by
Spiegel et al. [58], shows a temperature inversion at pressures
smaller than 30 mbar. The reason is that the highly abundant
TiO serves as an additional absorber in the upper atmosphere
and leads to the rise in temperature.

Our parametrization of model I is broadly similar to the
original profile of Spiegel et al. [58] but assumes a shallower
transition to the convective interior and thus predicts higher
temperatures for pressures beyond 10 bar. In addition, our
temperatures are up to 100 K lower than the original in the
isothermal region between 1 and 10 mbar. Between 10−2

and 10−3 bar, the original shows a local maximum that is
not present in our model. The temperatures in profile I are
therefore up to 200 K colder than in the original paper.

We connect our atmosphere profiles to an adiabatic interior
model at the pressure level where the atmospheric temperature
gradient matches with the adiabatic gradient. The respective
transition points are marked with circles in Fig. 8. The interior
model is derived from the usual structure equations for nonro-
tating spherical gas planets (see, e.g., [59]). Like BS, we use a
solar helium mass fraction of Y = 0.24, assume no planetary
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core, and set the heavy-element mass fraction of both the
atmosphere and the interior to the solar reference metallicity
of Z� = 0.015 [33]. For H and He we use the equation of state
(EOS) of Saumon et al. [60]. Heavy elements are represented
by the ice EOS of Hubbard and Marley [61]. The upper
boundary of our interior model is set to Pout (RP ) = 10−2 bar.
The heat flux from below is determined by the interior model
(no core). The observed radius inflation is then obtained by
adding extra energy during the thermal evolution [55,62].

Batygin and Stevenson also used variants of the original
model I by Spiegel et al. [58] for their Ohmic dissipation
study. Like us, they assumed a transition to an adiabatic
interior model in a comparable pressure range. Their exact
profiles have not been published but are likely similar to our
model I.

Beyond the radiative-convective boundary (RCB), the at-
mosphere models span a large temperature range of up to
750 K around 1 bar. This may partly be owed to the large
local variation in brightness temperature with a dayside-to-
nightside difference of about 500 K [63] but mostly reflects
the different model assumptions and a lack of observa-
tional constraints [64]. Note, however, that the most recent
observation-based model by Line et al. [57] could not confirm
the inversion discussed by Spiegel et al. [58] and covers an
intermediate-temperature range.

All of our atmosphere models have two nearly isothermal
regions. The deeper region, labeled Tiso,1 in Fig. 8, is a typical
feature in strongly irradiated planets [12,65]. The shallower
isothermal region Tiso,2 from the 10 mbar level to the outer
boundary of our models is typical for analytical, semigray
atmosphere models (see, e.g., [66]). For profiles G, L, and S,
both regions are connected by a pronounced temperature drop
of several hundred degrees Kelvin. In the inversion profile, the
temperature first drops but then increases towards the outer
boundary.

B. Transport properties of the atmosphere

We have calculated the ionization degree α, the electrical
conductivity σe, and the thermal conductivity λ along our four
P-T models for HD 209458b (see Fig. 9). The ionization
degree [Fig. 9(b)] and the electrical conductivity [Fig. 9(d)]
are closely related and follow a very similar behavior (see
Sec. IV). The thermal conductivity profile [Fig. 9(c)] also
shows a similar form but with much smaller variations.

In the two isothermal regions of each profile, the decreas-
ing density causes α and σe to increase outward. However,
the drastic changes of temperature in the intermediate regions
between the isothermal layers influence α and σe in more
characteristic ways. This is especially the case in the inversion
region in profile I (blue), where we find pronounced minima
of α and σe near 30 mbar (see Fig. 9).

Due to the large differences between the models, the ion-
ization degree and electrical conductivity differ by up to three
orders of magnitude for the same pressure. The drop in elec-
trical conductivity between the two isothermal regions varies
from one order of magnitude in model G to more than three
orders of magnitude in model S. The increase from the inner
isothermal region to the RCB varies from a bit more than two
orders of magnitude in model S to four orders of magnitude in

FIG. 9. Temperature T , ionization degree α, thermal conductiv-
ity λ, and electrical conductivity σe for different planetary interior
models along the pressure axis of HD 209458b, specifically, for the
four atmospheric models used in this work: G (yellow), L (red), S (or-
ange), and one with an inversion, I (blue). Circles in the temperature
profile represent the location of the radiative-convective boundary.

model I. In contrast, the variation of the thermal conductivity
between the models is much smaller. The reason is that ther-
mal conductivity is determined mostly by collisions between
neutral particles in the relevant temperature range and is thus
not susceptible to the strongly changing ionization degree.

BS [11]

BS [11]

FIG. 10. Electrical conductivity σe for model I along the radius
axis of HD 209458b, compared to the results of Batygin and Steven-
son [11]. We show their original data (gray) as well as a shifted
version (cyan) to ease the comparison (see the text).
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Figure 10 compares the electrical conductivity for model
I with the results taken from Fig. 2 in [11]. The associated
pressure profile P(r) is obtained by solving the equation of
hydrostatic equilibrium. Each of the curves has a pronounced
minimum in the electrical conductivity. Note that these min-
ima are located at different radii in Fig. 10, which is likely
caused by a different planetary radius assumed by BS that
unfortunately was not stated in their paper. For better com-
parison, we also show a shifted Batygin-Stevenson profile in
Fig. 10 that aligns both minima.

The electrical conductivity minimum predicted by BS is
extraordinarily deep, with σe dropping by six orders of mag-
nitude. In contrast, the temperature dependence of our model
(see Fig. 3) yields a conductivity drop by only two orders of
magnitude at the 300 K temperature dip of our model I.

In the inner isothermal region, the electrical conductivity
is two orders of magnitude lower than suggested by BS.
Unfortunately, we do not know the exact atmosphere model
used by BS but, as discussed above, it seems conceivable that
the temperatures in this region are about 100 K lower than
assumed by BS for their Fig. 2. According to Fig. 3, however,
this would only explain a conductivity difference by about a
factor 5. At very low pressures and also toward the RCB, the
electrical conductivities become more similar, likely because
our model assumes higher temperatures. At the RCB, our
electrical conductivity is about one order of magnitude lower
than suggested by BS.

C. Ohmic dissipation

The electric currents �je in the outer atmosphere are induced
by the interaction of the fierce atmospheric winds with the
planetary magnetic field according to Ohm’s law

�je = σe( �U × �B0 − �∇�), (41)

where �U is the wind velocity, �B0 the internally produced
background field, and � the electric potential. Note that we
use a fluid approach where the velocity describes the mo-
tion of the neutral medium (neutrals, ions, and electrons).
Furthermore, we use a linear approximation, assuming that
the magnetic field locally produced by the currents is smaller
than the background field [67,68]. Using the fact that the cur-
rents are divergence-free, i.e., �∇ · �je = 0, allows calculating
the missing electric potential (BS). The global heating power
from Ohmic dissipation is then simply given by the following
volume integral:

Q̇ =
∫ �j2

e

σe
dV. (42)

Being driven by the differential irradiation, the depth of the
winds is limited [69]. Batygin and Stevenson assume that they
penetrate down to the 10 bar level. Because the minimum in
the electrical conductivity around 30 mbar provides a bound-
ary for the electric currents, only the layer from 10 bar up to
this minimum has to be considered for inducing the currents
that could potentially penetrate deeper into the planet. We
refer to this region as the induction layer. While the electric
currents in the induction layer already provide very powerful
heating, the deeper penetrating currents are more relevant for
explaining the inflation. We refer to the deeper layer where

these currents remain significant as the leakage layer, which
may extend from 10 bar to a few kbar (BS).

With no appreciable flows being present between 10 bar
and the RCB, the respective currents in the leakage layer obey
the simpler relation

�je = −σe �∇�. (43)

The electric potential differences �∇� are determined by the
action in the induction layer and the electrical conductivity
distribution. Batygin and Stevenson therefore call the leakage
layer the inert layer. The electrical conductivity profile con-
trols how deep the currents produced in the induction layer
flow into the leakage layer.

We can now roughly quantify the changes in Ohmic heat-
ing compared to those of BS by simply rescaling their results
with our electrical conductivity profiles. Batygin and Steven-
son assumed a simple flow structure with typical velocities of
U = 1 km/s and a background field strength of B0 = 10 G.
Because our electrical conductivity is about two orders of
magnitude lower in the induction layer, the induced electric
currents are two orders of magnitude weaker, according to
Eq. (41). Consequently, the Ohmic heating power (42) is also
two orders of magnitude lower.

In the leakage layer, the currents encounter a conductivity
that is more similar to the one assumed by BS. Assuming that
the conductivity is one order of magnitude lower (see Fig. 10),
the deeper Ohmic heating is about 10−3 times smaller than
in the work of BS. Explaining the inflation of HD 209458b
requires a power of about 4 × 1018 W to be deposited at or
below the RCB [19]. While the models considered by BS
deposit up to 1020 W in the convective interior, the lower
electrical conductivity of model I would render Ohmic heating
too inefficient.

However, as shown above, the Ohmic heating processes de-
pend strongly on the conductivity and thus on the atmosphere
model. Because of the higher temperatures, the electrical con-
ductivity in the induction layers of the most-up-to-date model
L is comparable to that assumed by BS; consequently, the
induced currents also have a similar magnitude. If assuming
once more a ten times lower conductivity in the leakage layer,
the leakage layer heating will be ten times stronger than in the
work of BS, which is more than enough to explain the infla-
tion. For model S, the heating will be even stronger because
of the particularly high temperatures in the induction region.

Because the electrical currents depend linearly on the wind
velocity U and the background field strength B0, the heating
power (42) scales quadratically with both of these quantities.
Updating the value of U = 1 km/s assumed by BS with a
newer estimate of U = 2 km/s [70] thus increases Ohmic
heating by a factor of 4. On the contrary, an indirect reassess-
ment of the magnetic field strength of HD 209458b suggests
that it may as well be on the order of 1 G [71] rather than the
10 G assumed by BS. This would reduce the Ohmic heating
power by a factor of 100 and may once more render the
process too inefficient to explain the inflation.

All the estimates discussed above represent a linear ap-
proximation, assuming that the magnetic field produced by
the locally induced currents is smaller than the background
field in Eq. (41) [67,68,72]. The ratio of the locally induced
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field to the background field is roughly given by the magnetic
Reynolds number

Rm = Udσeμ0, (44)

where μ0 is the magnetic permeability of vacuum and d the
electrical conductivity scale height

d = σe

|∂σe/∂r| . (45)

The linear approximation therefore breaks down when Rm
exceeds one. When assuming U = 1 km/s and the value
d = 3 × 102 km as suggested by Fig. 10, this happens where
the electrical conductivity is larger than σe = 10−2 S/m in
the induction region. Model S, where Tiso,1 = 2200 K, is the
only model for which the linear approximation is certainly
questionable.

Observations suggest that dayside and nightside temper-
atures of HD 209458b differ by roughly 500 K [63]. The
fact that this difference is smaller than expected is, like the
pronounced hot-spot shift [63], likely the result of heat dis-
tribution by the fierce winds in the upper atmosphere. The
temperature dependence proposed here predicts that the elec-
trical conductivity in the nightside induction region is about
103 times lower than on the dayside. We thus expect that
dayside heating would dominate.

VII. CONCLUSION

We have presented a model for calculating the chemi-
cal composition and electrical and thermal conductivity of
low-density multicomponent plasmas suitable for applica-
tions in atmospheres of hot Jupiters. This model is based
on mass-action laws and cross sections for all binary par-
ticle interactions and generalizes an earlier model for the
thermoelectric properties of one-component plasmas [25] to
multicomponent plasmas. We have shown that the results
for the ionization degree and in particular for the electrical
conductivity can differ by several orders of magnitude from
simpler models applied to hot Jupiter [11,73] or hot Neptune
atmospheres [17].

Note that the plasma becomes nonideal with increasing
depth (i.e., density), so interaction contributions have to be
treated when evaluating MALs for deeper atmosphere regions.
Furthermore, simple expressions for the cross sections as used
here no longer apply and the different scattering processes
have to be treated on the T matrix level by calculating the
corresponding scattering phase shifts (see, e.g., [5,23–25,74]).
It would also be interesting to study the influence of the
magnetic field of the planet on the transport properties, in par-
ticular for the hot and dilute outer atmosphere (ionosphere).
This is a subject left for future work.

The plasma is strongly coupled and degenerate in the deep
interior of the planet, so first-principles approaches have to
be applied in order to calculate the corresponding equation

of state data, the ionization degree, and the transport proper-
ties. For instance, extensive molecular-dynamics simulations
have been performed for the ions in dense H-He plasmas
in combination with electronic structure calculations using
density functional theory (density functional theory–based
molecular-dynamics method). The corresponding results pro-
vide a reliable database to determine interior profiles for
density, temperature, and pressure [75] and to simulate the
dynamo process based on further material properties such as
electrical and thermal conductivities [76,77] for Jupiter [78]
and Jupiter-like planets. The deep interior, however, is not
important for the study of Ohmic dissipation in the outer
atmosphere, so the current results persist.

We have therefore used our results to predict the thermal
and electrical conductivities for four different models pro-
posed for the atmosphere of the hot Jupiter HD 209458b. The
estimates suggest that the electrical conductivity is between
one and two orders of magnitude lower than assumed by BS
[11] in their study of Ohmic heating. While BS concluded that
this additional heat source could explain the observed inflation
of HD 209458b, our updated conductivities reduce the effect
by up to three orders of magnitude and would make Ohmic
heating too inefficient.

However, newer internal models [57] suggest significantly
higher temperatures in the planet’s atmosphere than assumed
for these estimates. The resulting higher electrical conductiv-
ity would guarantee more than enough Ohmic heat to explain
the inflation, even for our lower electrical conductivity values.
The large uncertainties in the atmospheric temperature, but
also in the planet’s magnetic field strength [71], yet prevent
us from giving reliable estimates of Ohmic heating in the
atmosphere of HD 209458b.

Our estimates for the electric currents and thus for the
Ohmic heating power largely follow simple scaling arguments
based on previous attempts [11,72]. It would be interesting
to run refined numerical models that solve for electrical cur-
rents using the updated conductivities proposed here. Because
of the significant radial and dayside-to-nightside variation
in temperature, the electrical conductivity will also have a
three-dimensional field structure, making three-dimensional
simulations essential. Repeating the simplified calculations by
BS would be a first step. However, full magnetohydrodynamic
simulations are required should the locally induced magnetic
fields and associated Lorentz forces prove important.
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A B S T R A C T 

The small semimajor axes of hot Jupiters lead to high atmospheric temperatures of up to several thousand Kelvin. Under 
these conditions, thermally ionized metals provide a rich source of charged particles and thus build up a sizeable electrical 
conductivity. Subsequent electromagnetic effects, such as the induction of electric currents, Ohmic heating, magnetic drag, or 
the weakening of zonal winds have thus far been considered mainly in the framework of a linear, steady-state model of induction. 
For hot Jupiters with an equilibrium temperature T eq > 1500 K, the induction of atmospheric magnetic fields is a runaway 

process that can only be stopped by non-linear feedback. F or e xample, the back-reaction of the magnetic field on to the flow via 
the Lorentz force or the occurrence of magnetic instabilities. Moreo v er, we discuss the possibility of self-excited atmospheric 
dynamos. Our results suggest that the induced atmospheric magnetic fields and electric currents become independent of the 
electrical conductivity and the internal field, but instead are limited by the planetary rotation rate and wind speed. As an explicit 
example, we characterize the induction process for the hottest exoplanet, KEL T -9b, by calculating the electrical conductivity 

along atmospheric P –T profiles for the dayside and nightside. Despite the temperature varying between 3000 and 4500 K, the 
resulting electrical conductivity attains an elevated value of roughly 1 S m 

−1 throughout the atmosphere. The induced magnetic 
fields are predominately horizontal and might reach up to a saturation field strength of 400 mT, exceeding the internal field by 

two orders of magnitude. 

Key words: magnetic fields – plasmas – planets and satellites: atmospheres – planets and satellites: gaseous planets. 

1  I N T RO D U C T I O N  

Hot Jupiters (HJs) orbit their parent stars in very close proximity and 
are locked in synchronous rotation, which means that they always 
face the same side to the star (Guillot et al. 1996 ; Sho wman, Le wis & 

F ortne y 2015 ). The ele v ated electrical conducti vity caused by ther- 
mal ionization of metals and the fierce irradiation-driven winds 
induce strong electric currents. If these currents flow deeper into the 
atmosphere, the related Ohmic heating could explain the planetary 
radius inflation (Batygin & Stevenson 2010 ; Kumar et al. 2021 ). 
Some authors also suggest that Lorentz forces might become strong 
enough to alter the atmospheric circulation and, thus, the brightness 
distribution (Perna, Menou & Rauscher 2010 ; Rogers & Showman 
2014 ). Even a self-excited atmospheric dynamo that operates inde- 
pendently of the deep-seated, conv ectiv e dynamo seems possible. 
Rogers & McEl w aine ( 2017 ) suggest that such dynamo action is 
promoted by the strong horizontal variation of the electrical conduc- 
tivity caused by the large difference between dayside and nightside 
temperatures. 

� E-mail: dietrichw@mps.mpg.de 

The interpretation of the observational data for HJs relies heavily 
on a reliable estimate of the electrical conductivity and the mecha- 
nisms of the induction process (Batygin & Stevenson 2010 ; Rogers & 

McEl w aine 2017 ). So far, only a linear approximation of the induced 
electrical currents has been applied. Ho we ver, this might be only 
justified in HJs with equilibrium temperatures in the 1000–1500 K 

range, such as HD 209458b (Kumar et al. 2021 ). 
For hotter HJs, such as the group of ultrahot Jupiters (UHJs, 

T eq > 2200 K; Parmentier et al. 2018 ), the electrical conductivity, 
σ e , might reach much higher values because the temperatures are 
sufficient to ionize more abundant metals, such as sodium, calcium, or 
even iron. We therefore calculate the ionization degree and electrical 
conductivity to characterize the induction process in a prominent 
UHJ, KEL T -9b, the hottest planet detected so far. It orbits its host 
star, a main-sequence A0-type star, in only 1.48 d while receiving 
strong stellar irradiation (Gaudi et al. 2017 ). It has a radius of ≈1.9 R J 

and an age of 300–600 Myr (Gaudi et al. 2017 ). It has been suggested 
that dayside and nightside temperatures are as high as 4600 and 
3040 K, respectively (Mansfield et al. 2020 ; Wong et al. 2020 ). 
Another recent study reports dayside temperature of up to 8500 K in 
the low pressure range of the atmosphere (Fossati et al. 2020 , 2021 ). 
Such high temperatures lead to significant ionization and dissociation 
of atmospheric constituents (Hoeijmakers et al. 2019 ), which is 

© The Author(s) 2022. 
Published by Oxford University Press on behalf of Royal Astronomical Society. This is an Open Access article distributed under the terms of the Creative 
Commons Attribution License ( http://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reuse, distribution, and reproduction in any medium, 
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confirmed by the observation of Fe + and Ti + (Hoeijmakers et al. 
2018 , 2019 ). 

In comparison with standard thermal evolution calculations, 
the observationally constrained radius of many HJs appears in- 
flated (Thorngren & F ortne y 2018 ), since their radii are larger than 
thermal evolution models suggest. This inflation seems particularly 
present for intermediately temperated HJ with equilibrium temper- 
atures around between 1570 K (Thorngren & F ortne y 2018 ) and 
1860 K (Sarkis et al. 2021 ) depending on the atmosphere model used. 
Various studies investigate possible inflation mechanisms (Sarkis 
et al. 2021 ) and conclude that Ohmic heating is a promising candidate 
(Batygin & Stevenson 2010 ). However, previous estimates of Ohmic 
heating were based on a steady and linear induction process that 
might not be readily applicable to hotter planets. 

The importance of electromagnetic effects and the nature of 
the induction process can be characterized by estimating the ratio 
between the induction of magnetic fields and the dissipation. This is 
cast into the magnetic Reynolds number, 

Rm = μ0 σe U d, (1) 

here μ0 is the vacuum permeability, U is a typical flow velocity, σ e 

the electrical conductivity, and d a typical length scale. As long as 
Rm remains below one, the magnetic field induced in the outer part 
of the atmosphere will be smaller than the internal magnetic field 
originating from a conv ectiv e, deep interior dynamo process. This 
allows estimating the induced field and the related electric current in 
a linear approach for an assumed internal field strength. 

The linear approach has been used to predict magnetic effects 
caused by the observed zonal winds in the outer atmosphere of 
Jupiter and Saturn by Liu, Goldreich & Stevenson ( 2008 ), Cao & 

Stevenson ( 2017 ), and Wicht et al. ( 2019b ). In these planets, the 
electrical conductivity increases sharply with depth due to the 
growing ionization degree of hydrogen until its transition into a 
metallic phase at around 1 Mbar. The electrical conductivity scale 
height is then the rele v ant length scale d in equation ( 1 ). Adopting for 
example the conductivity model by French et al. ( 2012 ) for Jupiter 
yields d between 10 −3 R J and 10 −2 R J , where R J is Jupiter’s radius. As 
a consequence, Rm remains below one for the outer few per cent in 
radius so that the linear approximation for estimating electric currents 
and, thus, Ohmic dissipation can be applied. 

In contrast to Jupiter and caused by the irradiation-driven ioniza- 
tion of metals, for HJs electromagnetic effects become important at 
much lower pressures, namely in the lower atmosphere around 1 and 
10 −3 bar (Kumar et al. 2021 ). They are important when strong flows 
interact with a sizeable electrical conductivity. The permanent stellar 
irradiation will not reach deeper than about 1 bar, where the infrared 
opacity reaches unity (Iro, B ́ezard & Guillot 2005 ). Atmospheric 
flo ws dri v en by the irradiation gradients thus dominate abo v e 1 bar. 

In HJs with a moderate equilibrium temperature of 1500 K, such 
as HD 209458b with zero-albedo T eq = 1440 K, the electrical 
conductivity reaches up to σe ≈ 10 −3 S m 

−1 (Kumar et al. 2021 ). 
Assuming typical wind velocities of about 2 km s −1 yields Rm ≤ 1. 
The linear approach for estimating the electric current is therefore 
still applicable and has been adopted by several authors (Batygin & 

Stevenson 2010 ; Kumar et al. 2021 ). 
F or ev en hotter planets, such as the UHJ KEL T -9b, faster winds 

(Fossati et al. 2021 ) and higher electrical conductivity (as we will 
show later) will likely boost Rm to value much larger than one (Rm 

� 1). The linear approach becomes questionable and significant 
alteration of a deep dynamo field can be expected. The everlasting 
induction of atmospheric magnetic fields must be balanced by other 
processes. Even an independent self-excited atmospheric dynamo 

may become possible, which could survive without the presence of 
a deep dynamo field. 

In this paper, we discuss the induction of atmospheric magnetic 
fields in HJs and UHJs, its linear and non-linear processes, and which 
amplitudes the induced fields and electrical currents can reach. This 
includes a general description of thermal ionization of metals and 
the subsequent calculation of electrical conductivity. In a second 
step, we apply this to a specific planet by calculating the ionization 
degree and the electrical conductivity in the atmosphere of the UHJ 
KEL T -9b with our previously published ionization and transport 
model (Kumar et al. 2021 ). Both quantities are calculated for several 
atmospheric profiles, including distinguished profiles for the dayside 
and nightside. Lastly, we characterize the induction effects and give 
estimates for the induced magnetic field in the atmosphere. 

Our paper is organized as follows. In Section 2 , we discuss the 
general induction of atmospheric magnetic fields and show how to 
characterize the induction process. In Section 3.2.1 , we apply the 
derived estimates and calculate explicitly the ionization degree and 
the electrical conductivity along P –T profiles of the atmosphere of 
UHJ KEL T -9b. Conclusions are given in Section 4 . 

2  ELECTROMAG NETIC  I N D U C T I O N  IN  H OT  

J UPITERS  

2.1 Induction of atmospheric magnetic fields 

The electric current, μ0 j = ∇ × B , in a moving conductor is given 
by Ohm’s law: 

j = σe ( U × B + E ) , (2) 

where U is the flow, B is the magnetic, and E the electrical field. 
Using the Maxwell equations this can be rewritten as the induction 
equation, which describes the evolution of magnetic fields by the 
competition of induction and diffusion: 

∂ t B = ∇ × ( U × B ) − ∇ × ( η∇ × B ) , (3) 

where η = 1/( μ0 σ e ) is the magnetic dif fusi vity. The importance of 
the dynamo term relative to the diffusion term is estimated by the 
magnetic Reynolds number: 

Rm = 

| ∇ × ( U × B ) | 
| ∇ × ( η∇ × B ) | ≈

U 

η
min ( d η, d U , d B ) , (4) 

where U is a typical flow velocity, d η, d U , d B characteristic length 
scales for electrical conducti vity, the flo w, or the magnetic field, 
respecti vely. Estimating the rele v ant length scale of the induction or 
diffusion process is a key ingredient for Rm. 

The induction becomes particularly simple if we assume that 
azimuthal zonal flows dominate the atmospheric dynamics while 
the radial flow component remains negligible. This seems a reason- 
able assumption for irradiation-driven flows in the stably stratified 
atmospheres of HJs and UHJs (Showman & Guillot 2002 ). 

The induction process is then limited to creating azimuthal field 
(see Fig. 1 a) via shear flows from a background field B int that is 
produced by the deep, internal dynamo process. If we furthermore 
assume that η is constant, and that the background field, the induced 
azimuthal field, and the flow are predominantly axisymmetric (indi- 
cated by the o v erbar), the induction equation reduces to 

∂ t B φ = −B int · ∇ U + η� B φ. (5) 

The stellar irradiation drives fast horizontal winds in the outer 
atmosphere of HJs and UHJs. Since the winds likely remain confined 
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(a)

(d) (e)

(b) (c)

Figure 1. Induction of azimuthal field by bending of field lines (orange) via atmospherical shear flows (black arrows). If the induction is stopped by efficient 
magnetic diffusion due to low electrical conductivity (panel b), the induced field remains weak compared to the background field and no Lorentz forces act on 
the flow. If the induction is rapid, the induced azimuthal field could quickly o v erpower the internal one and cause strong Lorentz forces. This could lead to the 
occurrence of Alfv ́en waves flow and field oscillate (panel c). Or alternatively, that the Lorentz forces associated with the wound-up field ultimately weakens 
the shear flow (panel d). This tied-up magnetic field tends to develop instabilities, such as the Tayler instability with the kink mode (panel e). 

to the low-opacity region we expect a steep radial gradient in the wind 
profile with a typical scale height d U of 

d U = 

∣∣∣∣
U φ

∂ U φ/ ∂ r 

∣∣∣∣ . (6) 

Since numerical simulations indicate that the horizontal scales are 
typically large (Showman & Guillot 2002 ), we neglect the respective 
gradients in comparison to the radial one. 

2.2 Internal dynamo process 

Here we estimate the field strength of the internal dipole field, which 
is sheared by the atmospheric flows. As hydrogen becomes metallic 
at large pressures ( > 1 Mbar) the electrical conductivity in the deep 
interior of gas planets reaches about 10 6 S m 

−1 (French et al. 2012 ). 
We know that Jupiter and Saturn host interior dynamos, and therefore 
it is likely that HJs and UHJs also generate internal magnetic fields. 
The typical field strength in the dynamo regions can be estimated 
based on scaling laws. Here we use such laws that rely on the available 
conv ectiv e power that itself can be expressed in terms of the heat flux 
density q int out of the conv ectiv e interior (Christensen, Holzwarth & 

Reiners 2009 ; Christensen 2010 ). The typical field strength for a 
self-sustained, conv ectiv ely driv en dynamo in gas giants scales like 

B ∝ f ohm 

ρ1 / 6 
c 

(
q int H ρ/H T 

)1 / 3 
, (7) 

where f ohm 

is the ratio of Ohmic to total dissipation, ρc is the bulk 
density in the dynamo region, q int the heat flux at the radiative–
conv ectiv e boundary, H T the temperature scale height, and H ρ the 
density scale height (Christensen et al. 2009 ). 

We assume f ohm 

= 1, normalize this scaling relation with the well- 
constrained values of Jupiter, and use the mean planetary density 
ρc = 3 M p / 4 πR 

3 
p , where R p and M P are the radius and the mass of 

the HJ under consideration: 

B int = B int, J 

(
R J 

R p 

)1 / 2 (
M p 

M J 

)1 / 6 (
q int 

q int, J 

)1 / 3 

. (8) 

This is based on the assumption that the temperature and density 
scale heights are similar. The surface field strength and interior heat 
flux of Jupiter is roughly 0 . 5 mT and q int, J = 5 . 4 W m 

−2 . 
The internal heat flux density q int of the planet is difficult to access, 

since a variety of sources, such as secular cooling, gravitational 
contraction, tidal effects, or Ohmic heating might contribute. 

Classically, the amount of heat released from the radiative–
conv ectiv e boundary is primarily go v erned by the contraction and 
cooling during the thermal evolution of the planet. Thus larger 
and younger planets possess a larger luminosity. Thermal evolution 
models, e.g. Baraffe et al. ( 2003 ) and Burrows et al. ( 2001 ), were 
used to derive scaling relations for the total luminosity as a function 
of age, radius, and mass (Burrows et al. 2001 ; Zaghoo & Collins 
2018 ): 

q int = q int, J 

(
τp 

τJ 

)−1 / 3 (
M p 

M J 

R p 

R J 

)2 . 64 

, (9) 

where τ p and τJ = 4 . 5 Gyr are the age of the planet and of Jupiter, 
respectively. 

Ho we ver, for HJs, the heat budget seems more complex as the 
majority of them appear larger than thermal evolution models for 
non-irradiated planets would predict. This suggests additional heat 
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sources that slow down secular cooling, and Ohmic dissipation is 
one of possible mechanisms (Batygin & Stevenson 2010 ; Sarkis 
et al. 2021 ). This would indicate that HJs that receive more intense 
stellar radiation and are thus hotter tend to be more inflated by Ohmic 
dissipation since the higher electrical conductivity allows for higher 
induced magnetic fields and currents, which transfer irradiation 
energy into the deeper interior through Ohmic dissipation. But if 
the atmospheric temperatures are too high, the Lorentz forces tend to 
suppress horizontal flows and thus Ohmic dissipation (Menou 2012 ). 

If the atmosphere of HJ is in thermal equilibrium with the incident 
flux, the internal heat flux and the one associated with dissipating the 
irradiation must balance (Thorngren & F ortne y 2018 ; Sarkis et al. 
2021 ). Both studies found indeed statistical evidence for a relation 
between the internal heat flux due to extra heating and equilibrium 

temperature in the upper atmosphere with a pronounced maximum 

around T eq = 1850 K (Thorngren, Gao & F ortne y 2019 , 2020 ): 

T int ≈ 0 . 39 T eq exp 

( 

− ( log ( σ ∗
SB T 

4 
eq ) − 6 . 14) 2 

1 . 095 

) 

, (10) 

where σ ∗
SB is the Stefan–Boltzmann constant taken in units of 1 K 

−4 . 
The associated internal heat flux can be calculated via q int = σSB T 

4 
int . 

Note that the exact mechanism of dissipating the irradiation is not 
undisputed (Sarkis et al. 2021 ). 

Equations ( 10 ) and ( 9 ) together with equation ( 8 ) provide a strategy 
to estimate the field strength of a conv ectiv ely driv en dynamo for a 
dedicated planet. 

2.3 Ionization of metals and the electrical conductivity 

The main ingredient for assessing the electromagnetic induction 
effects, quantified by Rm, is the electrical conductivity σ e . HJs reach 
atmospheric temperatures at which metals are partially or even fully 
ionized via thermal ionization. We only consider the first degree 
of ionization and therefore partial and full ionizations are to be 
understood with respect to the total abundance. Free electrons interact 
via collisions with ions, neutrals, and other electrons to generate a 
macroscopic electrical resistivity. In the temperature range up to a 
few thousand of K, the rele v ant constituents that ionize are the alkali 
metals, such as lithium, potassium, sodium, rubidium, caesium, and 
the common metals calcium and iron (Lodders 2003 ). Hydrogen 
dominates the o v erall composition and acts mainly as scatterer for 
the electrons. It gets ionized only when temperatures exceed 5000 K. 
Here we use the Solar system abundances for the atmospheric stoi- 
chiometry. For the calculation of the ionization degree and electrical 
conducti vity, we follo w our model for a partially ionized plasma 
previously employed in Kumar et al. ( 2021 ). There, mass-action 
laws are used to calculate the composition of the partially ionized 
plasma (PIP; Redmer et al. 1988 ; Redmer 1999 ; Kuhlbrodt & Redmer 
2000 ; Kuhlbrodt, Holst & Redmer 2005 ; Sch ̈ottler, Redmer & French 
2013 ), from which the mass density 	 is derived for a given P –
T profile. Furthermore, the electrical conductivity is calculated from 

electron–ion and electron–neutral transport cross-sections (French & 

Redmer 2017 ). The effect of electron–electron scattering on the 
transport properties is accounted for by introducing correction factors 
to the electron–ion contributions. The abundance of constituents 
considered in this work is the same (solar abundance) as we have 
considered in our PIP model (Kumar et al. 2021 ). 

For general illustration, we calculate σ e as function of temperature, 
but keep the density fixed to three different values between ρ = 

10 −3 and 10 −5 kg m 

−3 (Fig. 2 , solid, dashed, and dotted black). The 
temperature axis can be interpreted as the radiative equilibrium tem- 

perature T eq or temperatures representing the dayside or nightside. 
It can be seen that σ e increases with temperature as more and more 
electrons contribute to build up the electrical conducti vity. Ho we ver, 
the increase includes rather steep slopes and quite flat plateaus in 
between. These structures are caused by different species that are 
ionized subsequently as the temperature rises. 

Given their high ionization energy and small mass fraction, 
lithium, rubidium, and caesium can safely be ignored in this con- 
sideration. Potassium on the other hand has the smallest ionization 
energy and, thus, is the predominant source of electrons at low 

temperatures. It is strongly ionized already at temperatures below and 
up to 2000 K. At T = 2200 K almost all of the free electrons stem from 

potassium. As an example, the HJ HD 209485b has an equilibrium 

temperature of roughly 1500 K and thus a σe ≈ 10 −3 S m 

−1 (Kumar 
et al. 2021 ). Because of the partial ionization of potassium, the 
temperature dependence around this value is relatively steep and 
small radial or azimuthal temperature variations might cause strong 
variations in σ e . 

Between T = 2300 and 3500 K, the ionization of calcium and 
sodium boost σ e to values between 0.1 and 1 S m 

−1 , where a plateau 
at an ele v ated electrical conducti vity of 1 S m 

−1 is visible. Thus 
for HJs that feature atmospheric temperatures in that range, σ e is 
rather independent and thus constant across the entire irradiated 
atmosphere. The width of this conductivity plateau is given by 
difference in ionization energies between calcium/sodium and iron. 
Marking the high-temperature end of the plateau (at T = 3500 K) the 
ne xt element pro viding more electrons is iron, which singly ionized 
at around T = 5000 K. The last σ e boost is due to electrons from 

hydrogen that begin to ionize at T = 5000 K and dominate σ e at 
higher temperatures. 

To show the parameter dependence, we display σ e along several 
isochores (dashed and dotted in Fig. 2 ) and calculate a temperature 
variability, σ−1 

e d σe / d T (red profile). It can be seen that a larger 
density smooths out the structures and decreases the magnitude of 
σ e due to a shift in the chemical ionization equilibria according to 
Le Chatelier’s principle. 

The temperature dependence is most pronounced at the low- 
temperature end of the plot, where only a single species, potassium 

here, is partially ionized. This leads to quite a strong temperature 
sensitivity of roughly 0 . 01 1 K 

−1 . At higher temperatures and in 
particular around 3300 K this drops down to 10 −4 1 K 

−1 indicating 
that σ e is very insensitive to thermal variations. 

Moreo v er, we add estimates of Rm in the figure (blue). Those are 
based on the actual value of σ e , a (conserv ati ve) flo w amplitude of 
U = 2 × 10 3 m s −1 and a length scale representing the conductivity 
scale height of d σ = 3 × 10 5 m (dark blue) or the radial length scale 
of the shear flow d U = 0 . 02 R P ≈ 3 × 10 6 m (light blue). For the 
colder part, Rm σ might be more realistic, as d σ is smaller than d U 
and hence is the dominant diffusion length scale. Both curves are 
larger than unity from T < 1200–1500 K suggesting that all HJ 
atmospheres exceeding these temperatures tend to host non-linear 
induction processes that are characterized by Rm >> 1. This already 
indicates that a better understanding of the atmospheric induction 
processes in atmospheres with high conductivity is strongly needed. 

2.4 Linear regime, Rm ≤ 1 

Previous approaches for estimating the magnetic induction in HJs 
assumed that the growth is limited by magnetic diffusion (e.g. 
Batygin & Stevenson 2010 ). 

As already discussed in the Introduction and in Kumar et al. 
( 2021 ), for HJs like HD 209458b, Rm may actually remain below 
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Figure 2. Electrical conductivity due to ionization of metals as a function of temperature along three isochores with ρ = 10 −3 to 10 −5 kg m 

−3 (black solid, 
dashed, and dotted line). The grey shaded areas indicate the main donors of electrons. The red profile shows the temperature variability of the electrical 
conductivity: 1/ σ e d σ e /d T . The blue profiles show two magnetic Reynolds numbers based on the solid conductivity profile, a flow velocity of U = 2 × 10 3 m s −1 

(Snellen et al. 2010 ), and either d U = 3 × 10 6 m or d η = 3 × 10 5 m (Wicht, Gastine & Duarte 2019a ) as length scale. Both curves cross unity around 1300 or 
1500 K, suggesting that the linear estimate of induction is not valid at temperatures higher than that. 

one, because both σ e and the characteristic length scale d = d η are 
rather small. The latter is the correct choice for the rele v ant dif fusi ve 
length scale to account for the strong variability of σ e (Liu et al. 2008 ; 
Wicht et al. 2019a ). This will likely apply to HJs on the potassium 

branch of Fig. 2 or be the case in HJ atmospheres where T < 1500 K. 
For Rm ≤ 1, the dynamics establishes a quasi-stationary ( ∂ t B ≈ 0) 
state where the magnetic dissipation balances the induction term in 
equation ( 5 ). The locally induced field can then be estimated via 

B φ = Rm B int . (11) 

This implies that the maximum amplitude of the induced field where 
this approximation is still valid is the internal field strength. Thus 
the radial field lines will be only slightly bent in the direction of the 
shear as indicated in Fig. 1 (b). 

Another consequence of the quasi-stationarity is that the electric 
currents obey a simplified Ohm’s law where the gradient of the 
electric potential can be neglected, 

j = σe ( U × B int ) , (12) 

and can thus be calculated for a given flow and background field if 
we assume that j = σe U B φ (Wicht et al. 2019a ). It is important to 
stress that the local currents and induced magnetic fields depend on 
the electrical conductivity, the internal field strength, and the zonal 
wind speed. In this scenario, the induced field cannot reach sufficient 
strength to modify or abate the flow via Lorentz forces (Fig. 1 b). 

2.5 Non-linear induction: winding up the field 

If σ e is larger or the atmospheric winds more energetic, the induction 
equation (equation 5 ) shows that the zonal flow shear will very 
efficiently induce azimuthal magnetic field from winding up the 
radial background field. If the rate of field induction cannot be 
balanced by the diffusion alone, a steady linear model as discussed 

before cannot be applied anymore. As long as the radial field is 
provided from the deep, internal dynamo, the winding up of magnetic 
field lines around the planet continues until a non-linear effect stops 
this process. This by itself does not work as a self-sustained dynamo, 
for which the atmospheric dynamics would itself replenish the radial 
field and thus become independent of the internal field. We discuss 
the requirements of the self-excited dynamo in Section 2.7 . 

The rapid induction process is represented by magnetic Reynolds 
number that strongly exceeds unity. Thus the dif fusi ve term can be 
ignored and the induction equation (equation 5 ) simplifies to 

∂ B φ

∂ t 
= 

U 

d U 
B int . (13) 

The atmospheric shear flo w ef ficiently produces an azimuthal field 
component by shearing the radial component of the background 
field. It ef fecti vely winds up the field lines in azimuthal direction as 
illustrated in Figs 1 (b) and (d). The induced field B φ thus increases 
linearly with time until some critical strength is reached where the 
process is modified. 

The related electrical current must then be calculated from the curl 
of the azimuthal field B φ . If the induced field remain axisymmetric, 
this is given by 

j = 

∣∣∣∣
1 

μ0 
∇ × B 

∣∣∣∣ ≈ B φ

μ0 d U 
, (14) 

where we assumed that the electrical current is dominated by the 
∂ r ( r B φ) term of the latitudinal component. 

2.5.1 Alfv ́en waves 

The interaction between the current of induced azimuthal field and 
internal field defines a Lorentz force, j × B , that accelerates U φ in 
the opposite direction. Using the axisymmetric approximation of the 
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electrical current in equation ( 14 ) leads to 

ρ
∂ U φ

∂ t 
= −B φB int 

μ0 d U 
. (15) 

The action of the Lorentz force thereby reduces the radial shear and 
thus the growth rate of B φ . Equations ( 13 ) and ( 15 ) define a wave 
equation for the azimuthal flow: 

∂ 

2 U φ

∂ t 2 
= − 1 

μ0 ρ

B 

2 
int 

d 2 U 

U φ. (16) 

This describes an Alfv ̀en wave (see Fig. 1 c) that travels along the 
field lines of the internal field and has a frequency 

ω A = 

B int 

d U ( μ0 ρ) 1 / 2 
. (17) 

There is ample time for the winding action to take place before the 
internal field changes. We expect Lorentz forces and Alfv ̀en waves 
to play an important role for atmospheric dynamics. When assuming 
that U φ represents the maximum flow amplitude, the maximum field 
amplitude of the wave is 

B φ = ( μ0 ρ) 1 / 2 U φ. (18) 

Since this estimate neglects dif fusi ve ef fects and assumes that U φ

represents a pure Alfv ́en wave, it can only serve as an upper bound. 
Ho we v er, Alfv ́en wav es are well-studied magnetohydrodynamics 
(MHD) phenomena that might play an important role in the dynamics 
of HJ atmospheres. In fact, the study of Rogers ( 2017 ) performing 
MHD simulations of the irradiated atmosphere of the HJ HAT-P-7b 
showed that temporal variability of the winds stems from magnetic 
effects. This is in line with the observed variability of the hotspot 
offset for that specific planet. In general, the hotspot offsets are 
typically prograde and not very time dependent (Parmentier et al. 
2018 ). 

2.5.2 Radial force balance 

The deri v ation of the Alfv ́en wave above was based on neglecting 
the Coriolis force. A balance between Coriolis and Lorentz forces 
is typically expected in dynamo theory. We thus study the non- 
azimuthal component of this force balance: 

˜ ρ� × U ≈ 1 

μ0 
j × B . (19) 

Choosing the axisymmetric radial component of this balance involves 
the zonal flow U , the zonal magnetic field B φ , and equation ( 14 ) 
yields 

ρ�U φ ≈ B 

2 
φ

μ0 d U 
. (20) 

We find for the azimuthal field a saturation value of 

B φ ≈ (
μ0 ρd U �U 

)1 / 2 
. (21) 

Physically, this could be interpreted such that meridional circulation 
cells redistribute zonal angular momentum in such a way that the 
radial shear is suppressed (Fig. 1 d). It is then the magnetic tension 
that saturates the initial shear flow (grey arrows) at a weaker final 
amplitude (black). 

2.5.3 Tayler instability 

There are different magnetic instabilities that can limit the growth of 
B φ . For an introduction we refer to Spruit ( 1999 ). In a stably stratified 

layer like the outer atmosphere of HJs, the so-called Tayler instability 
is likely to set in first. This instability refers to the unconstrained 
growth of non-axisymmetric magnetic field contributions when the 
axisymmetric part is sufficiently wound-up (see Fig. 1 e). A condition 
is that the atmospheric environment is sufficiently stratified and that 
Alfv ́en waves are slower than the rotation frequency: 

N � � � ω A , (22) 

where N is the Brunt–V ̈ais ̈al ̈a frequency that characterizes the degree 
of stratification. N can be calculated from observable quantities if the 
atmosphere is to first order isothermal: 

N T = 

g P √ 

c p T eq 
, (23) 

here g P is the gravity and T eq the equilibrium temperature of the 
planet. N typically exceeds the rotation rate �P by a factor of 30–
300. The Alfv ́en frequency of the wound-up azimuthal field is given 
by 

ω A = 

B φ

R P ( μ0 ρ) 1 / 2 
. (24) 

The relation equation ( 22 ) should be fulfilled for most HJs, when the 
induced field is not exceedingly large. 

The most unstable azimuthal wavenumber is m = 1 and thus the 
instability assumes the form of predominantly horizontal displace- 
ments on a small radial scale (see Fig. 1 e). This mode is also called the 
kink instability. The details of the analytical description are discussed 
in Appendix A. The critical field strength for the onset of the Tayler 
instability is given by (Spruit 2002 ) 

B φ = �R ( μ0 ρ) 1 / 2 
(

N 

�

)1 / 2 ( η

R 

2 �

)1 / 4 
, (25) 

which saturates at a field strength of 

B φ = ( μ0 ρ) 1 / 2 
�

N 

R U 

d r 
. (26) 

A characteristic of the instability mechanism is the displacement 
of the original wound-up field. We suggest that this displacement 
seeks to increase dissipation until this balances the growth without 
changing the field strength. The estimate, i.e. equation ( 25 ), then still 
holds, but the magnetic field structure changes in a way illustrated in 
Fig. 1 (e). This heuristic view seems to be supported by a numerical 
simulation where axisymmetric zonal field and Tayler instability field 
assume a similar amplitude (Zahn, Brun & Mathis 2007 ). 

2.6 Ohmic heating 

For the linear case of limited, weak atmospheric induction char- 
acterized by Rm ≤ 1, the induced electrical currents are given by 
j lin = σe U φB int and the Ohmic dissipation is 

P lin = 

∫ 

V 

σe U 

2 
φB 

2 
int d V . (27) 

In this limit, the Ohmic power scales with electrical conductivity and 
the square of the internal field strength. 

If Rm > 1, the non-linear nature of the induction process makes it 
necessary to find the currents via j = μ−1 

0 ( ∇ × B ). Ho we ver, if the 
induced field remains axisymmetric, the strongest gradient remains 
the radial deri v ati ve of the azimuthal field and thus j = B φ /( μ0 d U ) 
(see equation 14 ). Assuming that the non-axisymmetric Tayler 
instability preferentially develops an m = 1 azimuthal structure, this 
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approximation still holds. This then yields an Ohmic power of 

P nl = 

1 

μ2 
0 

∫ 

V 

B 

2 
φ

σe d 
2 
U 

d V . (28) 

Since the induced field B φ is independent of σ e , the Ohmic dissipation 
for the non-linear case shrinks rather than grows with higher σ e . 

Most of the dissipation happens in the atmospheric region, where 
the currents are induced initially. One can thus expect that just a 
small fraction of the currents connect down to the conv ectiv e interior 
and could potentially interfere with the secular cooling (Batygin & 

Stevenson 2010 ). 
Consequently, Ohmic heating was proposed as one of the mech- 

anisms that could explain the radius anomaly of HJs (Batygin & 

Stevenson 2010 ; Thorngren & Fortney 2018 ; Sarkis et al. 2021 ). 
Radial currents would flow to deeper regions below the radiative–
conv ectiv e boundary where the related Ohmic heating, 

P = 

∫ 

V i 

d V 

j 2 

σi 
, (29) 

could explain the inflation. Here V i denotes an integration over 
this deeper region with electrical conductivity σ i . The currents are 
induced in the wind region and decay in the deeper region that has 
been denoted ‘leakage region’ by Kumar et al. ( 2021 ). Rele v ant 
for the amount of deeper heating are (i) the current strength in the 
induction layer abo v e, (ii) the deeper electrical conductivity, but also 
(iii) the electric current pattern at the transition to the deeper region, 
which determines how deep the currents would penetrate. Here we 
assume that the pattern is dominated by the action of large-scale 
zonal winds on a large-scale internal field and therefore generally 
very similar. 

2.7 Self-sustained atmospheric dynamo 

In a self-excited dynamo, a small seed field will be amplified 
by the atmospheric flows until the associated Lorentz forces are 
strong enough to sufficiently modify these flows. Here we analyse 
whether the prerequisites for self-sustained dynamo action are met 
and e v aluate the possibility of atmospheric dynamo action. Mod- 
elling this complex phenomenon requires dedicated MHD numerical 
simulations, which are beyond the scope of this study. 

A dynamo can only be maintained when various conditions on 
the flow amplitude, direction, and complexity are met. A necessary 
condition is that Rm is sufficiently larger than one. This is certainly 
true for the azimuthal (toroidal) field generation discussed abo v e. 
Ho we ver, for an independent atmospheric dynamo that could operate 
even without a background field, the process also has to generate 
radial (poloidal) field from the azimuthal (toroidal) field. This 
generally requires radial flows fast enough so that the respective 
magnetic Reynolds number Rm r = μ0 σ e u r d r to exceed one. For this 
condition to be fulfilled, it seems sufficient that u r σe > 1 S s −1 . 

In the study by Showman & Guillot ( 2002 ), the non-zonal part 
of the irradiation-driven winds in numerical models for Pegasi 51 b 
amounts to 20 m s −1 . More recently, the analysis of the vertical 
mixing rates in a broad suite of general circulation models (GCM) 
suggested radial flows on the order of 2 and 20 m s −1 (Komacek, 
Showman & Parmentier 2019 ). This already suggests that indepen- 
dent atmospheric dynamos are possible where the dynamics of the 
irradiated atmosphere could generate magnetic fields even when 
there is no deep-seated dynamo. A more definitive answer to this 
question would require 3D simulations of the induction processes in 
the dynamic atmosphere. 

A rele v ant alternati ve process to induce radial field was suggested 
by Busse & Wicht ( 1992 ) and Rogers & McEl w aine ( 2017 ) and 
is driven by the lateral variations in electrical conductivity. As 
along as these variations are relatively modest, this process is too 
inefficient. 

Furthermore, Spruit ( 2002 ) envisioned self-sustained dynamo 
action for stars where the field generated by the Tayler instability 
would replace the interior field and replenish the reservoir of the 
poloidal field component. An alternative mechanism turning the 
atmospheric induction into a self-consistent dynamo is the strong 
horizontal variation of electrical conductivity. This was theoretically 
predicted by Busse & Wicht ( 1992 ) and numerically investigated by 
Rogers & McEl w aine ( 2017 ). 

Note that a self-sustained dynamo might generate a magnetic field 
and thus dissipate magnetic energy at much smaller length scales. 
This would in fact drastically increase the total Ohmic power. 

3  APPLICATI ON  TO  H OT  J UPI TERS  

Before we apply the ionization model to atmospheric P –T profiles 
of two dedicated HJs, we give a general, order of magnitude, 
assessment of Rm. According to equation ( 1 ) this requires a flow 

speed, a length scale, and the electrical conductivity. The zonal 
atmospheric winds driven by irradiation gradients reach amplitudes 
of several km s −1 , hence even exceeding the angular velocity at 
the planetary surface due to its solid body rotation. A conserv ati ve 
estimate for the zonal flow is thus U φ ≥ �R. For the length scale, 
we use the depth of the winds d ≈ 0.02 R . Note that for colder 
HJ, σ e might be very temperature dependent and hence the radial 
conductivity scale height could the rele v ant (dissipati ve) length 
scale. 

The most influential quantity is the electrical conductivity, σ e , 
which can vary by orders of magnitude (see Fig. 2 ). For a quick 
characterization of HJ, we calculate σ e for a fixed density and as 
a function the respective atmospheric equilibrium temperature T eq . 
This gives a planet-specific estimate of Rm by 

Rm p ≈ 0 . 02 μ0 σe ( T eq ) �R 

2 . (30) 

Note that this Rm estimate is calculated only from (apart from σ e ) 
on observable quantities, such as the orbital rotation rate or the 
planetary radius. Fig. 3 shows the so derived Rm values for set 
of ca. 350 HJs (masses between 0.1 and 10 M J , semimajor axis 
smaller than 0.1 au, and radii between 0.5 and 2.1 R J ) as a function 
of their T eq . It can be seen that Rm exceeds unity at T eq ≈ 1400 K. 
For all planets below that temperature the linear induction model 
for which Rm < 1, can readily be applied. For all planets with 
temperatures significantly exceeding this threshold the atmospheric 
induction of electromagnetic currents is a runaway process that can 
only be saturated by non-linear feedback. 

Here we study two examples, HD 209458b and KEL T -9b. Both 
are well-characterized HJs or UHJs, but with very different charac- 
teristics of electromagnetic induction in the irradiated atmosphere. 
Whereas HD 209458b is an example of Rm ≈ 1, KEL T -9b is the 
hottest HJ observed so far with Rm >> 1. 

As discussed in Section 2 , the assessment of their general magnetic 
properties depends on Rm and yields estimates for the leading 
contribution to electric currents j , amplitude of induced magnetic 
fields B φ , and the available Ohmic dissipation P ohm 

. Table 1 shows 
these quantities that are discussed underneath for both planets in 
more detail. For both planets exist published, observation-based 
atmospheric temperature profiles. In the case of KEL T -9b, even 
dayside and nightside profiles were calculated. This more detailed 
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Figure 3. Estimate of Rm for hot Jupiters (HJs) as a function of T eq for a density of 10 −4 kg m 

−3 . The colour refers to the equilibrium temperature, the size 
of the dots to the radius. The histogram shows the population of the selected group of HJs. A few popular planets are marked. For T eq > 1300 K, Rm exceeds 
unity. Thus, roughly the colder half of HJs host strongly non-linear atmospheric induction processes. 

Table 1. Properties of the atmospheric induction based on the scaling laws 
and relations given in the text. 

HD 209458b KEL T -9b 

Internal heat flux q int ( W m 

−2 ) 5–6.5 × 10 3 29–553 
Internal field B int (mT) 0.39–4.3 0.72–1.93 
Electr. cond. σ e (S m 

−1 ) 10 −4 –10 −2 1–5 
Length scale d (m) 3 × 10 5 2.7 × 10 6 

Flow speed U (m s −1 ) 2 × 10 3 1.3 × 10 4 

Rm ≈1 4 × 10 4 

Induced field B φ (mT) 0.3 40–400 
Local current j ( A m 

−2 ) 0.8 × 10 −3 0.01–0.1 
Ohmic heat P ohm 

(W) 1.35 × 10 20 8.15 × 10 19 –5.34 × 10 21 

analysis yields a deeper inspection of the thermal ionization, elec- 
trical conductivity, and subsequent induction process across various 
atmospheric layers. 

3.1 HD 209458b 

For HD 209458b – a typical HJ – the electrical conductivity reaches 
values between 10 −4 and 10 −2 S m 

−1 as shown in Fig. 5 , blue curves. 
The thermal ionization at this temperature causes only a partial 
ionization of the potassium atoms (compare also the ionization 
coefficient, α) and thus a strong temperature sensitivity. Using 
d = 3 × 10 5 m in equation ( 1 ) this leads to Rm ≤ 1, suggesting 
that the magnetic diffusion indeed limits the growth of the induced 
field such that steady solutions are possible at B φ = Rm B int . 

The available estimates for the internal field strength B int are based 
on indirect magnetospheric observations and amount to 0.05 mT, 

a field strength 10 times weaker than Jupiter’s (Kislyakova et al. 
2014 ). On the other hand, the field strength estimate based on the 
thermal evolution (equation 9 ) and the energy balance (equation 10 ) 
suggests higher values of 0.4 and 4 mT, respectively. HD 209458b 
is an inflated planet thus matching the proposed peak efficiency of 
Ohmic heating (Thorngren & F ortne y 2018 ). This fa v ours the energy 
balance estimate. 

Using σe = 10 −3 S m 

−1 , the local currents reach strength of 
roughly 10 −3 A m 

−2 and according to equation ( 27 ) a total at- 
mospheric Ohmic power of 1 . 35 × 10 20 W for an internal field 
strength of 0.4 mT. Using the upper field estimate of 4 mT based 
on the energy balance would yield a two order of magnitude larger 
Ohmic dissipation matching the bolometric luminosity. The study 
of Batygin & Stevenson ( 2010 ) used a 1 mT internal field and 
σe ≈ 10 −2 S m 

−1 and showed that roughly 1 per cent of the available 
Ohmic power is sufficient to explain the radius inflation. 

For the deeper Ohmic heating, Batygin & Stevenson ( 2010 ) con- 
sidered the region between 100 and 3000 bar where the conductivity 
increases from σe = 10 −2 S m 

−1 to σi = 10 S m 

−1 . This value 
should be used in equation ( 29 ). Even though only a small fraction 
of the total Ohmic power is necessary to be deployed below the 
radiativ e–conv ectiv e boundary, the larger uncertainty on the internal 
field strength and the strong temperature dependence of σ e makes a 
proper quantification very challenging. 

3.2 KEL T -9b 

As a high-temperature counter example, we investigate the atmo- 
spheric structure and the induction process of KEL T -9b. Planetary 
parameters from observations are summarized in Table 2 , the derived 
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T able 2. KEL T -9b properties. The Brunt–V ̈ais ̈al ̈a frequency is calculated 
assuming an isothermal atmosphere N T = g/ 

√ 

T eq c p . 

Name Variable Value Reference 

Planetary radius R p 1 . 354 × ‘10 8 m Borsa et al. ( 2019 ) 
Planetary mass M p 5 . 467 × 10 27 kg Borsa et al. ( 2019 ) 
Eq. temperature T eq 3921 K Borsa et al. ( 2019 ) 
Surface gravity g 20 . 8 m s −2 Borsa et al. ( 2019 ) 
Rotation frequency � 4 . 91 × 10 −5 1 s −1 Gaudi et al. ( 2017 ) 
Stratification N T / � 61.8 
Wind speed U 1 . 3 × 10 4 m s −1 Fossati et al. ( 2020 ) 
Density at 0.1 bar ρ 7 . 16 × 10 −4 kg m 

−3 Fig. 2 
Specific heat c p 1 . 2 × 10 4 J kg −1 K 

Radial scale height d U 2 . 7 × 10 6 m 2 per cent radius 

quantities of the interior and atmospheric magnetic properties are 
given in Table 1 and compared to HD 209458b. 

3.2.1 I onization degree and the electrical conductivity 

First, we calculate the ionization degree α and the electrical con- 
ductivity σ e for P –T conditions as assumed to be present in the 
atmosphere of KEL T -9b. The P –T profiles used for the calculation 
of the transport properties are fundamental input parameters to our 
induction model. The atmospheric conditions of KEL T -9b have been 
e xtensiv ely studied, e.g. to investigate the source of the high upper 
atmospheric temperatures indicated by observations of Balmer series 
and spectral lines of metal atoms (Hoeijmakers et al. 2018 , 2019 ; 
Wyttenbach et al. 2020 ). 

We first summarize two studies whose outcomes we find adequate 
to use in our work, particularly the P –T profiles presented in there. 
Mansfield et al. ( 2020 ) present Spitzer phase curve observations of 
KEL T -9b, deducing dayside and nightside planetary temperatures 
of about 4600 and 2600 K, respectiv ely. The y employ a global 
circulation model (GCM) to investigate the effect of additional heat 
transport mechanisms such as H 2 dissociation and recombination, 
which are included in the energy balance. The synthetic phase 
curves based on the GCM profiles yield better agreement with the 
observations than those without heat transport involving chemical 
reactions, but cannot reproduce the planetary temperatures derived 
from the phase curve observations. The corresponding P –T profiles 
yield too small planetary temperatures with a temperature difference 
between the averaged dayside and nightside profiles of about 1000 K. 
Fossati et al. ( 2021 ) take a different approach to investigate the 
source of the upper atmospheric heating. They generate synthetic 
P –T profiles and compare the ensuing synthetic transmission spectra 
with the observed H α and H β line profiles. The inclusion of non- 
local thermal effects (NLTE) abo v e 10 −4 bar in their models shows 
a strong influence on the atmospheric thermal balance, resulting in a 
very good agreement with the line profiles. Additionally, the model 
of Fossati et al. ( 2021 ) accounts for heat redistribution from dayside 
to nightside in such way that the dayside temperature of 4600 K is 
met (Mansfield et al. 2020 ). 

To illustrate the effect of different atmospheric conditions on the 
transport properties, particularly of varying temperature conditions 
on the dayside and nightside, we here use both the averaged dayside 
and nightside profiles from the GCM by Mansfield et al. ( 2020 ) 
(despite the fact that they yield too low temperatures as described 
abo v e) and the dayside profile by Fossati et al. ( 2021 ). We display 
the three P –T profiles for KEL T -9b in Fig. 4 . Note that the pressure 
ranges of the profiles are different due to different scopes of the 

Figure 4. Pressure–temperature profiles of the atmosphere of the UHJ KEL T - 
9b as used in our work to illustrate the dependence of the transport properties 
on the atmospheric conditions. The dayside profile of Fossati et al. ( 2021 ) 
is shown as a solid line. The dayside and nightside profiles by Mansfield 
et al. ( 2020 ) are displayed as dash–dotted lines. Additionally, the atmospheric 
profiles used in our previous work on the HJ HD 209458b (Kumar et al. 2021 ) 
are shown in blue. 

atmospheric studies. Additionally, we show the profiles from our 
previous work in which we investigated the transport properties in 
the atmosphere of the HJ HD 209458b (Kumar et al. 2021 ) with an 
equilibrium temperature of 1130 K for various P –T profiles. 

Our results for the ionization degree and conductivity along the 
P –T profiles are shown in Fig. 5 . We also compare with results from 

our previous work for HD 209458b (Kumar et al. 2021 ). In general, 
ionization degree (Fig. 5 b) and electrical conductivity (Fig. 5 c) are 
closely related and follow a very similar behaviour as the pressure 
decreases. 

The dayside P –T profile of KEL T -9b shows a temperature inver- 
sion, i.e. the temperature increases with decreasing pressure in the 
outer atmosphere. The increasing temperature and decreasing density 
leads to a growing degree of thermal ionization. Since the ionization 
degree increases and the electrons scatter less frequently at lower 
density, the electrical conductivity σ e increases toward the outer 
atmosphere. In the isothermal region (0.5–10 bar), the conductivity 
remains nearly constant. 

The dayside-to-nightside variation in temperature can be signifi- 
cant in UHJs. Thus, the amount of thermally ionized constituents 
may also differ on each side. For that reason, we calculate the 
ionization degree and electrical conductivity for both dayside and 
nightside. For the profiles of Mansfield et al. ( 2020 ), the dayside 
temperature in the lower atmosphere is ≈1600–2000 K hotter than 
the nightside, followed by an inversion in the deep atmosphere. The 
ionization degree (Fig. 5 b) is decreasing in the isothermal region 
(0.002–0.02 bar) due to an increase in the pressure that is followed 
by a sharp decrease at 0.3 bar. This sharp decrease is a consequence 
of the decrease of temperature in the inversion layer. The electrical 
conductivity is following the ionization degree profile. 
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(a)

(b)

(c)

Figure 5. Atmospheric temperature T , ionization degree α, and electrical 
conductivity σ e along pressure P for KEL T -9b. For comparison, two atmo- 
spheric profiles (L and I) of HD 209458b (dashed line) are also added in blue 
(Kumar et al. 2021 ). 

Similarly to the dayside, the ionization degree on the nightside 
is decreasing in the isothermal region (0.001–0.01 bar), which is 
followed by an increase due to the rising temperature in the outer 
atmosphere. The electrical conductivity is following a very similar 
behaviour as the ionization degree. The σ e values in the lower 
atmosphere are 5–6 times lower than the dayside values, and in 
the deep atmosphere they are similar as on the dayside. 

In comparison with the colder HJ HD 209458b, α and σ e have 
higher values because of the higher temperatures for KEL T -9b (Fig. 4 , 
green profiles). Ho we ver as the rather constant ionization degree 
suggests, the temperature typical KEL T -9b, even on the nightside, 
is high enough to sustain a plasma in which the bulk of the alkali 
metals is singly ionized. In comparison to colder HJs, the electrical 
conductivity σ e does not show the strong temperature dependence 
characteristic for ionization processes. 

The absolute values of electrical conductivity in KEL T -9b are be- 
tween two and four orders of magnitude higher than in HD 209458b. 
For a detailed discussion of the HD 209458b profiles, see Kumar 
et al. ( 2021 ). 

Note that we have restricted our calculation of ionization and 
electrical conductivity to as low as 10 −6 bar pressure because at 
further lower pressure (outer atmosphere) non-equilibrium processes 
and magnetic field will impact these properties. This is a subject left 
for future work. 

3.2.2 Internal heat flux and magnetic field strength 

The strength of the internal, dynamo-generated magnetic field 
for KEL T -9b is a function of the a vailable b uoyancy power. The 
associated internal heat flux can be based on the thermal evolution 
(equation 9 ). KEL T -9b is young (300 Myr; Borsa et al. 2019 ), 
heavy, and large. Thus following this scaling relation, the intrinsic 
heat flux is q int = 550 W m 

−2 . On the other hand, the relation from 

Thorngren & F ortne y ( 2018 ) or equation ( 10 ) yields a smaller heat 
flux of q int = 29 W m 

−2 . The internal, dynamo-generated magnetic 
field based on equation ( 8 ) reaches between 1 and 2 mT. 

3.2.3 Atmospheric induction 

Fig. 2 illustrates that the electrical conductivity σ e in the atmosphere 
of KEL T -9b (green profiles) is up to four order of magnitude higher 
than in HD 209458b. The profiles also show that the atmosphere 
of KEL T -9b is to first-order isothermal in the dynamically rele v ant 
pressure range between 0.01 and 1 bar. Electrical conductivities are 
of the order 1 S m 

−1 on the nightside and can become one order of 
magnitude larger on the dayside. Given the quite strong dayside-to- 
nightside temperature contrast of 1500 K, the associated contrast in 
σ e is rather small. This once more shows that the almost all alkali 
metals are ionized at such temperatures and the depth and lateral 
gradients remain rather small. 

The length scale d entering the magnetic Reynolds number 
will thus be determined by the induction process itself. Whereas 
simulations suggest rather broad zonal flows (Showman & Guillot 
2002 ), they might be more constrained in radius. As they are driven 
by irradiation gradients, the winds will not reach deeper than 1 bar, 
where the optical depth in infrared wavelength range reaches unity. 
We therefore estimate a radial wind scale height of one pressure 
scale height, i.e. d U = 0 . 02 R ≈ 2700 km . Assuming furthermore 
wind velocities of about 13 km s −1 (Fossati et al. 2021 ), then yields 
magnetic Reynolds numbers of about 4.5 × 10 4 for KEL T -9b. Under 
these conditions, the time variability of the induced field remains a 
key contribution and the induction is strongly non-linear. 

Thus the induction of atmospheric magnetic fields will be runaway 
process that cannot be stopped by diffusion. First, we consider Alfv ́en 
waves as a possible scenario (see Fig. 1 c). The maximum azimuthal 
field during cycle of the Alfv ́en wave is given by equation ( 18 ): 

B φ = ( μ0 ρ) 1 / 2 U φ ≈ 400 mT . (31) 

The oscillation period is the inverse Alfv ́en frequency, t A ≈ 150 d. 
This field amplitude will not be reached, since the shear is suppressed 
with regard to the force balance (equation 21 and Fig. 1 d) at an 
amplitude of 

B φ ≈ ( ̃  ρμ0 ) 
1 / 2 ( d U �U ) 1 / 2 ≈ 40 mT . (32) 

Ho we v er, at a v ery similar field strength of 50 mT, and according 
to equation ( 25 ) the Tayler instability will set in with the form of a 
( m = 1)-kink instability (see Fig. 2 e). The radial scale of the 
instability given by equation ( A1 ), KEL T -9b radial scale is somewhat 
smaller than 0 . 02 R, a value very similar to our assumed zonal flow 

scale d U . This instability grows until the saturation field strength 
is reached. Using our KEL T -9b values suggests a field strength 
(equation 26 ) of roughly 400 mT, about an order of magnitude larger 
than the critical strength. 

For the larger field amplitude of 400 mT, the related local electrical 
current in this non-linear regime is given by equation ( 28 ): 

j = 0 . 1 A m 

−2 , (33) 
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where we used d U = 2.7 × 10 6 m. This leads to a total Ohmic power 
of 5.34 × 10 21 . Compared to the bolometric luminosity of 

L = 4 R 

2 
P σSB T 

4 
eq ≈ 10 24 W , (34) 

this is a negligible fraction suggesting that other mechanisms, such 
as tidal heating, dissipate much more energy and are responsible for 
e xcessiv e luminosity. 

Using the electrical conductivity for KEL T -9b, the minimal radial 
flo w speeds allo wing for dynamo action in the atmosphere indepen- 
dent of the internal field is 

u r = 

1 

μ0 σe d r 
≈ 10 m s −1 , (35) 

a value that is matched in numerical simulations and observations for 
KEL T -9b (Komacek et al. 2019 ). An alternative is the Tayler–Spruit 
dynamo, where the emerging instability replenishes the poloidal field 
component and thus maintains the dynamo, seems a possibility. Dy- 
namos based on the horizontal variation of the electrical conductivity 
seem unlikely given the small horizontal variation indicated by Fig. 5 , 
bottom panel. 

4  DISCU SSION  

The small semimajor axis of HJs and the synchronous or- 
bits cause high atmospheric temperatures, at which a sizeable 
electrical conductivity is generated from the thermal ionization 
of metals. 

Here we show that as the temperature increases several metals ion- 
ize and contribute stepwise to an increase of electrical conductivity 
σ e , which can amount 10 −4 S m 

−1 at 1500 K (potassium) and 1 S m 

−1 

at 3000 K (sodium and calcium). The absolute values depend on the 
abundance of the particular metal species. Iron and hydrogen start to 
play a role only at temperatures in excess of 4000 K. Together with 
the atmospheric winds, which are driven by irradiation gradients and 
have been measured to reach velocities of a few km s −1 (Snellen 
et al. 2010 ; Fossati et al. 2021 ), strong electromagnetic currents are 
to be expected. 

Thus, electromagnetic effects, such as Ohmic dissipation (Baty- 
gin & Stevenson 2010 ), magnetic drag (Perna et al. 2010 ), or 
weakening of the azimuthal flows via Lorentz forces (Rogers & 

Showman 2014 ) that tend to equilibrate the strong azimuthal irradia- 
tion contrasts, have been suggested to explain the large radii, strong 
dayside-to-nightside brightness contrasts, or infrared phase shifts 
(Menou 2012 ; Showman et al. 2015 ; Rogers & McEl w aine 2017 ). 
All of those require a reliable estimate of the electrical conductivity, 
atmospheric flows pattern, and of the induction of electrical currents, 
magnetic fields and their dissipation. 

Our results suggest that HJs can be categorized in two dis- 
tinct groups depending on their temperature. Colder planets, e.g. 
HD 209458b, host a linear induction process in the irradiated 
atmosphere, characterized by Rm = σ e μ0 dU < 1, where the induced 
field is limited by magnetic diffusion (Batygin & Stevenson 2010 ; 
Kumar et al. 2021 ). Here the electrical conductivity is exclusively 
due to the (partial) ionization of potassium. This approximation is 
valid only for HJs with an equilibrium temperature of T eq < 1500 K. 
The induced atmospheric currents are then simply j = σ e U φB int , i.e. 
a function of flow speed, the internal field strength, and the electrical 
conductivity. The Ohmic power scales with σ and the square of flow 

speeds and internal field strength. 
In hotter planets with larger electrical conductivity the induction 

of atmospheric magnetic fields is very rapid (Rm >> 1) and can only 
be saturated by non-linear effects, e.g. back-reaction of the Lorentz 

forces on to the flow or the emergence of magnetic instabilities. This 
requires new estimates for the electromagnetic induction effects. 
As an example, we have calculated ionization degree and electrical 
conductivity in the atmospheric plasma of the UHJ KEL T -9b being 
the hottest HJ observed so far. The dayside and nightside temperature 
in the rele v ant part of the atmosphere around 0.001 and 1 bar reach 
4600 and 3000 K, respectively. At these temperatures, all sodium 

and calcium atoms are singly ionized, whereas the ionization of iron 
only starts to contributes on the dayside. The electrical conductivity, 
σ e , reaches values of roughly 1 S m 

−1 . Consequently, σ e is rather 
constant in the rele v ant T range. Even for such dayside-to-nightside 
temperature contrast the difference in σ e is less than on order of 
magnitude. This is in strong contrast to colder HJs, where even 
small temperature variations will lead to large horizontal and radial 
variations in σ e . 

In addition, the atmospheric winds, driven by the irradiation 
gradients, are strong and thus lead to high magnetic Reynolds 
number. For KEL T -9b, we estimate Rm = 4 × 10 4 and thus the 
induced magnetic field will quickly outgrow the internal field. Radial 
field lines representing the internal field will be wound-up around 
the planet by the atmospheric shear. Thus the induced field B φ

is predominantly axisymmetric and azimuthal. This process shares 
strong similarities with the solar tachocline, where the radial field 
is wound-up. We therefore relied on other fundamental theoretical 
considerations from planetary and stellar dynamo physics. 

We have discussed different mechanisms that would limit this 
process and determine the saturated field strength of B φ . The 
respective estimates suggest atmospheric, horizontal field strengths 
between 40 and 400 mT. The larger values are based on the saturation 
field strength of the Tayler instability. This is still an active area of 
research and should be seen with caution. 

The smaller estimate, derived from the leading order force balance 
between the Coriolis and the Lorentz force, is more conserv ati ve and 
has thus higher credibility. At 40 mT the azimuthal field would be 
two orders of magnitude larger than Jupiter’s observed field and 
also significantly larger than the interior field of KEL T -9b. For 
all estimates of the induced field, the strength is independent of 
the internal field strength and the electrical conductivity, but scales 
for example with the rotation rate, the wind speed, or atmospheric 
stratification. 

The axisymmetric, azimuthal field B φ stays inside the planet and 
cannot be observed, but it contributes to the internal dynamics via 
Lorentz forces and via Ohmic heating. Because of the efficient 
winding-up, the Lorentz forces will be so high that they play a 
substantial role in the atmospheric dynamics 

The associated electrical currents are calculated via j = B φ / μ0 d U 
and reach local values between 0.01 and 0.1 A m 

−2 . For the entire 
layer involved in the atmospheric induction, the Ohmic power 
amounts to between 10 20 and 5 × 10 21 W. This is a small fraction of 
the o v erall bolometric luminosity of roughly 10 24 W. This indicates 
that other processes such as tidal heating are of greater importance 
in maintaining the high luminosity of KEL T -9b. 

The weakness of the available Ohmic power ( ∝ j 2 / σ e ) is a natural 
consequence of the non-linear induction process. That is the fact that 
the induced field is independent of the electrical conductivity, thus 
the Ohmic power decreases with increasing σ e . 

Many HJs are inflated. The degree of inflation seems to first 
increase with planetary equilibrium temperature T eq but decreases 
again beyond a maximum at about 1500 K (Thorngren & Fortney 
2018 ). Several authors tried to explain the behaviour with the fact 
that Lorentz forces slow down the atmospheric winds for higher 
T eq values (Menou 2012 ; Rogers & Showman 2014 ). Our analysis 
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suggests a simpler explanation: the increased conductivity of the very 
hot planets makes deep Ohmic heating too inefficient. 

We have only briefly touched on the possibility that additional 
o v erturning or radial motions in the stably stratified atmosphere 
could play in the induction process. These motions are bound to 
be slower than the zonal winds but could nevertheless play an 
important role. They will convert azimuthal field into smaller scale 
radial field, thereby limit the winding-up process but ultimately allow 

for an independent atmospheric dynamo. Our estimates for KEL T -9b 
strongly suggests that radial flows of the order of a few tens of metres 
per second suffice to turn the induction process into a self-sustained 
dynamo. 

This bears the question whether both dynamos could be considered 
separately, as we have done here, or would influence each other. It 
has been suggested that a ne gativ e feedback between an internal 
and an external dynamo could explain the weakness of Mercury’s 
magnetic field (Vilim, Stanley & Hauck 2010 ; Heyner et al. 2011 ). In 
the model studied by Heyner et al. ( 2011 ), the addition of an external 
magnetospheric dynamo quenched the o v erall field strength by nearly 
three orders of magnitude. Such a coupled dynamo would prevent us 
from ever detecting the magnetic field of a UHJ. Numerical dynamo 
simulations are required to explore these different options and to 
verify our theoretical predictions in the future. 
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APPENDI X:  TAY L ER  INSTABILITY  

The mathematical description of this instability is based on the 
works of Spruit ( 1999 , 2002 ) and has been derived in the context 
of the solar dynamo, where a stably stratified zone of strong shear 
(tachocline) relentlessly creates azimuthal field from radial field 
lines. This winding up of the field was suggested to be stopped 
by the Tayler instability. 

The kinetic energy for this instability is provided by the restoring 
magnetic force of the wound-up field B φ . In analogy to the Alfv ́en 
waves discussed above we conclude that the (maximum) kinetic en- 
ergy is 1 / 2 ω 

2 
A ξ

2 , where ξ is a displacement perpendicular to the loop 
of induced azimuthal field lines. The stable stratification provides an 
obstacle that requires the energy 1 / 2 N 

2 ξ 2 
r , where ξ 2 

r = ξ 2 − ξ 2 
h is 

the squared displacement in the direction of stratification and ξ 2 
h 

its horizontal counterpart. The condition that the provided kinetic 
energy should exceed the one required to work against the stable 
stratification yields d U < ( ω A / N ) d h where we have assumed that the 
displacement reflects the radial scale d r and horizontal scale d h so 
that d 2 r /d 

2 
h = ξ 2 

r /ξ
2 
h . Using R P as an upper bound for d h then leads 

to the first condition for the instability that relates field strength and 
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radial scale: 

d r 

R 

< 

ω A 

N 

. (A1) 

The second condition is that the growth rate of the instability must 
exceed the dissipation rate, i.e. η/d 2 r . The growth rate in the presence 
of a strong Coriolis force is ω 

2 
A /� (Pitts & Tayler 1985 ). Using 

equation ( A1 ), the second condition provides a constraint for the 
Alfv ́en velocity: 

ω A 

�
> 

(
N 

�

)1 / 2 ( η

R 

2 �

)1 / 4 
. (A2) 

This translates into a critical field strength for the onset of the Tayler 
instability: 

B φ = �R ( μ0 ρ) 1 / 2 
(

N 

�

)1 / 2 ( η

R 

2 �

)1 / 4 
. (A3) 

The magnetic continuity condition ∇ · B = 0 relates instability 
components B 

′ and length scales: 

B 

′ 
r 

B 

′ 
φ

≈ d r 

R 

. (A4) 

The primed field quantities denote the magnetic field components of 
the Tayler instability with the most unstable azimuthal wavenumber 
m = 1. 

The growth of the instability will stop once dissipation balances 
the rate at which the field is amplified. The amplification rate is given 
by equation ( 13 ), 

U 

d r 

B 

′ 
r 

B 

′ 
φ

≈ U 

d r 

d U 

R 

, (A5) 

where we have used equation ( A4 ). To quantify the ef fecti ve dissi- 
pation rate in the presence of the instability, Spruit ( 2002 ) assumes 
that it remains close to the growth rate of the instability: 

η

d 2 r 

≈ ω 

2 
A 

�
. (A6) 

Combining equations ( A5 ) and ( A6 ) and using condition equa- 
tion ( A1 ) with the largest possible scale d r = ω A /( NR P ) to minimize 
dissipation yields 

ω A 

�
= 

U 

d r N 

. (A7) 

This translated into the field strength, 

B φ = ( μ0 ρ) 1 / 2 
�

N 

R U 

d r 
. (A8) 

While equation ( A3 ) estimates the field strength at which the 
instability would set in, equation ( A8 ) estimates the field strength 
where it would saturate. 

The different assumptions made by Spruit ( 2002 ) have been criti- 
cized, in particular the way the saturation field strength equation ( 26 ) 
has been derived (see e.g. Zahn et al. 2007 ; Fuller, Piro & Jermyn 
2019 ). So far, there seems to be no consensus. Note that estimate 
( 26 ) can become smaller than equation ( 25 ) for large values of N / �. 
It seems likely that equation ( 26 ) actually describes the field strength 
of the non-axisymmetric instability but unfortunately Spruit ( 2002 ) 
is not clear about this. 

This paper has been typeset from a T E 

X/L 

A T E 

X file prepared by the author. 
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A. Appendix

A.1. Entropy of Hydrogen and Helium-EoS in the
Temperature-Pressure Plane

The equations of state for hydrogen and helium are crucial for understanding the interior
structure of gas giants. The SCvH95 and CD21 tables provide comprehensive coverage of
the temperature-pressure conditions relevant to these planets. Fig. A.1 illustrates the EoS of
SCvH95 [356] and CD21 [357] for hydrogen and helium in the temperature-pressure plane.
The third axis shows the corresponding tabulated entropy. The specific entropy s is a crucial
quantity, as the intrinsic heat flux is carried by convection, thus determining the thermal
evolution of the giant planets, Q = ds/dt where Q is the heat, and t the time.
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Figure A.1.: Entropy in the temperature-pressure plane of the pure EoS tables of CD21 [357] and
SCvH95 [356] for the main components of giant planets, hydrogen and helium. The EoS by CD21 take
interactions of the H/He-mixture in the warm dense matter regime into account.
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A.2. Introduction to Mass Fractions, Solar Abundances, and
Conversions

The definitions and nomenclature in this section follow Thorngren and Fortney [141], Fortney
et al. [402] and Nettelmann [330].

A.2.1. Mass Fractions, Number of Particles and Molecular Masses

Consider a volume of gas with mass M with the mass fractions X (hydrogen H), Y (helium
He) and Z (metals, all elements heavier than helium and hydrogen). The corresponding mass
fractions are defined as

X = µX NH
M

, Y = µHe NHe
M

, Z = µZ NZ
M

, (A.1)

with N = NH + NHe + NZ as the number of particles and the molecular masses µH, µHe,
µZ. The molecular weights are defined in units of hydrogen atom masses: µ = m/mH . It is
for hydrogen µH = 1 or µH = 2 (atomic or molecular), for helium µHe = 4, and for metals
representative in this work, µZ = µH2O = 18 (g mole−1).
Globally, it holds that

X + Y + Z = 1 . (A.2)

For the total mass M follows:

M = MH + MHe + MZ

= µX NX + µY NY + µZ NZ . (A.3)

With the definition of the total mass, it follows for X and Y :

X = µHNH
µHNH + µHeNHe + µZNZ

= MH
MH + MHe + MZ

, (A.4)

Y = µHeNHe
µHNH + µHeNHe + µZNZ

= MHe
MH + MHe + MZ

. (A.5)

For a given composition of atomic heavy elements with atomic weights µi, the metal mass
fraction can be generalised to:

Z =
∑

i µiNi

µHNH + µHeNHe +∑
i µiNi

. (A.6)

Further, Nettelmann [330] defines the mean helium abundance in mass with respect to the
H/He subsystem

Y ′ := MHe
MH + MHe

. (A.7)

The mass fraction of helium is then Y = (1 − Z)Y ′ = (X + Y )Y ′. This definition is used
in MOGROP to calculate the corresponding mass fractions: (1) the atmospheric/envelope
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mass fraction Zatm/env and the bulk abundance of helium Y ′ are set; (2) Y = (1 − Z), Y ′ is
calculated; and (3) the hydrogen mass fraction is found as X = 1 − Y − Z.

General Mass Ratios for the whole Planet (including core)
If a core of heavy elements exists, it significantly contributes to the total amount of heavy
elements. The total mass of heavy elements is MZ and the bulk metallicity ZP can be calculated
from:

MZ = Zatm Matm + Zenv Menv + Mcore

ZP = MZ/MP

= (MZ,atm + MZ,env + Mcore)/MP

= Zatm Matm/MP + Zenv Menv/MP + Mcore/MP .

For a fully mixed planet (Mcore = 0 and Zatm = Zenv) the equation above simplifies, so that
the total bulk metallicity equals the fraction of metals in the planet.

A.2.2. Protosolar and Present-Day Photospheric Mass Fractions

The occurrence of a certain element is usually presented in terms of solar abundances, cate-
gorised as sub-solar, solar, or super-solar. However, it is important to carefully consider the
reference values, as both protosolar and present-day photospheric elemental abundances and
mass fractions are used in different contexts. An overview of the nomenclature can be found
in Lodders [530].
Protosolar abundances refer to the elemental abundances of the proto-Sun at its formation
time, 4.57 billion years ago. In the literature, protosolar abundances are often equated with
Solar System abundances. The term Solar System abundance includes the elemental inventory
of all solar system bodies such as planets, the Sun, moons, comets, meteorites, and interplan-
etary dust [530].
Photospheric abundances refer to the present-day elemental abundances of the Sun’s photo-
sphere. The present-day photosphere is not representative of the proto-Sun due to processes
such as heavy-element fractionation (including helium diffusion and gravitational settlement
from the convective zone to the interior, partially counteracted by radiation levitation). Conse-
quently, the protosolar metal abundance is derived from present-day photospheric abundances
by considering these settling effects, e.g. [495].
Table A.1 shows mass fractions of the present-day photosphere and the proto-Sun from com-
mon sources used in the literature.
Throughout this work, the protosolar mass fraction of metals Z = 0.015 from Lodders [495]
was used as the reference value for 1× solar (bulk) metallicity. For the H/He mass fraction Y ′

(Eq. (A.7)), a value of Y ′ = 0.275 was mostly used, unless otherwise specified. This value is
taken from Bahcall et al. [531], which derives a protosolar range of 0.270 − 0.278.
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present-day photosphere protosolar

X Y Z X/Z X0 Y0 Z0 X0/Z0

Lodders 20031 0.7491 0.2377 0.0133 0.7110 0.2741 0.0149 0.0210

Lodders+20092 0.7390 0.2469 0.0141 0.0191 0.7112 0.2735 0.0153 0.0215

Asplund+20093 0.7381 0.2485 0.0134 0.0181 0.7154 0.2703 0.0142 0.0199

Table A.1.: Ref.: 1[495], 2[412], 3[532]. In Lodders [530], a detailed overview on abundances is given.

A.2.3. From Metal Mass Fractions to Abundance Ratios

The amount of metals of a planet, both in bulk and atmosphere, is an essential input for
exoplanet formation theories. The term metallicity is used frequently to describe the amount
of metals, in both communities of atmospheric astronomers and astronomers modelling the
interiors of planets. Often, different definitions of metallicity lay underneath. However, it is
necessary to understand and to convert the definitions, so both communities can have a joint
communication.
When modelling the bulk metallicity, astronomers speak of the heavy element mass fraction Z

or of the metallicity [M/H] - where M refers to all elements heavier than hydrogen and helium.
For stars, one speaks of the ratio [Fe/H] to distinguish between a metal-rich and a metal-poor
star. On the other hand, atmospheric astronomers often speak of elemental abundances, e.g.
of oxygen [O/H]. Writing styles might differ, e.g. [Z/H], (Z/H), Z:H, or (Z:H).
This section introduces some of the frequently used terms found in the literature, with the
hope that this will be useful for future readers.
(1) The terminus enrichment is defined as the number of an element compared to the number
of that element in the Sun.
(2) The metal abundance ratio Z:H is defined by number of particles in comparison to the
number of hydrogen particles. The following equation can be derived with the equations in
Sect. A.2.1, see also Thorngren and Fortney [141]:

Z : H = NZ
NH

= MZ/µZ
MX/µH

= Z

(1 − Z)
1

X/(X + Y )
1

µZ/µH

= 1
Z−1 − 1 (1 + Y/X) 1

µZ/µH

= 1 + Y/X

Z−1 − 1
1

µZ/µH
. (A.8)

Ni is the number and µi the mean molecular mass of particle i, X/Y is the H/He mass ratio,
and Z the metal mass fraction of a gas with mass M.
The solar metal abundance ratio (Z:H)Sun can be obtained by inserting the mass fraction Y

and X from Table A.1 in Asplund et al. [532], and the molecular masses µZ = 18 (H2O),
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µH = 2 (H2) or µH = 1 (H) in Eq. (A.8):

(Z : H)Sun,H2
= 1 + 0.2485/0.7381

0.0134−1 − 1 · 1
18/2 = 1 + 0.3367

0.0134−1 − 1 · 1
18/2

≈ 0.002017 ≈ 2.02 × 10−3

(Z : H)Sun,H = 1 + 0.2485/0.7381
0.0134−1 − 1 · 1

18/1 = 1 + 0.3367
0.0134−1 − 1 · 1

18/1
≈ 0.001008 ≈ 1.01 × 10−3 .

Thorngren and Fortney [141] propose to use a solar photospheric metal abundance as reference
of (Z:H)Sun,H,TF19 = 1.04 × 10−3.
(3) The metallicity is defined using the decadic logarithm of the metal abundance ratio and
the solar reference abundance:

[M/H] = log10

(
NZ
NH

)
− log10

(
NZ
NH

)
Sun

. (A.9)

where [M/H] can also be noted as [Z/H], as Z and M both denote the heavy elements. The
ratio (NZ/NH) is the metal abundance ratio (Z:H) from Eq. (A.8).

[M/H] -2 -1.5 -1 -0.5 0 +0.5 +0.7 +1 +1.5 +2

x× solar 0.01 0.03 0.10 0.32 1 3.16 5.01 10.0 31.62 100

Table A.2.: Conversion from x×solar to [M/H]. The column of x×solar is equivalent to (Z:H)/(Z:H)Sun.

Z Z:H x×solar [M/H]

0.001 0.00015 0.07 -1.18
0.003 0.00046 0.20 -0.70
0.005 0.00076 0.33 -0.48
0.010 0.00154 0.66 -0.18
0.015 0.00232 1.00 0.00
0.050 0.00801 3.46 0.54
0.100 0.01691 7.30 0.86
0.150 0.02686 11.59 1.06
0.200 0.03805 16.42 1.22
0.300 0.06523 28.14 1.45
0.320 0.07163 30.90 1.49
0.440 0.11959 51.60 1.71
0.500 0.15221 65.67 1.82

Table A.3.: Conversion for selected metallicities Z to [M/H], derived with the solar metal abun-
dance reference (Z:H)Sun=0.001159 (µZ = 18, µH = 2, Y/X = 0.3699). x×solar is equivalent to
(Z:H)/(Z:H)Sun.
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Figure A.2.: Displaying the conversion from Z to [M/H]. The orange dashed curve is equivalent to
the values in Tab. A.3. The red dot displays the reference condition where Z = 0.015 yields [M/H]= 0.

To make sure the conversion from Z over Z:H to [M/H] yields for a solar Z [M/H]=0, one
may need to adjust the solar reference value [533]. For example, using the protosolar value
of Zsolar = 0.015 for 1× solar metallicity [495], it is intended to match [M/H]= 0 for Zsolar.
Applying Eq. (A.8) with Y ′ = 0.27 (Y/X = 0.3699), µH = 1, and µH2O = 18, the solar metal
abundance reference is calculated as (Z:H)Sun =

(
NZ
NH

)
Sun

= 1.159 × 10−3.
Tab. A.2 and Tab. A.3 show the conversions from [M/H] to solar abundances and from Z to
[M/H], respectively. Fig. A.2 illustrates the relation from Tab. A.3. It is important to note,
that the relation between [M/H] and Z is not linear. Linder [533] presents a detailed calculation
example of the conversion from Z as oxygen to the metallicity [O/H], see Sect. (2.3) in [533].

(4) The abundance scale for a (single) element E in the epsilon-notation is:

log10 εE = log10
E
H

= log10
NE
NH

. (A.10)

(5) The astronomical log abundance scale uses H as reference element, e.g. [530, 532]. Here,
H is defined to be log εH = 12.00, and

A(E) = log εE = log10

(
NE
NH

)
+ 12 . (A.11)

(6) The term dex in astronomy refers to decadic logarithmic units, where 1 dex equals a factor
of 10 (= 101) [530].
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A.3. MOGROP

This section first highlights the code scheme. Second, it explains how the Tint–Zenv–ZP phase
space from Paper II is derived from the output of the MOGROP code and serves as supple-
ment to Sect. 2.4 in Paper II. Additionally, the calculation of the thermal evolution curves is
explained.

A.3.1. Programme Overview

Input to MOGROP are:

1. Observables, such as planetary mass MP and radius RP, and stellar parameter

2. The outer boundary condition determining where the interior adiabat starts. This can
happen through a given Pad and/or Tad, measured luminosities (only solar giants), fit
formulae, or model atmospheres and the parameters needed within.

3. Composition and EoS

4. The core mass Mcore and/or the heavy element content of the outer layers denoted by
Zenv, see Sect. A.3.2.

The algorithm of MOGROP then works as follows:

1. (1: EoS) First, for a given mixture of H, He, and metals, the EoS tables are prepared.

2. (2: Isoline) Second, the pressure-temperature is pre-computed. In the case where a model
atmosphere is used, the P–T profile is computed or given, the outer boundary condition
for the convective interior is determined, resulting in (Pad, Tad), where the P–T of the
interior adiabat continues. The density profile follows the pre-computed profile along the
atmosphere and adiabat, yielding P–T–ϱ.

3. (3: Planet) Third, the differential system is solved numerically in an iterative process,
until the resulting model replicates the observational parameters within a given error
range. Outer boundary conditions are m(r = RP) = MP and a value for P (RP)
(depending on the outer boundary used for the convective interior). Throughout this
work, it is P (RP) = 10−6 GPa using a model atmosphere.

Output is the planetary profile along the mass coordinate m: pressure P (m), radius r(m),
temperature T (m), density ϱ(m), if a model has been found. If not, the input has to be
adapted.

A.3.2. Interior Phase Space and Evolution Curves

When modelling the interior structure of a planet, the desired outcome is the planetary profile:
mass m - radius r - temperature T - pressure P - density ρ - entropy s. The profile matches
the observed planetary mass MP (at m = MP) and radius RP at r(m = MP) = RP.
Assuming a bulk (envelope) composition of H, He and metals, with a fixed H/He ratio and a
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given envelope metal mass fraction Zenv, the algorithm yields at finding Mcore ≥ 0 to obtain
the overall MP. It is then for the planetary mass MP and planetary metal mass fraction ZP

MP = Matm + Menv + Mcore (A.12)

ZP = MZ/MP ,

= (MZ,atm + MZ,env + Mcore)/MP

= Zatm Matm/MP + Zenv Menv/MP + Mcore/MP

= Zenv (Matm + Menv)/MP + Mcore/MP . (A.13)

In the works presented in this thesis, it is Zatm = Zenv. Input parameters to our model are the
planetary mass, planetary radius, Zenv, as well as the parameter Tint which is a parameter of
the atmosphere model, and the H/He ratio (among the EoS data for all matter). Output is the
planetary profile, and Mcore. Note, that the core and the metals of the envelope are composed
of different matter (core: ice+rock mix, envelope: water).
An additional and necessary input assumption is how warm the planet is inside, roughly, a
young planet possesses a hotter interior than an evolved planet. This is parameterized by the
intrinsic temperature Tint. If a planet now has Tint,high > Tint,low, the density of the envelope
is smaller than for Tint,low. That means that MZ,env(Tint,high) < MZ,env(Tint,low) for the same
envelope metal mass fraction Zenv. Now, to account for the total planetary mass MP, the
algorithm has to increase the core mass Mcore, so that resulting model fulfils the boundary
conditions of observed planetary mass and radius.
This modelling procedure – without considering further thermal evolution calculations – is
what is named static (meaning no explicit time-dependence taking into consideration).

Tint–Zenv–ZP phase space. From the consideration above, calculating models matching
RP, MP for a constant envelope metal mass fraction Zenv but varying Tint leads to different
core masses Mcore and therefore to a different total metal mass fractions ZP for each model.
Generally, for higher Tint values, a higher ZP, due to an increasing core mass, is obtained.
This behaviour is shown in Fig. 6 in Paper II. Each constant Zenv corresponds to one color in
the colour scale on the right hand side, yielding one curve. The lighter the color is, the lower
is the Zenv value. The darkest shade corresponds to Zenv = 0.52. Exception happens when
the results using the planetary mass/radius combination for the lowest/highest density (grey
shade) is shown.
With setting a higher Zenv as input, each curve starts at an increasing higher Tint value: For
lower Tint values, no model is found. No Bayesian or MCMC method is used as the algorithm
has not be designed to do so (yet).
Measurements of the atmospheric metallicity can help constrain the bulk metallicity as ZP <

Zatm/env as the atmosphere cannot be more metal rich than the interior.

Evolution models. With the age constraint of the planetary system, one can set a tighter con-
straint on the metal content of the planet apart from a single consideration of the Tint–Zenv–ZP

phase space. As Tint is connected to the age of the planet via Eqs. (6,7) in Paper II.
Applying the equations mentioned above involves two steps: First, for a fixed set of MP, Mcore,
and Zenv, interior models are calculated for approximately 60–80 Tint values in the range of
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100 − 1000 K. Here, the free parameter is the planetary radius RP. As Tint increases, RP be-
comes larger. Each model with a specific Tint has an associated interior adiabat. In the next
step, the secular cooling equation is applied to calculate the time interval between two profiles.
This yields the radius evolution of the planet, RP(t). This procedure is applied in Sects. 3.3
and 3.4 of Paper II.

A.4. Interior Metallicity Relations

The total metal mass fraction of the planet, ZP, is defined as the sum of the core mass Mcore

and the mass of the heavy elements in the envelope, MZ,env in relation to the total planetary
mass, MP:

ZP = Mcore + MZ,env
MP

. (A.14)

The relations between all of the parameters above has been used to study the solution space
when inferring the metal masses of planets. For example, Fortney and Nettelmann [44] study
the influence of different H, He, and metal-EoS for Jupiter, as well as different metal mass
fractions in the two-layer envelope model.
The interior space is such constructed, that, for a given planetary mass MP, the planetary
radius RP is matched given the additional assumption of the envelope metallicity mass frac-
tion Zenv or the core mass Mcore; compare Sect. 2.1.1. Setting one of them, lets the algorithm
determine the other, such that MP is matched. For instance, an input parameter is Zenv, the
output of the algorithm is the core mass Mcore.
Among Zenv or Mcore, a crucial input parameter to the interior model is the intrinsic temper-
ature Tint that determines the heat in the envelope and therefore the density of the envelope.
That, in turn, influences the output of Mcore, if the input is chosen to be Zenv, as the metal
mass of the envelope is smaller for lower densities, matching a higher Tint.

A.4.1. Mcore–Tint relation

Plotting Mcore–Tint for else constant parameters is a common way to make first-order estimation
of the metal content of a planet. For example, Fig. 8 in Paper I shows this relation for
WASP-10b, for a constant Zenv but different model atmospheres. In Fig. A.3, the same relation
is shown for WASP-39b for a varied Zenv is shown. Each equally-coloured line is calculated for
a specific constant Zenv. For larger Tint values, the density is lower, the smaller is the envelope
metal mass, the larger Mcore must become to match MP. It is for the Mcore–Tint-relations:

∂Mcore
∂Zenv

< 0 . (A.15)

A.4.2. ZP–Tint relation

In Paper II, among the main results presented are the radius evolution curves and the interior
space of specific model setups for TOI-1268b and WASP-10b. Additionally, an exploration of
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the relationship between Mcore, Tint, Zenv, and ZP is provided.
In Fig. 6 of Paper II, Tint is plotted on the x-axis, the envelope metallicity Zenv is shown as
the third variable, and the total metal mass fraction ZP is shown on the y-axis.
While calculating the Mcore–Tint–Zenv in Paper II, some of the lines for constant Zenv are
crossing each other, e.g. Fig. 6 for WASP-10b. From a naive view, that does not seem
plausible, as linear relation is expected.
The total heavy element mass MZ,P is defined:

MZ,P := Mcore + MZ,env = Mcore + Zenv Menv = Mcore + Zenv (MP − Mcore) ,

and subsequently aim at calculating the derivation which is

∂MZ,P
∂Zenv

= ∂Mcore
∂Zenv

+ ∂(Zenv(MP − Mcore))
∂Zenv

. (A.16)

The derivation of the second term is calculated using the product rule with
∂(u(x) v(x))

∂x = ∂u(x)
∂x v(x) + u(x) ∂v(x)

∂x , defined as

u = Zenv , v = (MP − Mcore) , (A.17)

u′ = ∂Zenv
∂Zenv

= 1 , v′ = ∂MP
∂Zenv

− ∂Mcore
∂Zenv

= ∂(MP − Mcore)
∂Zenv

,

yielding

∂Ω
∂Zenv

= ∂Mcore
∂Zenv

+ 1 · (MP − Mcore) + Zenv
∂(MP − Mcore)

∂Zenv
. (A.18)

Evaluating the last term gives: Zenv(MP−Mcore) = ZenvMP︸ ︷︷ ︸
const.

−ZenvMcore and Mcore = Mcore(Zenv).

Finally, it follows with Zenv
∂MP
∂Zenv

= 0, and Eq. (A.15):

∂MZ,P
∂Zenv

= ∂Mcore
∂Zenv︸ ︷︷ ︸

<0

+ (MP − Mcore)︸ ︷︷ ︸
>0

−Zenv
∂Mcore
∂Zenv︸ ︷︷ ︸

<0

. (A.19)

Investigating ∂MZ,P
∂Zenv

= 0 and doing some algebra leads to

0 = ∂Mcore
∂Zenv

(1 − Zenv) + (MP − Mcore) (A.20)

∂Mcore
∂Zenv︸ ︷︷ ︸

<0

(1 − Zenv) = −(MP − Mcore) = −MZ,env .

Due to the different EoS used for the core and in the envelope, it is possible for pairs of MZ,env

and Mcore to result in same ZP values.
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Figure A.3.: Relation between derived core mass Mcore and intrinsic temperature Tint for WASP-39b.
The black lines indicate the results for constant Zenv = 0, 0.1, 0.2, 0.3, 0.4, 0.5. The dashed yellow
lines indicate the lower and upper range of the observed atmospheric metallicity by Wakeford et al.
[129], translated into Zenv = 0.28, 0.54. Assuming Zatm = Zenv, the solution for the interior Mcore lies in
between the yellow lines. The blue shades in the foreground are the results obtained with CD21, whereas
the background shows the results for SCvH95, the outer boundary indicated by the grey dashed line.
Black crosses indicate the solutions obtained in Paper I with SCvH95 and additional thermal evolution
calculations.

A.4.3. Additional Calculations for WASP-39b

Here are presented calculations for WASP-39b that did not make it into Paper II. The decision
was made based on the aspect that the inflated nature of WASP-39b imposed a free parameter
which would not support the main message of the paper, the effect of clouds.
In Fig. A.3, the Mcore–Tint relation of the interior structure model is shown. For higher Tint,
Mcore is higher. The phase space Tint–ZP–Zenv with and without clouds is shown in Fig. A.4.
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Figure A.4.: Phase space (Tint − ZP − Zenv) of the structure model setup for WASP-39b, highlighting
the influence of uncertainties in mass and radius, EoS (upper panel) and atmosphere model (lower
panel). The higher the present Tint, the more metals can (theoretically) be included in the envelope
(with higher Zenv values possible), and subsequently a higher ZP may arise. The same degree of colour
shade is used in the panels (lighter shade: lower Zenv, darker shade: higher Zenv). Additionally, the
grey area indicates the resulting model space when taking the observational uncertainties in MP and
RP into account (shown for CD21 EoS and a clear atmosphere model in the left figure).
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A.5. On Grey and Mean Opacities

Generally, opacities describe the absorption and scattering in a medium. Here, they de-
pend on the atmospheric chemical composition; further, they are pressure-, temperature-,
and wavelength-dependent.
Two grey opacities are needed in the thermal and visible wavelength range to calculate at-
mospheric P–T conditions using the Guillot10 model [180] or the clear version of the Heng12
model [321]. The grey opacities κth and κvis, in the main body text referred to a κL and κs,
and their ratio γ = κvis/κth determine the thermal structure.
Fig. A.5 shows the thermal structures arising from the clear, cloud-free model for a constant
intrinsic temperature Tint value, but varied equilibrium temperature Teq. In the upper panel,
the γ–ratio is set constant while varying the opacity κth. The change of κth leads to a vertical
shift of the P–T profile. In the lower panel, the opacity κth is constant, while γ and therefore
κvis vary. Here, a higher γ is proportional to a higher κvis. For a higher grey opacity in the vis-
ible wavelength range, the upper atmosphere becomes hotter, whereas the lower atmosphere is
cooled. On closer examination of the deep isothermal temperature Tiso, there is an overlapping
for close Teq values: For a higher Teq value, a high γ could lead to the same deep isotherm as
a lower Teq value with a low γ. When aiming at using the clear model, and setting the free
parameters, one should be aware of that aspect. Despite the sufficient thermal structure arising
of the Guillot10 model in this work, a better description of the atmosphere is left to future
work. One idea to implement more realistic, non-grey opacities is the use of opacities, that
are temperature and pressure-dependent, but weighted averages over the wavelength range of
a given composition. During this research, the possibility of using Rosseland mean opacities
for the clear Guillot10 or Heng12 models was explored, though the results were not published.
The integration of these models with interior and evolution models is left for future work. In
this section, the idea proposed by Nadine Nettelmann is presented, along with an introduction
to mean opacities. This serves as documentation.

A.5.1. Obtaining Planck and Rosseland Mean Opacities

This section provides an overview of the derivation of Planck and Rosseland mean opacities,
which are weighted averages of wavelength-dependent opacities, following the works of Freed-
man et al. [247] and Freedman et al. [248].
Two weighting functions are commonly used. The Rosseland mean opacity κR is defined as

1
κR

=
∫∞

0
1

κλ

dBλ
dT dλ∫∞

0
dBλ
dT dλ

, (A.21)

with T as the temperature and λ as the wavelength. Bλ is the Planck function describing the
intensity of black body radiation in thermal equilibrium at temperature T :

Bλ = 2hc2

λ5
1

exp
{(

hc
λkBT

)}
− 1

, (A.22)
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Figure A.5.: P–T for the cloud-free clear Guillot10 model for several Teq values. In the upper panel,
the γ-ratio is set constant while varying the opacity κth. In the lower panel, the opacity κth is constant,
while γ and therefore κvis is varied.
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with h as Planck’s constant, kB as Boltzmann’s constant, c is the speed of light. The unit is
[J m−2 sr−1 s−1 Hz−1]. Note, the description includes the radiation per frequency ν bin, so
that dν = −c/λ2dλ. κλ as the wavelength-dependent opacity. For an overview on intensity
and flux in an exoplanets atmosphere, see Seager [245].
The Planck mean opacity κP is defined as

κP =
∫∞

0 κλBλdλ∫∞
0 Bλdλ

. (A.23)

For a specific composition, temperature, and pressure, the Rosseland mean opacity weights
stronger the contribution of weak opacity lines. Contrary, the Planck mean weights stronger
the strong opacities lines.
In Freedman et al. [248], Fig. 2, the Rosseland mean opacity is about two orders of magnitude
lower than the Planck mean opacity at the same temperature (1000 K) and pressure (1 bar)
conditions for the same wavelength range (0.1 − 200 µm). In that Fig. 2, they also show the
integral of the running opacity, clearly showing that the contribution of the Planck mean is
stronger at opacity maxima (and for the Rosseland mean at the opacity minima).
Missing data for absorption lines are crucial for calculating Rosseland mean gas opacity, as
it is dominated by transparent spectral regions due to the harmonic averaging. Thus, each
Rosseland mean is a lower limit. Conversely, missing data for weak lines in Planck mean
opacity cause overestimation of strong lines, making the Planck mean an upper limit.1

The Rosseland mean approximates best an optically thick plasma, while the Planck mean suits
an optically thin plasma. Neither is accurate for the entire frequency range due to spectrum
complexity.2

Thus, the Rosseland mean opacity is used when the atmospheric plasma is optically thick,
and the Planck mean is used when it is optically thin. In an optically thick plasma, photon
transport is approximately diffusional, involving less absorption and more scattering [534–536].

Recipe to derive the Rosseland and Planck mean opacities, following [247, 248]:

1. Molecular line lists are needed, such as ExoMol [537] (for exoplanetary and other atmo-
spheres), HITRAN [538] or others, see Tennyson [539] in [278] for an overview.

2. The abundances of the relevant atoms and molecules at a pressure and temperature are
needed to obtain the wavelength-dependent opacity, often making use of thermodynamic
equilibrium.

3. The wavelength-dependent opacities for a specific composition, temperature T , and pres-
sure P are calculated. For example, in Freedman et al. [248], the opacities are tabulated
at 1060 P–T points on a grid for 0.268 − 227 µm, 75 − 4000 K, 10−6 − 300 bar, e.g. Fig. 1
in Freedman et al. [248].

4. The Planck and Rosseland mean opacities are calculated for each P–T–composition (in
terms of [M/H]), e.g. Fig. 2 in Freedman et al. [248]. Effects of the weighting tempera-

1https://www2.mpia-hd.mpg.de/~semenov/Opacities/op/node7.html, accessed on October 20, 2023
2https://www.eeict.cz/eeict_download/archiv/sborniky/EEICT_2012_sbornik/03doktorskeprojekty/

05teoretickaelektrotechnikafyzikaamatematika/04-xbogat00.pdf, accessed on October 20, 2023
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ture, e.g. the local temperature in the weighting function for κth or the effective stellar
temperature in the weighting function for κvis are discussed in Freedman et al. [248],
Sect. 4.

5. Fits to the tabulated Planck mean and Rosseland mean opacities can be made, e.g. Freed-
man et al. [248], Valencia et al. [256].

Weighted Mean Opacities by V13 and F14

Freedman et al. [247] (F08) and Freedman et al. [248] (F14) published Rosseland and Planck
mean opacities over a wide temperature, pressure and metallicity space.
Valencia et al. [256] (V13) provide an analytical fit to the Rosseland mean opacity tables
published by F08 with κR = κR(P, T, [M/H]). Following their previous work, F14 themselves
provide fits to their updated opacity tables.
Fig. A.6 shows the fits to the opacity tables κR(P, T ) along isobars. In Fig. A.6, upper panel,
the F14 fits are shown for different metallicities [M/H]= −0.3, 0, +0.3. The deviation to the
V13 fits are shown in Fig. A.6, middle panel. Fig. A.6, lower panel, shows planetary profiles
from this thesis in the κR-T -P phase space.

A.5.2. Semi-grey Model Extension with Rosseland Mean Opacities

The calibration of γ and the grey opacities is important for the thermal structure. A starting
point on how to set the opacities or γ is needed.
In Paper I, the planetary profiles of WASP-10b and WASP-39b were compared in the (κR–
T–P )-space using the fits from V13. That validated our choice of the constant, i.e. (T ,P )-
independent, mean κth.
Efforts on how to set the grey opacities have been made: Guillot10 proposes a value of
κth = 0.01 cm2/g and κvis = 6 × 0.001

√
Tirr/2000K cm2/g as a result of adjusting the opacities

to obtain a match with more detailed models. Jin et al. [257] suggest a γ(Teq)-relation. In
Paper II, a γ(Teq)-relation is presented, following the approach of Guillot10 and Jin et al.
[257], namely adjusting γ to match the deep isotherms of more detailed atmospheric models.
Other works have been published, using the semi-grey Guillot10 model. MacKenzie et al.
[534] use Guillot10 for their coupled interior-atmosphere calculations of sub-Neptunes. They
obtain κvis and κth from the Rosseland mean opacities from F14. Using the provided values
either of weighting with the Planck function Bλ using the local temperature or the stellar ef-
fective temperature for κth and κvis, respectively. However, the resulting opacities are constant
throughout the atmosphere, and thus pressures and temperature independent.
In Sect. A.5.2, the extension of the grey atmosphere model with Rosseland mean opacities is
discussed. Here, the Rosseland mean opacity κR(P, T ) is used for a constant γ = κvis/κth(P, T ).
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Figure A.6.: Upper panel: κR from the fit of F14 for metallicities [M/H]= −0.3, 0, 0.3 corresponding
to ∼ 0.5, 1, 2× solar metallicity (dotted, solid, dashed). Middle panel: κR from the fit of F14 (solid)
compared to the fit from V13 (dashed) along isobars. Lower panel: planetary profiles along the opacity
phase space with κR from the fit of F14.
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Implementation

First, one calculates the T (τ)-relation from Eq. (49) in Guillot10, e.g. τ = [10−8, 10−4]:

T 4 =3 T 4
int

4 (2 + 3 τ)

+
3 T 4

eq
4

{
2
3 + 2

3γ

[
1 +

(
γτ

2 e−γτ
)]

+ 2γ

3

(
1 − τ2

2

)
E2 (γτ)

}
.

(A.24)

Here, the input parameter are Tint, Teq, γ. In a second step, the pressure P (τ, κR(P, T )) is
calculated

P = τ g

κR(P, T ) , (A.25)

assuming constant gravity g as an additional input parameter.
The numerical Newton-Raphson scheme is used to find P for which applies f(P ) = 0 for
f(P ) = P − τ g/κR(P, T ). To calculate κR, the fits to opacity tables by V13 or F14 were
implemented, or the opacity tables can be used directly via interpolation.

Effect of Metallicity and Weighted Mean Opacities on the P –T Profiles

The thermal structures arising from the approach above, are now compared to the original
thermal structures arising from the Guillot10 model.
In Fig. A.7, both lines show P–T profiles of the atmosphere for two inflated hot Jupiters,
WASP-193b and WASP-39b. The γ-value, that determines the characteristic deep isotherm
Tiso, has been obtained by the approach described in Poser and Redmer [395]. In the left
column, the resulting P–T profiles for constant κth (grey dashed) or (P , T )-dependent Rosse-
land mean opacity κR (green/blue solid) for constant γ are shown. For WASP-39b, κR by
F14 is shown in blue solid, whereas the resulting profile with κR by V13 is shown in light
blue dash-dotted. The difference between both fits is small.̧ The right column illustrates the
effect of using different metallicities [M/H]= 0, −1, +1 for κR, while keeping γ constant. With
higher metallicity [M/H]= +1, the profile shifts to lower pressures, while the deep isothermal
temperature remains constant.
Fig. A.6, upper panel, shows that κR moves to smaller values for higher metallicities for same
P and T . However, with higher metallicity, one expects the grey opacity in the visible to
change as well, so that γ would ultimately change to higher values for higher metallicities.
Consequently, the deep isotherm would change to higher temperatures. This behaviour is ex-
pected and has been discussed in the literature, such as in Valencia et al. [256].
For different metallicities, different gamma values arise. In our approach, γ is kept constant,
and the visible opacity is adjusted, so that: κvis = γ κR(P, T ), and the deep isotherm remains
constant as a natural consequence.
Note that using κR in the clear option of the Heng12 model is possible as it equals the Guillot10
model. However, for the cloudy case, using the pressure- and temperature dependent Rosse-
land mean opacities is not possible because the additional thermal opacity due to clouds/hazes
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Figure A.7.: Obtained clear atmospheric P-T profiles for WASP-193 b (constant γ = 0.35) and
WASP-39 b (constant γ = 0.154) with the Guillot2010 model. Left column: comparison of constant
κth versus κth = κR(P, T ). Right column: comparison between different metallicities [M/H]= −1, 0, 1
for constant γ = 0.35. For the Rosseland mean opacity κR, the analytical fit of Freedman et al. [248]
has been used.

does not depend on P or T . Therefore, in the publications with a focus on the effect of clouds,
κR(P, T ) was not used.
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A.6. Condensate Clouds

The study of condensate clouds requires knowledge of the thermal structure (P–T ) and the
abundance of condensable species [285]. Equilibrium cloud formation occurs from vapour
pressure saturation facilitated by vertical mixing in an atmospheric column [136]. In 1969,
Lewis [389] developed this framework for Jupiter. Thermal stability curves, also known as
condensation curves, are used to understand clouds in atmospheres, predicting lower cloud
bases and potential constituents. If the temperature in a cloud-free P–T profile is below the
condensation temperature at a given pressure, the atmosphere is considered cloudy.

The cloud formation process in gaseous atmospheres is highly complex. An overview is provided
in the following paragraph, based on Helling et al. [189].
Clouds in gaseous atmospheres require the formation of seed particles, which provide surfaces
for condensation. In the solar giants, photochemistry might generate these seed particles.
Generally, subsequent chemical reactions result in seed particles, starting from simple molecules
like MgO and SiO to form more complex molecules like Mg2SiO4. It is important to note that
large molecules like Mg2SiO4 do not exist in the gas phase. In microphysical cloud models,
the nucleation rate determines the number of cloud particles, while their size is governed by
surface growth and evaporation reactions, which depend on the composition of the gas phase.
Typical cloud particle sizes range from 0.01 − 10 µm.
Once formed, cloud particles are influenced by gravity and gas friction. The balance between
these forces dictates the particles’ coupling to the gas and their falling through the atmosphere,
a process known as gravitational settling. This settling defines a cloud’s vertical extent. As
the particles descend, they grow and their composition evolves due to changing, i.e. increasing,
density and temperature. When nucleation and growth are inefficient, gravitational settling
drives global cloud formation, with element loss counterbalanced by vertical mixing processes.

A.6.1. Thermal Stability Curves

The base pressure levels of clouds can be predicted using the Clausius-Clapeyron equation [540]
or by minimising the Gibbs free energy. This results in thermal stability curves [541–543].
The Clausius-Clapeyron equation can be used to assess first-order phase transitions, as used
in Sanchez-Lavega et al. [540] for calculating saturation pressure curves:

dP

dT
= L

T∆V
, (A.26)

where L is the latent heat released of the phase transition (vapour to liquid or vapour to ice
phase), P , T and V the pressure, temperature and volume, respectively.
In irradiated Jupiter atmospheres, temperatures are so high that thermochemical equilibrium
calculations predict exotic clouds such as KCl, Mg2SiO4, and Fe, see Fig. A.8.
Thermal stability curves, or condensation curves, are therefore used in several works to first
consider cloud content, e.g. [136].
Among others, Morley et al. [543], Visscher et al. [541], and Visscher et al. [542] present con-
densation temperatures as a function of pressure and metallicity. They derive expressions for
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Figure A.8.: Thermal stability curves for the species and corresponding references listed in Table A.4
for solar, super-solar and sub-solar metallicities: [M/H]=0, 0.3, −0.3 (solid, dashed, dotted). The melt-
ing points for enstatite (MgSiO3) and forsterite (Mg2SiO4) from Visscher et al. [542] are shown as dots.
Derivations to Visscher et al. [542] from the formulas P (T ) given in the literature are marked as squares,
such as for MgSiO3 and Mg2SiO4. Their condensation temperatures are depressed for high pressures
which is not captured by the formulas.

saturation vapour pressures for possible cloud forming species, such as Cr, MnS, Na2S, ZnS,
KCl, producing higher temperatures for greater pressures and/or higher metallicities. Higher
metallicity drives the condensation point, i.e. the intersection between the clear P–T structure
and the condensation curve, deeper into the planetary atmosphere where the cloud density fol-
lows enlarged [136]. Wakeford et al. [136] add high temperature condensates to the list, such
as Al-bearing condensates – grossite (CaAl4O7), hibonite (CaAl12O19), corundum (Al2O3) –
and Ti-bearing condensates such as Ca3Ti2O7, Ca4Ti3O10, CaTiO3. Table A.4 shows the con-
densable species and where to find thermal stability curves in the literature. The species from
Table A.4 are plotted in Fig. A.8 for different metallicities.
However, caution is needed when assuming cloud formation based solely on the condensation
curves presented in Fig. A.8, as these do not fully represent the complexities of cloud-forming
processes. Phase diagrams, which consider evaporation and melting, along with chemical abun-
dance calculations, are also important to provide a more comprehensive understanding.
Further, the condensation sequence varies with changes in pressure [544]. For example, the ini-
tial Al-bearing condensate is CaAl4O7 at high pressures, CaAl12O19 at intermediate pressures,
and Al2O3 at low pressures in a solar-composition gas Wakeford et al. [136]. Morley et al. [96]
argue that Mg2SiO4 condenses at deeper pressures as MgSiO3, so that MgSiO3 forms above
the Mg2SiO4 cloud.
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Condensable Cloud Species
Solar System Giant Atmospheres:
H2S hydrogen sulfide Visscher et al. [541]
NH3 ammonia Lodders and Fegley [544]
NH4SH ammonium hydrosulfide Visscher et al. [541]
H2O water Lodders and Fegley [544]
NH4H2PO4 ammonium dihydrogen phosphate Visscher et al. [541]
Warmer Atmospheres:
KCl potassium chloride Morley et al. [543]
Zn zinc Visscher et al. [541]
Na2S sodium sulfide Visscher et al. [541]
MnS manganese sulfide Visscher et al. [541]
Cr chromium Morley et al. [543]
MgSiO3 enstatite Visscher et al. [542]
Mg2SiO4 forsterite Visscher et al. [542]
MgO magnesium peroxide Visscher et al. [542]
Fe iron Visscher et al. [542]
SiO2 quartz Grant et al. [78]
Al-bearing species:
CaAl4O7 grossite Wakeford et al. [136]
CaAl12O19 hibonite Wakeford et al. [136]
Al2O3 corundum Wakeford et al. [136]
Ti-bearing species:
Ca3Ti2O7 calcium titanate Wakeford et al. [136]
Ca4Ti3O10 calcium titanate Wakeford et al. [136]
CaTiO3 perovskite Wakeford et al. [136]

Table A.4.: Selection of cloud condensates that are expected from thermochemical equilibrium cal-
culations in exoplanetary atmospheres, depending on temperature and abundances, sorted from low to
high temperatures. Fig. A.8 shows the corresponding thermal stability curves from the literature given
in this table.
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Figure A.9.: Left panel: κc for one cloud layer at cloud deck location Pc = 0.03 bar and varied
cloud deck thickness ∆c = 1, 10, 100 (dashed), and for Pc = 0.03, 0.3 bar, and varied cloud deck opacity
normalisations κc,0 = 0.01, 0.1, 0.2 cm2/g (solid). Right panel: κc for several cloud layers n = 1, 2, 3.

A.6.2. Selected Other Works on Cloud Opacities

In Dobbs-Dixon and Agol [392] (Sect. 2.2.3), a parameterised purely absorbing cloud opacity
is introduced, Eq. (4.16), ignoring scattering by cloud particles:

κc(λ) = κgrey + κRS

(
λ

0.9 µm

)−1
. (A.27)

The grey opacity is set to κgrey = 0.035 cm2/g, and the second component with κRS = 0.6 cm2/g
that scales with λ−4 as expected from Rayleigh scattering. Fig. 4.13 in Lee [214] shows the
cloud, gas and total opacities calculated from Showman et al. [267], as well as the parame-
terised cloud opacity from Dobbs-Dixon and Agol [392]. For higher pressures P > 1 bar, the
parameterised cloud opacity is smaller than the non-parameterised opacity, reaching values
κc = 10−1 − 101 cm2/g. Values in this range are used in Paper II.
A popular cloud model is that of Ackerman and Marley (2001) [315]. The model balances
upward mixing and sedimentation of cloud particles via the key parameter fsed as the sedi-
mentation efficiency. Morley et al. [96] uses the Ackerman and Marley model. In Fig. 3 of [96],
cloud models are always warmer than cloud-free models with the same effective temperatures,
which Paper II reproduces.

A.6.3. Several Cloud Layers

The gas and ice giants of the Solar System, Jupiter, Saturn, Uranus, and Neptune, inhibit
several cloud decks [77]. The Heng12 model could be extended to account for the cloud layers:

κc (P ) =
N∑

n=0
κc0,n · exp

−∆c,n

(
1 − P

Pc,n

)2
 . (A.28)

The cloud decks can then be added via the additional contribution to the longwave opacity
κL: κL(P ) = κL,0(P ) + κc(P ), see Fig. A.9, right panel.
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A.7. Electromagnetic Processes in Atmospheres

Due to strong irradiation, the hot Jupiter’s atmosphere is thermally ionised, coupling the
magnetic field with this irradiation. The induced current density jind is derived from Ohm’s
law:

jind = σe(U × Bint + E) , (A.29)

where Bint is the internal planetary magnetic field, often approximated by a dipole field, U is
the velocity field of the wind, E the electrical field. The electric current is given as µ0 j = ∇×B
with µ0 as the magnetic diffusivity.
The Ohmic heating power P is given by

P =
∫

V

j2
ind
σe

dV , (A.30)

with dV as the volume element.
The evolution of the magnetic field in the wind zone is a complex task and often approximated.
It is governed by the induction equation

∂tB = ∇ × (U × B) − ∇ × (η∇ × B) , (A.31)

with η = 1/(µ0σe) as the magnetic diffusivity where µ0 is the vacuum permeability, see Eq. (3)
in Paper IV. The induction equation can be derived from Maxwell’s equations and Ohm’s law:

∇ × E = −∂B
∂t

, ∇ × B = µ0J , (A.32)

σe(E + v × B) = J . (A.33)

In Eq. (A.31), the evolution of B is determined by the competition of induction (1st term) and
diffusion (2nd term). The latter dissipates magnetic field energy as heat. Magnetic diffusion
describes the movement of magnetic fields in conducting fluids like plasma, governed by the
magnetic induction equation, Eq. (A.31), primarily due to induction and diffusion through the
material.
Eq. (A.31) becomes with further assumptions

∂tBΦ = −Bint · (∇U) + η∇2BΦ , (A.34)

where BΦ is the locally induced field, see Eq. (5) in Paper IV. The magnetic Reynolds number
Rm estimates the importance of the induction contribution relative to diffusion contribution
of the magnetic field:

Rm = ∇ × (U × B)
∇ × (η∇ × B) ≈ µ0 σe U min(dη, dU , dB) , (A.35)

with η = 1/(µ0σe) where µ0 is the vacuum permeability, d is the characteristical length scale
for the electrical conductivity scale length, the flow, or the magnetic field, and U a typical flow
velocity (Eq. (4) in Paper IV).
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The induction process depends on Rm. Without further derivation (see Paper IV for the
details), it can be divided into two regimes, resulting in a different treatment of the induced
currents and Ohmic power:

• Linear Regime, Rm ≤ 1:

– Magnetic diffusion limits the growth of the induced field due to the low electrical con-
ductivity. Consequently, the induced field remains weak compared to the background
field. Furthermore, no Lorentz forces act on the flow, see Fig. 1 a,b in Paper IV.

– A quasi-stationary state is established: ∂tB ≈ 0, so that Eq. (A.34) balances mag-
netic dissipation the induction. The magnetic field induced in the outer part of the
atmosphere is smaller than the internal magnetic field (Bϕ = Rm Bint, see Eq. (11)
in Paper IV).

– The induced electrical currents are jind = σe(U × Bint) (Eq. (12) in Paper IV),
resulting in jlin = σe UΦ Bint (Eq. (27) in Paper IV).

– The Ohmic power is: Plin =
∫

V σe U2
Φ B2

int dV (Eq. (27) in Paper IV), scaling with σe

and B2
int.

• Non-linear regime, Rm > 1:

– If Induction is rapid, the induced magnetic field overpowers quickly the internal mag-
netic field, causing strong Lorentz forces (Fig. 1 c-e in Paper IV).

– Neglecting diffusion, Eq. (A.34) becomes ∂tBΦ = (U/dU )Bint.

– The induced electrical currents are jnon−lin = µ−1
0 (∇ × B), and with further assump-

tions it is jnon−lin = Bϕ/(µ0 dU ) with dU as the radial wind scale height. The induced
field is independent of σe.

– The Ohmic power is: Pnon−lin = 1/µ2
0
∫

V B2
ϕ/(σed

2
U )dV (Eq. (28) in Paper IV). The

induced field is independent of σe. With higher σe, the Ohmic dissipation efficiency
decreases.

A.8. Software

MOGROP [330] written in C/C++ [545], Bash [546], slurm [456], Cython [454, 455],
Python [547] with libraries Matplotlib [548], NumPy [549], AstroPy [550] and SciPy [551].

Schematics with Inkscape [552]. Colour schemes from coolors and colorbrewer [553, 554].
Retrieving data from plots manually: Webplotdigitizer [555].
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A.9. Fundamental Constants and Planetary Data

Description Symbol Definition
Earth mass ME 5.9722 · 1024 kg
Jupiter mass MJ 1, 898.13 · 1024 kg
Earth radius (equatorial) RE 6356.752 km
Jupiter radius (equatorial) RJ 71, 492 km
Jupiter density ρJ 1, 326 kg m−3

astronomical unit au 149, 597, 870.7 km
Stefan-Boltzmann constant σB 5.67037 · 10−8 W m−2K−4

Newtonian gravitational constant G 6.67430 · 10−11 m3 kg−1 s−2

Planck constant h 6.62607015 · 10−34 J s−1

Table A.5.: Fundamental constants and planetary data from NISTa and NASA Planetary Fact Sheetb,
accessed on February 2, 2024.

ahttps://physics.nist.gov/cuu/Constants/
bhttps://nssdc.gsfc.nasa.gov/planetary/factsheet/index.html
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